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Preface

There is growing evidence that a wide range
of airborne pollutants are contributing signifi-
cantly to climate change while harming hu-
man health, agricultural production and eco-
systems, such as forests. This Assessment con-
siders black carbon and tropospheric ozone,
including the tropospheric ozone precursor
methane, which affect climate and air quality
and are also ‘short-lived’ in the atmosphere
when compared with carbon dioxide which
implies that benefits can be realized in the
near-term if measures are now implemented
to reduce emissions.

The Integrated Assessment of Black Carbon and
Tropospheric Ozone addresses the short-lived
climate forcers that also have an impact on air
quality. Its findings on both the state of scien-
tific knowledge and existing policy options to
cut emissions come from 50 authors convened
by UNEP and WMO. Previous assessments
have often studied either the impacts on cli-
mate from such pollutants or the direct effects
of air pollution on human health and ecosys-
tems, but not both in an integrated manner.
This report gives a comprehensive assessment
of the multiple benefits of practical measures
to reduce emissions of black carbon — a key
component of soot — and the gases leading to
the formation of tropospheric ozone, espe-
cially methane.

The Assessment assembled an international
team to review the scientific literature on all
aspects of black carbon and tropospheric
ozone to provide findings that are relevant to
policy making. The Assessment team recog-
nised that there was a gap in the existing
literature to fully enable important multiple
benefits of plausible policy options to be
quantified. Therefore the team also undertook
new modelling exercises to better identify the

potential for co-benefits and to quantify them.
Key to the Assessment was the identification
of a small number of measures that are likely
to provide both climate and air quality ben-
efits. These are made up of existing technolo-
gies and measures, many of which are linked
to actions to iImproving access to energy, sus-
tainable transport and health initiatives.

The Assessment shows that, if rapidly and
widely implemented, the identified measures
will bring significant improvements in hu-
man health, the wider environment and the
climate in the near term. Action under a
range of international, regional and national
treaties, laws and regulations may therefore
help improve the chances of keeping the
global temperature rise under 2°C above pre-
industrial while also meeting other challenges
for human well-being, including achieving the
Millennium Development Goals that relate to
human health and food security.

The climate, health and crop yield benefits
are quantified using global climate-compo-
sition models. The benefits are shown to be
considerable, significantly reducing the rate

of warming over the next two to four decades,
improving the chances of remaining below
the 2°C threshold, preventing millions of pre-
mature deaths from small particulate pollution
and preventing the loss of millions of tonnes
of crops from ozone pollution every year. It
also shows that action on these substances is
complementary to, but does not replace the
challenge to dramatically reduce emissions of
carbon dioxide from the burning of fossil fuels
and deforestation.

Full implementation of the identified mea-
sures would also have substantial benefits close
to the regions where action is taken, including



in Asia where these short-lived pollutants are
likely altering regional climate patterns such
as the Asian Monsoon.

The science in this field in rapidly matur-
ing: this report provides clear recommen-

@M Gilnta.

Peter Gilruth

Director

Division of Early Warning and Assessment
United Nations Environment Programme

dations as to where the policy response
can deliver strategies that directly improve
the lives and the realization of a more sus-
tainable future for billions of people.

Liisa Jalkanen

Chief

Atmospheric Environment Research Division
World Meteorological Organization



Reader’s guide

Introduction

The Integrated Assessment of Black Carbon and
Tropospheric Ozone looks into all aspects of
anthropogenic emissions of black carbon
and tropospheric ozone precursors, such as
methane. It analyses the trends in emissions
of these substances and the drivers of these
emissions; summarizes the science of atmo-
spheric processes where these substances are
involved; discusses related impacts on the
climatic system, human health and crops in
vulnerable regions and ecosystems; and ex-
plores societal responses to the environmental
changes caused by those impacts. The Assess-
ment examines a large number of potential
measures to reduce harmful emissions, iden-
tifying a small set of specific measures that
would likely produce the greatest benefits,
and which could be implemented with cur-
rently available technology. An outlook up

to 2070 is developed illustrating the benefits
of those emission mitigation policies and
measures for human well-being and climate.
The Assessment concludes that rapid miti-
gation of anthropogenic black carbon and
tropospheric ozone emissions would comple-
ment carbon dioxide reduction measures and
would have immediate benefits for human
well-being.

The Integrated Assessment of Black Carbon and
Tropospheric Ozone is the result of a structured
consultative process using an author team of
more than 50 experts from across the globe.
The author team was selected on the basis
of their expertise in covering the scientific
issues and were chosen from all regions of
the World. An extensive review process was
followed and over 40 external reviewers com-
mented on the draft chapters. Eight review
editors ensured that all of the review com-
ments were adequately addressed.

The Assessment provides a comprehensive
overview of the current state of knowledge in
the scientific literature regarding the key sub-
stances emitted to the atmosphere that have a
significant warming effect on climate and con-

tribute to air quality degradation, especially
black carbon, tropospheric ozone and its pre-
cursors (Chapters 2 and 3). This Assessment
is also based on a dedicated study, integrating
a range of models to evaluate the multiple
benefits of implementing a carefully identified
set of measures. Finally, the outcome of this
dedicated study is merged with data and their
uncertainties, available in the literature, in or-
der to come to the final conclusions.

The dedicated study has been performed re-
ferring to the Driver-Pressure-State-Impact-
Response (DPSIR, UNEP, 2007) framework.
Hence, emission scenarios of long-lived
greenhouse gases and short-lived climate
forcers have been linked all the way to their
impacts on climate, human health and eco-
systems. The following are the highlights of
cach chapter:

Chapter 1. Introducing the Assessment
— introduces black carbon and tropospheric
ozone and their influence on climate change.
It also highlights the fact that multiple ben-
efits will accrue for climate, human health
and crop yields by reducing their concentra-
tions in the atmosphere by addressing the
emissions of black carbon and particular
tropospheric ozone precursors. Additionally,
it summarises the approach taken in the As-
sessment.

Chapter 2. Black carbon and tropo-
spheric ozone precursors: drivers,
emissions and trends — highlights key
drivers that give rise to emissions of black
carbon and tropospheric ozone precursors. It
then highlights their global emissions and also
the emissions of pollutants and greenhouse
gases that are co-emitted with them. As well
as historical trends, it discusses uncertainties
in emission estimates and observational sup-
port for the values estimated. It then develops
emission progressions by region and sector
for 1990, 2005 and 2030 according to the
Reference Scenario used in the Assessment.
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Chapter 3. Atmospheric processes,
tropospheric ozone and black carbon
concentrations, deposition, and radia-
tive forcing — describes the chemical trans-
formations and the physical processes that
the substances undergo in the atmosphere
once emitted. It describes the observed and
modelled concentrations and composition of
particles in the atmosphere, including their
transport, transformation and removal. It de-
scribes the influence of black carbon, organic
carbon and ozone on radiative forcing. It also
shows the results from using models on the
reference scenario emissions to estimate con-
centrations and radiative forcing. The models
used are described in an Appendix.

Chapter 4. Impacts of black carbon
and tropospheric ozone — are described
on the climatic system in terms of global
and regional temperatures, and impacts on
regional rainfall patterns. Climate impact

in key regions including the Himalayas and
Arctic are highlighted. Modelled results of
regional and global climatic changes under
the reference scenario are shown. Impacts
on health, crop yields and ecosystems are as-
sessed, and modelled estimates of the changes
in health and crop impacts according to the
reference scenario are shown. The economic
benefits of emission reductions are discussed
and quantified. The vulnerability of certain
regions and specific societal groups to black
carbon and ozone impacts is explored.

Chapter 5. Options for policy re-
sponses and their impacts — assesses

the potential for reductions in emissions and
where possible quantifies the impact of these
reductions on public health, ecosystems and
climate. It describes the process by which sev-
en methane measures and nine measures tar-
geting black carbon emissions are identified.
It also develops a scenario for CO2 based on
the emissions modelled using the assumptions
of the IEA World Energy Outlook 2009 450
Scenario and the IIASA GAINS database.
The impact of black carbon, methane and
CO2 measures on emissions of important
substances (affecting climate and air quality
impacts) are shown. These new emissions

are then used in modelling to determine the

climate, health and crop yield changes, high-
lighting regional benefits, and an economic
analysis 1s also included. Finally, the chapter
describes existing policy approaches for pro-
moting the mitigation measures and provides
examples where the different measures have
been implemented around the World.

Chapter 6. Conclusions — explains the
multiple reasons for controlling emissions of
black carbon and precursors of tropospheric
ozone, especially methane. It summarises
the assessment of science and the findings
relating to the impact of black carbon and
ozone precursors on climate and air qual-
ity impacts. It summarises the main findings
from the modelling and the benefits from re-
ducing emissions. It then highlights the poli-
cies and measures that already exist which
could reduce the emissions of these short-
lived climate forcers if implemented widely
and rapidly.

Assessment conceptual
framework

The Assessment uses the DPSIR as an organi-
sational framework. The Assessment focuses
on impacts of importance to human well-
being that are affected by black carbon and
tropospheric ozone, including its precursors,
especially methane. The framework attempts
to reflect the key components of the complex
and multidimensional, spatial and temporal
chain of cause-and-effect that characterizes
the interactions between these substances, so-
ciety and the environment. The approach was
to identify measures that would give a benefit
for both climate and air quality concerns (es-
pecially health and crop yields).

The drivers refer to processes in society that
drive activities which give rise to emissions
of black carbon or tropopsheric ozone pre-
cursors. Key drivers include demographics,
scientific and technological innovation and
economic demand. The characteristics and
importance of each driver affecting emis-
sions differ substantially from one region to
another, within regions and both between
and within nations. For example, the use
of biomass for cooking is a feature of poor



people in Africa and parts of Asia, but not
necessarily of the more affluent people in
those societies.

The pressure refers to the emissions of black
carbon, tropospheric ozone precursors, and
the emissions of other gases and particles
that affect warming and/or have impacts on
health, crops and ecosystems. These pressures
on climate, human well-being and ecosystems
vary regionally depending on the substance
emitted, the distribution of relevant sources

and the sensitivity of the receptors to impacts.

The state refers to the concentrations of
the different pollutants in the atmosphere,
deposition to different surfaces that leads
to impacts or the change in radiative
forcing caused by the substances in the
atmosphere. The climate changes caused
by changes in radiative forcing are also
changes in the state of the environment
that contributes to impacts on ecosystems
and human well-being.

The impacts refer to how human well-being
or the environment is directly or indirectly
affected by the change in state of the atmo-
sphere. The Assessment focuses on tempera-
ture changes caused by changes in relevant
emissions as an indicator of climate impacts.

B strics
I northeast Asin, Southenst Asi= and Facifc
Latin Ameerica and Caribbean
[ mortn Americe and Ewrope
O south, west and Central Asis

Figure 1. Regional groupings used in the Assessment.

The concentrations of PM, . and ozone are
used to estimate health and crop yield impacts
affected by a change in the concentrations

of the relevant substances. The Assessment
touches on some key impacts of climate
change and the vulnerability of particular
groups of people and particular regions to the
changes in impacts.

The responses focus on the measures that will
reduce warming and air quality impacts on
health, crop yields and other ecosystem ser-
vices. The responses are considered at differ-
ent levels — in terms of the technical measures
available, the policies that can be used to im-
plement the measures and a number of case
studies that show how the measures have been
implemented in different parts of the world.

Regional breakdown
Emissions and impacts are disaggregated into
five regional groupings based on UNEP’s re-

gional and sub-regional breakdown (UNEP,
2007) shown in Figure 1 below.
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1.1 Scope

Limiting anthropogenic climate change and
improving air quality are two of the most
important environmental challenges facing
humankind. It is increasingly recognized that,
although changes in air quality and climate
typically occur on different temporal and
spatial scales, many aspects of these issues

are closely linked. In particular, many of the
emissions that lead to degraded air quality
also contribute to climate change, while many
potential measures to mitigate climate change
affect emissions of air pollutants.

Strategies to deal with either challenge

would improve human well-being directly
through impacts on health, fresh water

and food supply, with obvious impacts on

the economy. They will also affect climate
change in both the near term and the long
term (e.g. Raes and Seinfeld, 2009). When
considering strategies to avoid climate change
and improve air quality there is a need to
assess the impacts on both, and try to identify
synergies (win-win) and avoid trade-offs
(win-lose). In general, a single strategy that
addresses a wider range of pollutants and a
multitude of impacts is likely to be more cost-
effective (e.g. Amann, 2001).

This Assessment focuses on measures to re-
duce emissions that lead to the formation of

ozone in the lower part of the atmosphere
(tropospheric ozone, O,) and black carbon-
containing aerosol particles (black carbon,
BC) (Box 1.1). Tropospheric O, includes
near-surface O,. While only near-surface O,
is relevant for health and agricultural impact
studies, O,’s greenhouse warming effect is
due to O, in the entire troposphere. Tro-
pospheric O, and BC are known to impact
negatively on people’s well-being and on the
sustainability of natural resources. They are
also short-lived climate forcers (SLCFs), con-
tributing to near-term global warming and
changing local weather patterns (Chapter 4).
Controls of tropospheric ozone and black
carbon would therefore have multiple ben-
efits. This assessment aims at turning these
indications into robust policy options for de-
cision makers.

These control measures are put in the context
of climate policies leading to reductions in
carbon dioxide (CO,) and methane (CH,). At
the 16" Conference of the Parties to the Unit-
ed Nations Framework Convention on Cli-
mate Change (UNFCCC) in Cancun, Mexico,
it was agreed that the global mean tempera-
ture increase should not exeed 2°C above
pre-industrial levels in order to avoid dan-
gerous interference with the climate system.
However, the current pledges by industrialized
countries to reduce their long-lived green-
house gas emissions fall short of the required
effort (UNEP, 2010). The Assessment looks in
particular at the extent to which controlling
tropospheric O, and BC might enhance the
chances of achieving this 2°C target. In doing
so, it takes into account the fact that BC and
precursors to ozone are often emitted together
with other substances (Chapter 2), so that the
net effect of emissions reductions by a given
measure might either reinforce or counter-

act the effects aimed at from the reduction of
ozone and BC alone.
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Hydrofluorocarbons, which are potent
greenhouse gases, do not influence air qual-
ity directly, and their treatment is therefore
beyond the scope of this report. It has been
proposed that HFCs be controlled under
the Montreal Protocol (Molina et al., 2009).

This Assessment responds to the increas-
ing interest in SLCFs and the potential

for SLCF measures to address near-term
climate change, changes in local weather
patterns and achieve co-benefits in terms
of improved human health and ecosystem
services. This interest has been particularly
articulated in the Anchorage Declaration
of 24 April 2009, adopted by the Indig-
enous Peoples’ Global Summit on Climate
Change; the Tromse Declaration of 29
April 2009, adopted by the Sixth Ministe-
rial Meeting of the Arctic Council; and the
Eighth Session of the Permanent Forum on
Indigenous Issues under the United Nations

Economic and Social Council (May 2009)
which called on the United Nations Envi-
ronment Programme (UNEP) to conduct a
fast-track assessment of short-term drivers
of climate change, specifically BC, with

a view to initiating the negotiation of an
international agreement to reduce its emis-
sions. A need to take rapid action to address
significant climate forcing agents other than
CO,, such as BG, was reflected in the 2009
declaration of the Group of Eight (G8)
leaders, Responsible Leadership for a Sustainable
Future (Group of Eight, 2009).

In what follows some background material
is presented and definitions are given that
will help to clarify the Assessment and its
conclusions. It also presents the approach
followed in the Assessment, which is not
only based on the available scientific litera-
ture but also on a dedicated study under-
taken for this Assessment.

Box 1.1: Denomination of aerosol particles

the particles or droplets and the gas.

aerosol.

aerosol particles.

matter or PM.

An aerosol is a suspension of solid particles or droplets in a gas. In principle, aerosol refers to both

Aerosol particles, sometimes referred to as just particles, refers to the particles or droplets of the

Aerosol(s) is often used instead of aerosol particles when it is clear from the context that aerosol
particles are meant: e.g. the aerosol mass concentration clearly means the mass concentration of

Particulate matter is another way of referring to these particles. The climate-effects community
tends to use aerosol particles, whereas the health-effects community prefers to use particulate

PM, then means the particles with an aerodynamic diameter lower than x micrometer. PM_ is
often referred to as fine particulate matter, that is with a diameter of less than 2.5 micrometers
which is the fraction commonly used to estimate health impacts associated with PM.
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1.2 Tropospheric ozone

Ozone is a reactive gas that exists primarily in
two layers of the atmosphere: the stratosphere
(upper layer) and troposphere (ground level to
~10-15 km). In the stratosphere, O, is consid-
ered to be beneficial as its strong absorption
of ultraviolet (UV-B) radiation protects life

on Earth from this harmful solar radiation.
Stratospheric ozone is however not the subject
of this report.

In contrast, at ground level, ozone is an

air pollutant harmful to human health and
plants, and is the main air pollutant that
reduces crop yields. It is also a major com-
ponent of urban smog. Ozone also absorbs
infrared (IR) radiation and consequently acts
as a strong greenhouse gas.

In the troposphere, O, is produced from re-
actions of its precursors, which have both
natural and man-made sources. These pre-
cursors are carbon monoxide (CO), methane
(CH,), other, non-methane volatile organic
compounds (NMVOUs), and nitrogen oxides
(NO,). The relationship between precursor
emissions and O, production is highly non-
linear (Chapter 3). Methane is particularly
important in the formation of tropospheric
O,, far from any sources of ozone precursors
and is at the same time a potent greenhouse
gas. Because of the increase in anthropogenic
emissions of its precursors, tropospheric O,
concentrations in the northern hemisphere
have increased two to threefold during the
past 100 years (Chapters 2 and 3).

1.3 Black carbon

Black carbon aerosol particles result from the
incomplete combustion of fossil fuels, wood
and other biomass. Complete combustion
would turn all the carbon in the fuel into
carbon dioxide (CO,). In practice, combus-
tion is never complete and together with CO,
there 1s formation of carbon monoxide (CO),
volatile organic carbon (VOC), non-volatile
organic compounds that condense and form
organic carbon (OC), and BC aerosols. The
complex mixture of particulate matter re-
sulting from incomplete combustion is often

referred to as soot, although a universally
accepted nomenclature is still lacking. The
distinction between colourless OC and BC is
operationally defined. In reality many organic
substances, for example humic-like substanc-
es, do have a colour and will contribute to BC
as measured with light absorption methods
(Andreae and Gelencsér, 2006). It is also im-
portant to note that during their transport in
the atmosphere, some of the VOGCs emitted
by incomplete combustion are transformed
chemically into condensable products and
lead to what are called secondary organic
aerosols (SOA). SOA is most likely colourless.

During the past 100 years the global con-
centration of BC aerosols has undoubtedly
increased, but it is uncertain by how much
because biomass burning, and hence BC
emissions, obviously occurred even in pre-
industrial times (Chapter 2).

BC can constitute up to 10-15 per cent of
fine particulate matter (PM, ) (Chapter 3).
PM, , is known to lead to adverse effects on

human health (Chapter 4).

The black in black carbon obviously refers
to the fact that these particles absorb visible
light. This absorption leads to additions of
solar energy to the atmosphere and a reduc-
tion at the Earth’s surface referred to as
surface dimming;

1.4 Impact of atmospheric-
composition change on global
and regional climate

Climate on Earth is determined by the plan-
etary radiation balance, which is the balance
between energy entering at the top of the at-
mosphere as sunlight (E, ) and that leaving the
atmosphere as reflected light and heat back to
space (E_ , Figure 1.1).

Apart from some natural disturbances by, for
example, volcanoes, for about the last

10 000 years this balance, when averaged over
decades, has remained roughly in equilibrium
(E, = E_ ). In other words, no substantial

amount of net energy (E, - E_)was added to
the Earth system, and its global mean temper-
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Figure 1.1. The planetary radiation balance at the top of the atmosphere. A change in global mean temperature
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ature therefore remained relatively constant
(AT, = 0). Since the widespread land clear-
ing and the industrial revolution beginning in
the 18™ century, human-made emissions of
greenhouse gases, aerosols and their precur-
sors, have increasingly changed the composi-
tion of the atmosphere, leading to enhanced
absorption and reflection of incoming light
by aerosol particles and clouds, and enhanced
absorption of outgoing IR radiation by green-
house gases and, to lesser extent, also by large
aerosol particles and clouds. This has lead to a
departure from the pre-industrial equilibrium,
which ts referred to as radiative forcing. As of today,
less energy is leaving the Earth at the top of
its atmosphere than is coming in (E_ <E, ).
Hence, there is a positive radiative forcing
which leads to the observed increase in the
Earth’s global mean temperature (AT > 0).
The increase of tropospheric ozone in the
past 100 years has made it one of the most
important contributors to human-induced
global warming, together with CO,, CH, and
BC. Even though its globally averaged tropo-
spheric human-derived concentration is about
10 000 times smaller than that of CO,, O,’s
global radiative forcing is about one-sixth to
one-third that of CO, (Chapter 3).

) results from a departure from the balance between incoming and outgoing fluxes of energy.

The radiative forcing of O, strongly depends
on the altitude. Near-surface O, has a neg-
ligible forcing, whereas in the colder upper
troposphere it has its largest forcing. This im-
portant fact has been known for a long time
(e.¢. Ramanathan et al., 1987) and, recently
confirmed by satellite measurements (e.g.
Aghedo et al., 2011). It has strong implica-
tions for O, mitigation actions. Reductions in
CH, and CO will reduce O, throughout the
troposphere at a global scale, where as reduc-
tions of NO, will mainly have impacts near
the surface at local and regional scales, with
secondary effects throughout the troposphere
(Shindell ez al., 2005; West et al., 2009). How-
ever, near-surface O, may substantially affect
climate as a result of O, damage to plants re-
ducing carbon uptake, though the magnitude
of this effect is much less certain (Chapter 4).

Black carbon absorbs visible light at all
wavelengths. That makes it absorb 1 000 000
times more energy per unit mass than CO,,
which absorbs only in specific IR wavelengths.
Hence, even though the globally averaged
ground-level concentration of BC is pres-
ently about 0.1 microgram/m? (Chapter 3),
compared to about 200 milligrams/m”® of an-
thropogenic CO,, its instantaneous radiative
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forcing due to absorption alone may be about
half that of anthropogenic CO,. However,
BC has other effects on climate. These include
the absorption of light when deposited on ice
and snow, leading to faster melting with fur-
ther effects on local and global climate, ecol-
ogy and livelihoods. Black carbon, like other
aerosol particles, also interacts with clouds,
changing their reflectivity and lifetime, again
with effects on local and global climate. For
these reasons there is uncertainty in determin-
ing the overall contribution of BC to radiative
forcing (Chapter 3).

In addition, when calculating the climate ef-
fect of BC, it is important to realize that it is
often mixed with OC which is also produced
during combustion and which reflects sunlight
much more strongly than it absorbs it. A low
OC-to-BC ratio means a predominantly ab-
sorbing aerosol that will contribute to warm-
ing. A high OC-to-BC ratio means a predomi-
nantly reflecting (or scattering) aerosol that
will contribute to cooling. The ratio depends
on the emission source: it can be lower than 1
in the case of emissions from diesel engines,
but will be much higher in the case of; for ex-
ample, smouldering wood (Chapter 2).

A consideration of the global planetary ra-
diation at the top of the atmosphere (TOA)
is useful to describe global climate change
in terms of global mean temperature. It
does not, however, capture many other cli-
mate-related effects that occur more locally
within the atmosphere or at the Earth’s sur-
face (Figure 1.2).

For instance, both absorbing and scattering
aerosols lead to a reduction of solar radiation
reaching the surface (also referred to as dim-
ming), i.e. negative surface forcing, whereas
absorbing aerosols lead to heating of the
atmosphere, 1.e. positive atmospheric forcing.
The atmospheric and the surface forcings, i.e.
changes in the net energy absorbed by the
atmosphere or arriving at the Earth’s surface,
may be more useful indicators than TOA
forcing in terms of influences on winds and
precipitation (Ramanathan et al., 2001; An-
drews et al., 2010). For BC, the magnitudes of
the atmospheric and surface forcing are typi-
cally factors of 2 to 4 larger than TOA forcing
(Satheesh and Ramanathan, 2000; Jacobson,
2001; Forster et al., 2007), this has implications
for evaporation, formation of clouds and pre-
cipitation, and hence the availability of water.

Figure 1.2. Radiation fluxes at the top of the atmosphere, within the atmosphere and at the Earth’s surface. The
latter two fluxes are particularly important for regional-scale processes relevant to people’s lives.
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These local issues are obviously of immediate
relevance to people’s lives. An assessment of
atmospheric composition change must take in
all effects, global and local, in order to reveal
the true impacts.

1.5 Near-term and long-term
climate effects of emission
controls of gases and aerosols

Gases and aerosol particles that are emit-
ted into or formed within the atmosphere
remain there for longer or shorter times
depending on their physical and chemical
properties. For most gases and particles that
are removed from the atmosphere by one
major process, for example precipitation for
aerosol particles, the concentrations would
approximately follow an exponential decay
as soon as their emissions or production are
stopped. These lifetimes are shorter than
the lifetime of carbon dioxide, for which the
lifetime is of the order of 100 years or more.
Their lifetime 1s defined as the “e-folding
time”, the time in which the original concen-
tration drops to 1/e or about 37 per cent of
the initial concentration.

Many air pollutants, including tropospheric
O, and BC particles, have atmospheric life-
times of the order of weeks. Methane, which
is mainly removed through chemical reactions
in the atmosphere, has a lifetime of about a
decade. These lifetimes are shorter than that
of CO,. Accordingly, these substances are
called short-lived climate forcers (SLCFs).

Carbon dioxide and other compounds that
have lifetimes of the order of 100 years or
more are called long-lived climate forcers
(LLCF). They include nitrous oxide (N,O,
114 years), sulphur hexafluoride (SF, 3 200
years), and chlorofluorocarbons (CFCs, 100+
years). The atmospheric lifetime of CO,, the
most important anthropogenic greenhouse
gas, cannot be described by a single value.
CO, molecules are distributed between the
atmosphere, the ocean and the terrestrial
biosphere, involving processes with time
scales from decades to hundreds of years.
Their permanent removal involves even
slower processes such as chemical weather-

ing of rocks (Denman et al., 2007, Archer et
al., 2009). If all anthropogenic CO, emis-
sions were stopped today, the anthropogenic
contribution to the CO, concentration in the
atmosphere — about 110 ppm as of today —
would drop by about 25 per cent of today’s
value in 50 years but by not more than 60
per cent over the following 1 000 years (Solo-
mon et al., 2009).

In discussing the climate response to a reduc-
tion in SLCF emissions, it is important to un-
derstand that the global mean temperature
does not follow the concentration decrease
of the SLCEF, which can occur in a matter of
weeks. Instead, the temperature response is
governed by processes in the climate system,
namely the uptake of heat by the surface
layer of the ocean, which happens over a de-
cade or so, and its subsequent transport into
the deep ocean, which happens over hun-
dreds of years.

In the case of an SLCF this means that,
when its concentration and hence its radia-
tive forcing is reduced by emission controls,
the global mean temperature will achieve
most of its decrease towards a new equilib-
rium value in about a decade. About 10 per
cent of the full decrease will not be realized
for hundreds of years, since the redistribu-
tion of heat stored in the deep ocean while
the SLCF was active, and hence its upwards
transport, will continue for hundreds of
years (Solomon ¢t al., 2010). In the case of
CO,, more than 80 per cent of the expected
decrease in global mean temperature after
emission reductions will not be realized for
hundreds of years. This is because the draw-
ing down of atmospheric CO, into the deep
ocean, and hence the decrease in its radia-
tive forcing, is roughly offset by the upward
transport of heat to the surface, since both
phenomena are achieved by the same physics
of deep-ocean mixing (Solomon ¢t al., 2009;
Matthews and Weaver, 2010)

For the discussion in this Assessment, which
looks at the near-term impacts of emis-
sion reductions of SLCFs, it is sufficient to
consider what will happen in the next few
decades. Thus the very long-term effects of

Integrated Assessment of Black Carbon and Tropospheric Ozone



a) long term response to a reduction of
emissions of a long -lived climate forcer

lune
> = inherentresponss ime
of the climate system
- = ahm 5| heri ife time
> <

b} near term responsa to a reduction of
emissions of a short-lived climate forcer

Lime
=
= < ammosphenc life ime
= < inherentresponse time
of the climate system
= <

Figure 1.3. Schematic view of the response of global mean temperature to a sudden reduction in the emissions
to the atmosphere of a climate forcer. Left: in the case of a long-lived climate forcer; right: in the case of a short-
lived climate forcer. For simplicity, it is assumed that before the emission reduction takes place there is equilibrium
between emission and removal of the climate forcer, and also between incoming and outgoing radiation

(Ein: out’
emissions and emission controls are not ad-
dressed here.

The short lifetime of SLCFs in the atmo-
sphere also means that an equilibrium be-
tween their sources and sinks is quickly estab-
lished. Hence, continuous and constant emis-
sions will rapidly — within weeks to decades

— result in constant levels of their concentra-
tions in the atmosphere. Constant emissions
of long-lived species, CO, for example, will
result in growing concentrations during the
first 100 years after emissions started. There-
fore, constant emissions of short-lived air
pollutants add a fixed amount of change to
the evolving climate change provoked by the
emissions of long-lived greenhouse gases. Re-
ducing the emissions of short-lived pollutants
will reduce their concentrations in a matter
of weeks, with an effect on global tempera-
ture established during the following decade
(Figure 1.3). Reducing emissions of long-lived
greenhouse gases will have an effect only on
longer time scales.

The schematic in Figure 1.44 illustrates the
effects of reducing various short-lived air pol-
lutants on the global mean temperature. The

E ). Both conditions are not always fulfilled in reality.

atmosphere contains, among many other
compounds, CO,, O, and BC aerosols, which
all warm, and sulphate and OC aerosols that
cool. The present-day net effect is an observed
warming, shown by the thick line. The reduc-
tions of CO, required today to stabilize climate
in the long term will only have a small effect in
the near term. Sulphate is likely to be reduced
over the coming decades due to a focus on
problems related to human health, acid rain
and visibility, which will lead to accelerated
warming (Ramanathan and Feng, 2008; Raes
and Seinfeld, 2009). This Assessment evaluates
the extent to which reducing BC and O, can
help to reduce near-term warming

1.6 Identifying emission control
measures with multiple benefits

Many human activities lead to substantial
emissions of either or both BC and tropo-
spheric O, precursors (Chapter 2). Transpor-
tation is a large source of O, precursors and
BC. Power generation by coal burning pro-
duces large amounts of nitrogen oxides (NO,)
and little BC, but a substantial amount of
cooling particulate such as sulphate particles.
Residential biofuel and open biomass burning
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Figure 1.4. Schematic view of the effect of reducing various air pollutants on global mean temperature. The
thick line represents the on-going warming. A reduction of cooling sulphate aerosols is expected to lead to an
accelerated warming. A focus on reducing BC and O, is expected to reduce warming in the near term.

is a major source of BC and OC, as well as
CO emissions. The use of solvents in indus-
trial and domestic sectors leads to substantial
VOC emissions, while fossil fuel extraction,
agricultural activities, including the rearing of
livestock, and municipal waste lead to large
emissions of CH,.

Emissions are generally the result of an activ-
ity, for example a number of kilometres driv-
en, multiplied by an emission factor, such as
the number of grammes emitted per kilome-
tre driven. Emissions can hence be controlled
by technical measures to reduce the emission
factor, for example fitting a filter or catalytic
convertor, or by non-technical measures that
reduce the activity, such as a reduction in fos-
sil fuel use.

It is important to realize that one emission
control measure seldom reduces either a
single pollutant or all pollutants at once. For
example, a particle filter on a diesel car will
reduce the emission of BC particles, but not
CO2 which will pass unhindered. The Assess-
ment looks for control measures in specific
sectors that would lead primarily to the reduc-
tion of BC and O, precursors. It subsequently

goes some way in quantifying the impact of
these measures on regional and global cli-
mate, human health and crop yields and their
associated economic impacts.

Successtul air pollution policies in the devel-
oped world during the past few decades have
focused mainly on the power and industrial
sectors and led to the reduction of global
sulphur and NO, emissions. This has lead to
a partial unmasking of the greenhouse effect
and accelerated warming (Figure 4).

Reductions of tropospheric O, and BC would
help reduce warming in the near term. They
would also contribute to a lower equilibrium
global temperature in the long term (see 1.5).
However, since multiple pollutants are af-
fected by specific actions, including cooling
pollutants, it has not always been clear which
plausible emission reductions would achieve a
net decrease in warming.

The vulnerability of natural or human sys-
tems to climate change is geographically
dependent. Sometimes, vulnerable areas
are close to or overlap with areas that have
high levels of air pollution and expect rapid
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increases in temperature. In such regions,
measures to control BG and O, could be
particularly beneficial. The Arctic and Hima-
layan regions and monsoon-fed areas around
the world are examples. Black carbon and O,
reductions are expected to benefit the liveli-
hoods of the populations in these areas, in
particular the millions of people living in the
highly polluted areas of, for example, South
Asia. These high pollutant levels have severe
effects on people’s health and influence crop
yields in regions where food security is an im-
portant issue.

1.7 The approach taken in the
Assessment

This Assessment provides a comprehensive
overview of the current state of knowledge in
the scientific literature regarding the key sub-
stances emitted to the atmosphere that have a
large warming effect on climate and contrib-
ute to air quality degradation, especially BC,
tropospheric O, and its precursors (Chapters
2 and 3). This Assessment is furthermore
based on a dedicated study, integrating a
range of models to evaluate the joint benefits
of implementing a carefully identified set of
emission reduction measures. Finally, the out-
come of this dedicated study is merged with
existing data — including uncertainties — in the
literature in order to come to conclusions.

The dedicated study was performed using

the Driver-Pressure-State-Impact-Response
(DPSIR, UNEP, 2007) framework. Hence,
emission scenarios of long-lived greenhouse
gases and SLCEs have been linked all the way
to their impacts on climate, human health and
ecosystems (Figure 5).

A reference emission scenario was developed
by the International Institute for Applied Sys-
tems Analysis (ITASA), based on the Green-
house Gas and Air Pollution Interactions and
Synergies (GAINS) database (Chapter 2). This
scenario describes emissions not only of O,
precursors and BC, but of all substances that
lead to the formation of PM, , as well as long-
lived greenhouse gases. It assumes that, be-
tween 2005 and 2030, all agreed air pollution
policies would be fully implemented. Beyond

2030, until 2070, emissions of all SLCFs are

assumed to remain constant.

The reference scenario was used as input
for two global climate-composition mod-
els (GCMs): GISS-PUCCINI (Shindell ez
al., 2006) and ECHAM-HAMMOZ (Poz-
zoli et al., 2008) (Chapter 3). These were
the two models that, with the given level

of resources, were available for the study.
They were used to calculate global fields of
all chemical substances — tropospheric O,,
all types of particulate including BC, and
PM, . — and their radiative forcing. It was
considered good practice to use more than
one model to calculate concentration fields
and radiative forcing in order to increase
confidence in the results, given the inherent
complexity in the GCMs.

Chapter 4 assesses the effects of the change
over time of the reference emissions. The
effect of all gases and particles on tempera-
ture was calculated based on energy-balance
equations that relate radiative forcing to tem-
perature (Appendix A.4.1). The effect of all
anthropogenically-derived PM, . on health
was calculated using appropriate concentra-
tion-response functions. Finally, the effects
of ground-level O, on health and crop yields
were calculated, again based on concentra-
tion-response functions from the literature.

A number of policy scenarios were developed
that include the implementation of mea-
sures selected to produce benefits for climate
and also for human health and crop yields
(Chapter 5). The selection of those measures
was based on their global warming potential
(GWP), that is, maximizing the reduction in
radiative forcing integrated over 100 years.
The identified measures act on sectors with
important O, precursor and BC emissions.
Some of these measures, however, also reduce
substances that are co-emitted, including OC
and sulphur dioxide (SO,), so that they not
only reduce O, and BC but also other gases
and constituents of PM, .. The policy scenar-
10s were used in the two GCMs to calculate
the effect of the measures on the global fields
of all chemical substances and their radiative
forcing. Subsequently, their effect on tempera-
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energy balance equations

global temperature response | l regional temperature response

radiative forcing |

Figure 1.5. Chain of models used in the dedicated study of the Assessment.

ture, human health and crop yields was calcu-
lated (Chapter 4).

Chapter 5 further reviews policy options that
could be used to facilitate the widespread
implementation of the identified measures
and illustrates this with case studies of their
successful implementation in both developed
and developing regions.

At each stage of the modelling undertaken

in the Assessment (Figure 1.5), there are un-
certainties in data and methods (uncertainty
ranges are discussed in each chapter). The un-
certainties in emissions and atmospheric com-
position were not considered when calculating
the uncertainty of the modelled impacts. For
what concerns the effect on warming;, the re-
sults of the dedicated study were merged with
the knowledge available from the literature
reviewed, in particular to take account of the
ranges of values that exist on the radiative
forcing of BC and the range of climate re-
sponses to forcing, and not to be limited to the
values produced by the two global climate-
composition models used. In Chapter 4 the
uncertainties concerning impacts are related
to the uncertainties in concentration-response
relationships. The resulting numbers are com-
pared with other estimates in the literature.

Integrated Assessment of Black Carbon and Tropospheric Ozone
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Key findings

Air pollution control policies will be
effective. Up to the present time, emission
reduction policies in North America and
Europe have reduced emissions of sulphur
dioxide (SO,), nitrogen oxides (NO,) and
particulate matter (PM), including black car-
bon (BC), from many sectors. Current and
planned regulations are expected to continue
to drive down emissions in these two regions.
In others, similar policies are expected to slow
down their rate of growth in the future and,
in the case of Northeast Asia, to bring about

reduced emissions of BC, organic carbon
(OC) and SO,,. Ensuring effective implemen-
tation of these policies is necessary to achieve
the reductions. Sources emit a range of pol-
lutants at the same time, and it is essential

to consider co-emitted ones when designing
abatement measures.

Without implementation of measures
beyond current and planned regula-
tions, methane (CH,) emissions are
expected to increase in the future.
Increased coal mining and oil and gas pro-
duction, coupled with growth in agricultural
activities and municipal waste generation, are
likely to lead to more than 25 per cent higher
global anthropogenic CH, emissions by 2030
relative to 2005. The projected increase in
fossil fuel production is the main driving force

behind this growth.

Without implementation of measures
beyond current and planned regula-
tions, emissions of BC, OC and carbon
monoxide (CO) are projected to remain
relatively constant to 2030, as planned
improvement in combustion technolo-
gy will be offset by continued economic
growth. The regional trends vary, however,
with decreases in North America, Europe and
Northeast Asia being balanced by increases in
Africa and South Asia. Emission reductions

in the transport sector will be the main cause
of improvement. As the role of traditional
biomass in residential combustion declines
and improved technology comes into play; it

is generally expected that primary OC/BC
ratios will fall.

Emissions from residential biomass
combustion are expected to become
even more important in the future than
they are today. Because efforts to curtail
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BC and OC emissions from transport and
industrial sources are projected to be increas-
ingly successful, the residential use of tradi-
tional biofuels in developing countries of Asia
and Africa will dominate global emissions of
anthropogenic carbonaceous aerosols in the
future, contributing nearly half of BC emis-
sions and about two-thirds of OC emissions
by 2030.

Of those pollutants with a long history
of control policies, NO, emissions are
expected to remain relatively constant
in the future, while SO, emissions will
decline between 2005 and 2030. Modest
reductions in NO, emissions in North Amer-
ica and Europe will be offset by increases
everywhere else. Despite a strong increase,
estimated at nearly 50 per cent, in South,
West and Central Asia, global SO, emissions
are projected to decline because of emissions
reduction elsewhere, particularly in North
America and Europe.

Open biomass burning is a large con-
tributor to global emissions of carbo-
naceous aerosols and ozone (O,) pre-
cursors. Recent estimates suggest that forest
fires, savannah and grassland burning, etc.,
excluding agricultural burning, contribute
about half of global BC and CO emissions
and two-thirds of OC ones. It is not known
how these emissions will change in the future
and for this study they are assumed to remain
constant at today’s levels. Open biomass burn-
ing can be a key source contributor if it oc-
curs close to a sensitive ecosystem such as the
Arctic or the Himalayas, so the regional emis-
sions distribution is important.

Confidence in emission estimates of
primary aerosols and O, precursors
varies by pollutant and world region.
For NOg, SO, and carbon dioxide (CO,),
knowledge of emission levels is relatively
good. This derives from a history of emis-
sion measurements and consistent emissions
from a given source type. However, despite
an influx of new observational and measure-
ment data in recent years, emissions of BC,
OC, CO, CH, and non-methane volatile
organic compounds (NMVOCs) remain quite

uncertain for many source types. For CH,
and NMVOCs, confidence is within a fac-
tor of three; and for the main products of
incomplete combustion, BC, OC and CO,
confidence at present is still only within a
factor of roughly 2-5. Confidence is greater
for the developed world than the developing
regions because of a longer history of emis-
sion estimation, a wider dataset of source
measurements, and more reliable statistical
information on the number of sources and
activity levels. As more sources are measured
and more survey data gathered, confidence in
emission estimates is expected to grow.

2.1 Introduction

This chapter discusses the current state of
knowledge of primary emissions of carbona-
ceous aerosols, BC and OC, other fine par-
ticles and their precursors, SO, and ammonia
(NH,) and the precursors of tropospheric

0O,, NO,, CO, NMVOCs and CH,. Emissions
of CO, are also included in some presenta-
tions for comparison purposes. The chapter
presents anthropogenic emissions of these
species, as generated by the International
Institute for Applied Systems Analysis Green-
house Gas and Air Pollution Interactions and
Synergies (IIASA GAINS) model for 1990,
2005 and 2030, the future reference scenario,
as well as information on emissions from
natural sources that are part of global climate
modelling, It also shows results from some
other global emission inventories by way of
comparison and confirmation. Emissions of
cach species are disaggregated by major world
region and emitting source category in order
to highlight the most important contribu-

tors to global change and to direct the reader
towards opportunities for mitigation action,
which are discussed in detail in Chapter 5.

To place present-day emissions in context,
historical trends and likely future directions of
emissions by considering socioeconomic and
other drivers are also examined. The degree
of confidence in these emission estimates is
discussed, with reference to available quantita-
tive estimates of uncertainty. For some species
the emission estimates are quite uncertain,
and this carries over into uncertainty about
their impacts and mitigation.

Chapter 2. Black carbon and tropospheric ozone precursors: Drivers, emissions and trends
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2.2 Socioeconomic and other
drivers of emissions

Emissions of BC and tropospheric O, precur-
sors are driven by basic societal forces that
govern the production and consumption of
energy, food and materials:

1. Population growth;

2. Economic development that drives, for ex-
ample, the transition away from residential
burning of solid fuels, the extent of private
vehicle ownership, and dietary habits such
as increased meat consumption that affects
CH, emissions;

3. Consumption patterns, driven by popula-
tion pressure, that include land-use chang-
es involving deforestation and wetlands
removal;

4. Technological change that can help in fast-
er emission reductions through the spread
of new, high-efficiency and low-emission
technologies;

5. Environmental regulations driven by re-
gional health and ecosystem concerns, re-
sulting in, for example, reductions in PM,
SO, and NO, emissions; and

6. Other policy drivers such as global climate
change mitigation agreements.

All these drivers interact with different sectors
of human activity and have distinct time-
frames for implementation and the achieve-
ment of objectives.

There are other driving forces that affect
emissions but are not so directly linked to hu-
man activities. These include future climato-
logical changes that may affect, for example,
water availability and drought, which would
in turn have an influence on food production
and wildfires, and consequently on emissions.
Other examples might relate to the frequency
and intensity of lightning and associated
NO,, soil NO, and CH, released from warm-
ing tundra, increased tropospheric O, forma-
tion due to higher temperatures, etc. At the

same time, previously unavailable areas may
open up to enable some economic activities
to shift or expand, such as drilling for oil and
opening new shipping routes in the Arctic.

Before the start of the industrial revolution,
emissions of BC and tropospheric O, pre-
cursors were essentially driven by natural
episodic events — predominantly wildfires, vol-
canoes and other geogenic releases — and by
the same kinds of continuous natural releases
that are seen today, such as CH, emissions
from wetlands, biogenic NMVOUGs, and NOg
from lightning. Anthropogenic emissions at
that time were limited to biomass burning for
cooking and heating and represented only a
small fraction of total emissions: for O, pre-
cursors and SO, less than 10 per cent, while
for BC about a third of the total (Lamarque et
al., 2010). Some episodic releases, such as the
large volcanic eruptions of El Chichon (1982)
and Mount Pinatubo (1991), injected enor-
mous amounts of ash, dust and gases into the
atmosphere and had worldwide effects lasting
two or three years (McCormick et al., 1995).

The same is true of the large wildfires that
periodically break out in Siberia and are of-
ten initiated by lightning strikes. Large boreal
wildfires may also periodically inject smoke
into the lower stratosphere (Fromm et al.,
2003). These episodic natural emissions can
be of similar magnitude to anthropogenic
emissions. Even some of the continuous
natural emissions are on the same scale as
present-day human-made emissions, ex-
amples of which include CH, from wetlands,
bogs, swamps and tundra (200-400 Mt/yr,
from Fung et al., 1991); biogenic NMVOCis
(500-750 Mt/yr, from Guenther et al., 2006);
volcanic SO, (13-15 Mt/yr, from Andres and
Kasgnoc, 1998); lightning NO, (about 5 Mt
Nitrogen/year, from Schumann and Hunt-
rieser, 2007) and NMVOCs from biomass
burning (about 80 Mt/yr, from Lamarque e
al., 2010).

Though emissions from natural sources can
show large inter-annual variability, they have
not shown significant long-term trends (except
for open biomass burning which has been
growing strongly since the 1950s, largely from
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deforestation and land clearance, and hence is
no longer exclusively natural). Anthropogenic
emissions, on the other hand, have increased
dramatically since pre-industrial times: for ex-
ample, SO, and NO, emissions had increased
nearly 50-fold and emissions of BC and CO
by factors of 5 and 10 respectively by the year
2000 (Lamarque et al., 2010).

In the early to mid-19" century, widespread
industrialization saw the advent of the use
of fossil fuels, initially coal, to provide energy
to power the production of goods and ser-
vices. The development of the Haber-Bosch
process for producing nitrogen fertilizer at
the beginning of the 20™ century led to an
unprecedented growth in food production
that supported strong population growth

but at the same time caused a cascade of
environmental changes, including increased
air pollution and the perturbation of green-
house-gas levels (Erisman ef al., 2008). At the
same time, biofuels were being consumed in
large amounts wherever human settlement
occurred in timber-rich parts of the world
(Fernandes et al., 2007). At the beginning, the
burning of wood and coal in factories and
homes and on railways was an inefficient pro-
cess that paid no regard to smoke emissions;
large quantities of PM, rich in the carbona-
ceous products BG and OC, were therefore
generated. Gaseous species including NO,,
CO, NMVOUGs and SO, were produced at

the same time in varying quantities.

Anthropogenic emissions began to grow rap-
idly, and it was not until the 1920s that atten-
tion began to be paid to limiting the emis-
sions of PM through various add-on removal
devices. The economic depression of the
1930s and installation of rudimentary emis-
sion controls led to a modest decline in most
emissions. In many parts of the world, how-
ever, wartime production reversed this trend
in the 1940s, and emissions began to increase
rapidly in the post-war economic revival,
beginning in about 1950. This trend spread
quickly to most parts of the world, especially
in the northern hemisphere, which until now
has been responsible for the majority of hu-
man-caused pollution. As emissions grew and
associated environmental and health impacts

Chapter 2. Black carbon and tropospheric ozone precursors: Drivers, emissions and trends

— acid rain, respiratory diseases, and heavy
metals poisoning — became more evident, se-
rious attention started to be paid to prevent-
ing atmospheric emissions in the early 1970s,
at least in the developed world. The last few
decades have seen a strong decline in emis-
sions of PM and acidifying pollutants from
industrial and transport sources in the devel-
oped world. However, since the late 1990s, a
rapid increase in emissions in Asia has offset
these reductions, often leading to continued
growth at global level. Emissions of CO,
have kept growing, and only the most recent
economic crisis resulted in their temporary
stabilization (Friedlingstein et al., 2010).

For the future, it is generally expected that
growth in emissions of air pollutants will be
tempered by continuing pressure to achieve
ever more ambitious environmental targets.
In some cases emissions will be ameliorated
simply by economic development, which will,
for example, gradually replace residential
solid fuel combustion with cleaner fuels and
remove older vehicles from the road. This
will go some way towards reducing emissions
of PM, including BC and OC, as well as
hydrocarbons and CO. For other species,
primarily SO, and NO, where there is now
a fairly long history of pollution control,

the experience of developed countries can
be expected to spread gradually throughout
the world and hold down future emissions;
recent emission inventories and assessments
in Asia seem to confirm this assumption (for
example, Zhang et al., 2009a; Klimont et al.,
2009; Xu et al., 2009). For some sources of all
species, however, mitigation is either difficult
or expensive and, without new policies,
emissions will persist for the foreseeable
future. This may lead to growth in total
global emissions if the spread of cleaner
technology cannot keep pace with economic
and industrial growth. Emission projections
are sensitive to the socioeconomic attributes
of the scenarios, however, and it is not always
clear which pathways will generate the
highest emissions. For example, while high
economic growth is likely to result in high
levels of emissions, it may also promote the
transfer of high-performing technologies to
less developed countries.
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2.3 Global BC, OC and O,

precursor emissions

This section reviews estimates of global emis-
sions of BC, OC and tropospheric O, precur-
sors, highlighting the important source types,
economic sectors and geographical regions. It
begins by describing the ITASA GAINS model
used in this Assessment for emissions calcula-
tions, together with its assumptions about
emission factors (Section 2.3.1). Section 2.3.2
presents emissions for the year 2005 from the
ITASA GAINS model that were used to anchor
the future reference scenario emissions to 2030.
Though emphasis is on anthropogenic emis-
sions, the major natural sources of relevant
species are also introduced. Biomass-burning
emissions are discussed in section 2.3.3, as they
represent a large source of all relevant species.
Uncertainties in present-day emissions are dis-
cussed in section 2.3.4, and key observational
support for current emission trends is provided
in section 2.3.5. How present-day emission
levels were established is discussed in section
2.3.6, through examples of historical emission
estimates since the beginning of industrializa-
tion. Section 2.4 describes the assumptions
that were made for the construction of the
reference scenario, and section 2.5 contains

a detailed description of recent past, present
and future emission estimates from the IIASA
GAINS model used as the basis for the analysis

of mitigation options.
2.3.1 The ITASA GAINS model

Estimation of anthropogenic emissions in this
chapter and the analysis of mitigation oppor-
tunities (Chapter 5) have been performed with
the ITASA GAINS model (http://gains.iiasa.
ac.at), an integrated assessment model that ex-
plores cost-effective emission control strategies
to reduce greenhouse gases and/or improve
local and regional air quality. The model has
been applied to analyse strategies in a number
of regions and countries and, recently, for the
whole world. The emission calculation in ITA-
SA GAINS draws on the available measure-
ment literature and has been reviewed by ex-
perts from academia, government and industry
who work on source-specific issues and national
aspects of emissions. The model applies emis-

sion factors that reflect country-specific condi-

tions such as fuel quality, combustion technolo-
gies, fleet composition, maintenance levels and
the application of control technologies.

Emission factors for BC and OC in the GAINS
framework have been developed in parallel
with the assessment of PM emissions to assure
overall consistency (Kupiainen and Klimont,
2007). Detailed discussion of the calculation
of BC and OC emissions in GAINS, including
emission factors for the developed countries,

1s given in Kupiainen and Klimont (2007)

and for Asia in Klimont ¢t al. (2009). Emission
factors for other world regions (see Cofala et
al., 2007) are based on data from Bond ¢t al.
(2004, 2007). Methane emission factors have
been derived following the guidelines (1997
and 2006 versions) of the Intergovernmental
Panel on Climate Change (IPCC) as closely as
data availability allows. Country-specific in-
formation has been included from the United
Nations Framework Convention on Climate
Change (UNFCCC) and other external sourc-
es. For some source categories (e.g., livestock
and coal mines), country-specific implied emis-
sion factors have been used directly as reported
to the UNFCCC, while for others (e.g, oil and
gas production and transportation) emission
factors have been derived from underlying
data (e.g, fractions of heavy/conventional oil,
current utilization of associated gas, pipeline
lengths and amounts transported). For coun-
tries not reporting to the UNFCCC, emission
factors have been derived based on underlying
factors available from international statistics
and national sources. For NOy, the emission
factors originate from the Regional Air Pol-
lution Information and Simulation (RAINS)
databases for Europe (Cofala and Syri, 1998a)
and the GAINS model implementation for
Asia (Klimont ¢t al., 2009). For other regions,
the default factors that distinguish the effects of
applied emission control measures were used
as a starting point, then adjusted to the values
implied by available national or international
emission inventories (Cofala ¢t al., 2007). Simi-
larly, for SO,, information originating from
Cofala and Syri (1998b), Cofala et al. (2007)
and Klimont ¢t al. (2009) was modified for
other countries with coal quality parameters
provided in the IEA Coal Research database
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(IEA, 1997). Emission factors for GO are based
on the IPCC guidelines (Houghton et al., 1997)
and modified for country-specific conditions
(e.g., for wood burning in the domestic sector
and for transport) to the extent that appropri-
ate information was available. For NMVOU:s,
sources include Klimont ¢t al. (2000, 2002), Wei
et al. (2008), and the EDGAR v4 database (EC-
JRC/PBL, 2010). The CO, emission factors
rely on IPCGC recommended values and for
NH, on Klimont and Brink (2004), Bouwman
et al. (2002), Fischer et al. (2010) and EDGAR
v4 (EC-JRC/PBL, 2010).

During 2010, for the purpose of this Assess-
ment, emission factors for several priority
sectors were revisited to include results from
the most recent scientific literature. Emission
factors for cook stoves and power generation
now take into account measurements by Roden
et al. (2006, 2009), Christian et al. (2010), and
recent studies by Chen et al. (2009), Zhi et al.
(2009) and Zhao et al. (2010). In the transport
sector a major new feature is the estimation of
emissions from high-emitting vehicles based on
studies by Durbin ¢t al. (1999), Yanowitz et al.
(1999), Hsu and Mullen (2007), Ban-Weiss et
al. (2009) and Subramanian et al. (2009). The
update of input data to GAINS also included a
revision of emission factors for diesel cars and
trucks, for which emissions in real operating
conditions differ from emission factors derived
from test cycles. This revision was based on

the results of research projects like ARTEMIS
(http://ec.europa.eu/transport/road safety/
projects/doc/artemis.pdf) and HBEFA (http://
www.hbefa.net/e/index.html). Data used by
ITASA were provided by the COPERT 4 (v7.1)
model (http://lat.eng.auth.gr/copert/files/
COPERT4_v7_1.pdf). Emission factors from
brick manufacturing, coke production and
garbage burning in the developing world were
revised to take into account the recent source
measurements conducted by Christian et al.

(2010) and Bellprat (2009).
2.3.2 Emissions for the year 2005

Table 2.1 presents anthropogenic and natural
emissions of each species for the year 2005,

as used by the atmospheric models in this As-
sessment. The anthropogenic totals are taken

from the GAINS model and are shown in I'ig-
ure 2.1; other estimates of present-day emis-
sions are presented in Appendix 2.A. Anthro-
pogenic contributions are discussed in detail in
section 2.5. The transport sector in Table 2.1
includes emissions from international shipping
and aviation that come from Representative
Concentration Pathway 8.5 (Lamarque et al.,
2010). Aviation is a minor contributor to glob-
al anthropogenic emissions of these species,
but international shipping contributes about
14 per cent and 23 per cent of global SO, and
NO,, respectively. As discussed in section 2.1,
emissions from natural sources are significant
for all pollutants and are essential inputs to the
atmospheric and climate models. Table 2.1
includes the values of natural emissions that
are used in the GISS and ECHAM models.
With the exception of agricultural burning,
open biomass burning is categorized as a natu-
ral source in Table 2.1. While it is clear that
wildfires are under notable human influence
(Achard et al., 2008), it is not possible to quan-
tify the human causation globally. Wildfires are
also affected by local climatic factors (Bowman
et al., 2009) that may change over time. Policy
measures to reduce wildfires and their emis-
sions can only be of limited value, therefore,
and are not a focus of this mitigation-oriented
Assessment. Nevertheless, it must be remem-
bered that wildfires in forested land and savan-
nah are important sources of global carbona-
ceous aerosols and contribute substantially to
O, precursors. Section 2.3.3 discusses biomass
burning in greater detail.

2.3.3 Emissions from biomass burning

Emissions from fire are an important com-
ponent of the Earth’s system, controlling
atmospheric composition at a global level
(Bowman et al., 2009). Biomass burning is the
major source of BC, OC and O, precursors
in the southern hemisphere and is an impor-
tant contributor in the northern hemisphere.
It is seasonal, with significant variability in
emissions both temporally and geographi-
cally (Andreae and Merlet, 2001; Streets et al.,
2003b). Particles from biomass burning are
the major anthropogenic aerosol component
in South America, Africa and Southeast Asia
during their respective dry seasons. Such emis-
sions have been shown to significantly alter
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Table 2.1 Anthropogenic and natural emissions for the year 2005 used in this assessment (Mt/yr)

BC ocC PM, SO, NO.2 CH, NMVOC CO NH.°

Anthropogenic
Large-scale combustion 0.10 0.15 8.1 71.6 34.1 0.36 1.2 29.9 0.07
Industrial processes 0.43 0.66 4.5 12.7 24 0 8.0 74.2 0.11
Residential-commercial 27 96 17.8 5.8 50 88 37.9 195  0.34
combustion
Transport 1.6 1.4 3.4 15.9 715 2.3 38.5 266 0.36
Fossil-fuel extraction and 028  0.06 0.51 2.4 14 101 36.4 2.0 0
distribution
Solvents N/A N/A N/A N/A N/A N/A 23.4 N/A N/A
Waste/landfill 0.1 0.75 1.3 0.06 0.12 49.8 1.1 6.2 0.02
Agriculture® 0.31 1.2 34 0.16 0.26 126 4.0 255 39.5
Total anthropogenic 55 13.8 39.0 109 115 288 150 599 40.4
Natural 3-3.7 33-38 6000° 28-31 54-60 210  470-549° 46-63 21
Global total 8.5-9.2 47-52 6039 137-140 169-175 498 620-699 645-662 61

a  Reported as NO,.

b NH, emissions are from EDGAR v4.1.

¢ Includes the burning of agricultural residues.

d Includes the open burning of all biomass other than agricultural residues.

¢ Includes total fluxes of sea salt and dust. According to IPCC (2007), the submicron

shares of sea salt and dust are 15 per cent and 7—20 per cent, respectively.

f Isoprene.

NH,
CO+10
NMVOC

CH, +10

NO,
S0
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Figure 2.1. Comparison of GAINS 2005 emissions with other global inventories (not including open

biomass burning).
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the radiation balance and cloud properties
over large regions of the southern hemisphere
(Reid et al., 2005a, b; Andreae ¢t al., 2004;
Artaxo et al., 2002). Different approaches
have been used to obtain emission factors for
biomass-burning, such as direct measurements
over fires in field experiments (Yamasoe ¢/ al.,
2000) and aircraft experiments (Yokelson et
al., 2007), as well as laboratory measurements
(Christian et al., 2003). Andreae and Merlet
(2001) compiled emission factors for over 100
trace-gas species and aerosol components for
tropical forests, extratropical forests and sa-
vannah and grassland emissions.

There are two main components to human-
caused biomass burning: deforestation

fires and management fires, for example of
agricultural residue or as pasture mainte-
nance. Although deforestation rates have
been reduced since 2005, especially in the
tropics, neither the incidence of fire nor

the quantity of smoke in tropical regions
has fallen commensurately (Artaxo and An-
dreae, 2007). Recent estimates of carbon
emissions from open biomass burning range
from 1 500 to 2 800 Mt C/yr (van der Werf
et al., 2010) over the period 1997-2009.

In its Fourth Assessment Report (AR4) the
IPCC estimated emissions from deforesta-
tion to be 1 600 Mt C/yr (IPCC, 2007).
Efforts to provide online fire data worldwide
through the Global Fire Monitoring Center
show a very dynamic system that responds
quickly to precipitation changes as well as
policy measures.

Several detailed global inventories of
biomass-burning emissions are available.
These include EDGAR (Olivier ef al., 1996;
EC-JRC/PBL, 2010), Bond et al. (2007)
and Junker and Liousse (2008). A gridded
historical (1850—2000) biomass-burning
emissions product was recently made
available in support of the IPCC’s Fifth
Assessment Report (ARS) (Lamarque et

al., 2010). However, only a few inventories
include biomass-burning emissions for past
decades (Ito and Penner, 2004; Schultz

et al., 2008). For the principal categories

of biomass burning the main emission
datasets are:

1. The RETRO inventory (Schultz et al.,
2008), which provides emissions from wild-
fires for each year during the 1960-2000
period, on a monthly basis;

2. The GICC inventory (Mieville ¢t al., 2010),
which gives emissions from open biomass
burning for the 20th century (1900-2000)
on a decadal basis, based on Mouillot and

Field (2005); and

3. The Global Fire Emissions Database
(GFED) inventory (van der Werf et al.,

2006, 2010), which now covers emissions
for the 1997-2009 period in GFED3.

Due to the efforts of several countries to
reduce deforestation to avoid carbon emis-
sions, several regions are observing important
changes in deforestation rates and biomass-
burning emissions (Artaxo, 2010). These ef-
forts have been encouraged by the Reducing
Emissions from Deforestation and Degrada-
tion (REDD) scheme, in which carbon credits
can allow funding from developed nations to
be used to protect forests in developing na-
tions. Another important reason to reduce
biomass burning is to lessen the effect of the
smoke in suppressing cloud formation and
precipitation, resulting in a slow-down of the
hydrological cycle (Andreae et al., 2004). Fig-
ure 2.2 gives deforestation rates in the Brazil-
ian Amazonia from 1980 to 2009, showing a
strong reduction in the last five years — from
27 000 km? deforested in 2004 to 7 000 km?
in 2009 — through Brazil’s implementation of
national policies. Similar reductions are hap-
pening in other tropical areas including Indo-
nesia, and if global policies to reduce defores-
tation come into place, these reductions can
be even more significant and may change the
future picture of emissions quite rapidly. On
the other hand, a future climate with higher
temperatures and reduced precipitation and
soil moisture may increase the incidence of
forest fires.

Even though progress is being made in reduc-
ing biomass burning in many parts of the
world, it can still have an important influ-
ence on sensitive ecosystems nearby. For ex-
ample, springtime fires in the boreal forests of
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Europe, Central Asia and Siberia have been
shown to contribute significantly to pollution
in the Arctic (Quinn ¢t al., 2008). Similarly, the
Himalayas are vulnerable to biomass burn-
ing in nearby regions of South and Southeast
Asia (Ramanathan and Carmichael, 2008). In
both cases, enhanced environmental damage
can arise from BC deposition on snow and ice
and associated influences on the local albedo.

Emissions from biomass burning, which can
be substantial percentages of total emissions
(e.g., 34 per cent of total global BC, 65 per
cent of OC and 43 per cent of CO), are
included in the natural emissions category
presented in Table 2.1. As mentioned earlier,
the amount of biomass burning likely to oc-
cur in future is sensitive not only to socioeco-
nomic forces but also to future climatological
changes that may affect water availability and
soil moisture, which will in turn influence the
amount of open biomass burning. Emissions
from burning of agricultural residues may in-
crease in the developing countries of Asia, for
example, as the living conditions of farmers
improve and pressure increases to have more
crop cycles per year. For the purposes of this
study, however, open biomass-burning emis-
sions are assumed to remain constant between

2005 and 2030.

2.3.4 Uncertainties and issues in
quantifying emission estimates

The degree of confidence in emission esti-
mates varies widely depending on species, sec-
tor and region of the world. For some sources
in some countries very little is known about
activity levels and real-world emission factors,
and choices for parameter values in such cases
rely heavily on inferences of activity levels
from quite limited and uncertain statistical
information and extrapolations of emission
factors from sources that have been measured
in other parts of the world. Often, these are
underestimated: many sources are uncounted
in statistics and unmeasured sources tend to
be poorer performers than tested ones. Ad-
ditional factors influencing uncertainty in the
estimation of emissions include fuel quality
and the penetration and efficiency of abate-
ment technology.

For global emissions of BC and OC, Bond et al.
(2004) presented a formal uncertainty analysis
with 95 per cent confidence intervals for total
global emissions. For BC emissions from con-
tained combustion (essentially anthropogenic
burning), the range was -30 per cent to +120
per cent. For BC from open biomass burning
the range was -50 per cent to +200 per cent.
For OC, the corresponding ranges were
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Figure 2.2. Annual deforestation rates in Brazil for the last 30 years, showing a strong reduction after 2004

(Artaxo, 2010).
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- 40 per cent to +100 per cent and -50 per
cent to +130 per cent. The major source types
contributing to uncertainty in anthropogenic
BC emissions were identified as coke making,
residential wood combustion, industrial coal
combustion and on-road diesel vehicles. For
anthropogenic OC, the largest contributors
were residential wood combustion (by far), gas-
oline vehicles, and agricultural waste burning;
Bond ¢t al. (2004) showed that emissions are
not predictable from overall stoichiometry (the
amounts of fuel and air used in combustion).
Rather they are determined by combustion
kinetics and mixing. Moreover, carbonaceous
aerosols are usually formed under poor com-
bustion conditions, when insufficient oxygen

1s available for complete combustion. These
conditions are generally associated with small,
inefficient devices using poor-quality fuels,
which are mostly, but by no means exclusively,
to be found in developing countries. Resi-
dential cook stoves are a typical example of a
combustion device that yields high emissions
of carbonaceous aerosols; and if the extremely
wide variation in stoves and their usage (stove
type, fuel type and quality, fuel moisture con-
tent, oxygen availability, draft and ventilation
conditions, temperature requirements, etc.) is
taken into account, it should not be surprising
that the uncertainty in emissions is high. The
wide variation among emission factors report-
ed from field and laboratory tests confirms this
(e.g., Roden et al., 2006, 2009).

Uncertainty in emissions of other species,
including the precursors of tropospheric O,
is generally not as high as for carbonaceous
aerosols. As far as can be ascertained, there
have been no formal estimates of uncertainty
in global emissions of these species, such as
are contained in the EDGAR inventory. Esti-
mates for Asian gaseous emissions conducted
for the NASA TRACE-P mission (Table 2.2)
provide useful illustrations of the relative
uncertainties in emissions by species and by
level of economic development (Streets et al.,
2003a). The least uncertainty is associated
with SO, (9-44 per cent) and CO, (7-91 per
cent), both of which are to some extent con-
strained by the elemental concentrations in the
fuels (sulphur and carbon). CO, can actually
be an indicator of how well activity levels are

known. Uncertainty in emissions of BC and
OC were the highest by far (160-500 per cent
for developing countries and 80—180 per cent
for developed countries in Asia), mostly driven
by high uncertainty in the emission factors of
small sources like cook stoves, kilns and ovens,
and some kinds of vehicles. NO,, CO, CH,
and NMVOC:s are all subject to considerable
uncertainty because of their sensitivity to com-
bustion conditions, just like BC and OC; in
addition, there are other, non-combustion con-
tributions to CH, and NMVOC emissions that
are hard to characterize. Emissions of NH, are
largely associated with agricultural emissions,
the sources of which are not easily quantified.
Table 2.2 also shows the lower levels of uncer-
tainty for developed countries like Japan (e.g;,
*19 per cent for NO, emissions), compared
with the developing regions of South Asia (£63
per cent) and Southeast Asia (£92 per cent).
This difference relates to variations in the avail-
ability and reliability of detailed activity statis-
tics and the availability of measured emission
factors (or lack of them). Discussion of uncer-
tainties in Asian emissions was further devel-
oped by Zhang et al. (2009a) in the context of
the updated TRACE-P emission inventory for
the INTEX-B mission. They showed that in-
corporation of local knowledge for developed
countries such as Japan and the Republic of
Korea could reduce the uncertainties.

Uncertainties in the GAINS estimates of base-
year emissions are similar to those reported

in Table 2.2. Schopp et al. (2005) discussed

the uncertainties of emission estimates in the
integrated assessment model RAINS, consider-
ing the uncertainties in the model parameters
themselves. Overall, it was found that a typical
range of uncertainties for modelled national
emissions of SO,, NO,, and NH, in Europe
lies between 10 and 30 per cent, which is
consistent with the results presented in Table
2.2 for developed countries. In general, the
uncertainties are strongly dependent on the
potential for error compensation. This com-
pensation potential is larger (and uncertainties
are smaller) if calculated emissions are com-
posed of a larger number of equal-sized source
categories, where the errors in input param-
eters are not correlated with each other. Thus,
estimates of the national total emissions are
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generally more certain than estimates of sec-
toral emissions. While the analysis of Schopp
et al. (2005) showed that the actual uncertain-
ties are critically influenced by the specific
situation — including the pollutant, year and
region — the emission factor is an important
contributor to uncertainty in estimates of his-
torical emissions, while uncertainty in the ac-
tivity data dominates the uncertainty in future
emission estimates.

A quantitative assessment of uncertainty for
future-year emissions was not performed for
this Assessment. As discussed in Nakicenovic et
al. (2000) and Streets et al. (2004), uncertainties
associated with long-term global projections
are best treated within a scenario context. This
helps in the assessment of future developments
in complex systems that are either inherently
unpredictable or that have high scientific un-
certainties. In all stages of the scenario-build-
ing process, uncertainties of different kinds are
encountered. A large uncertainty surrounds
future emissions and the possible evolution of
their underlying driving forces, as reflected in a
wide range of future emission paths in the lit-
erature. The uncertainty is further compound-
ed in going from emission paths to formulat-
ing adaptation and mitigation measures and

policies. In this Assessment a set of alternative
scenarios was devised drawing on the two dif-
ferent developments of the energy system (ref-
erence and GO, measures scenarios from IEA,
2009) for which a number of control scenarios
were prepared (Chapter 5). Hence, the alter-
native scenarios describe the range of possible
future emissions.

2.3.5 Observational support for
emission estimates

Present-day emission inventories of O, precur-
sors can be verified by satellite and airborne
and ground-based observational data. The
estimation of emissions constrained by satel-
lite observations is often called a top-down
approach, as compared with the conventional
bottom-up inventories based on activity data
and emission factors. Further, a priori bottom-
up emission estimates can now be assimilated
with satellite data using inversion techniques to
yield a posteriori estimates that are more consis-
tent with observational data.

NO, emissions

Much of the interest in verification of re-
gional emissions of NO, has focused on East
China, where a rapid increase in emissions

Table 2.2. TRACE-P uncertainty estimates (per cent) for Asian emissions (upper bound, +95 per cent

confidence interval).

so, | no, | Bc | oc | co, | co | cH, |Nmvocs| NH,
china 13 | 23 | 484 | 405 | 16 | 156 | 7 59 53
Japan 9 19 83 | 181 7 34 | 52 35 29
Other East Asia 12 | 22 | 160 | 233 | 13 | & | 10 49 31
Southeast Asia 27 | 92 | 257 | 385 | o1 | 214 | o5 218 87
India 26 | 48 | 359 | 544 | 33 | 238 | 67 149 101
Other South Asia 35 | 63 | 379 | 531 | a4 | 201 | 109 148 101
'S':i;)”iigo”a' as | s6 | 402 | 402 | 40 72 72 204 -
All Asia 16 | 37 | 364 | 450 | 31 | 185 | es5 130 72
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in recent decades is thought to have been a
driver of the increase of O, in the northern
hemisphere. From SCIAMACHY and OMI
satellite data studies such as Ma ¢t al. (2006),
Akimoto et al. (2006), Zhang et al. (2007) and
Lin et al. (2010), it can be concluded that,
although emission inventories of fossil-fuel
NOy in China in the late 1990s to early
2000s could have been underestimated by
more than 30 per cent due to errors in coal
consumption statistics and other uncertain-
ties, more recent bottom-up emission inven-
tories of NO, agree within 15 per cent with
satellite-constrained estimates (Zhang et al.,
2009a). However, satellite data are able to
provide more accurate spatial distributions
of power plants and other anthropogenic
and natural activities and therefore improve
emission inventory mapping. For example,
the OMI satellite products have been used
to identify newly added NO, emissions from
new power plants in Inner Mongolia, China

(Zhang et al., 2009b).

CO emissions

Top-down approaches to constraining global
CO emissions using satellite remote sensing
data and surface observational data have
long been pursued to validate inventory data
and estimate their uncertainties. Several
studies using inverse modelling techniques
found that the earlier EDGAR inventory
(Olivier et al., 1996) appears to have under-
estimated sources for various regions (Kasib-
hatla et al., 2002; Pétron et al., 2004; Mueller
and Stavrakou, 2005; Arellano et al., 2006).
Particularly, global inversion analyses using
MOPITT satellite data found that sources in
Asia and Africa are significantly underesti-
mated by the EDGAR inventory. The inter-
comparison study of Shindell ez al. (2006)
showed that forward models underestimate
CO in the northern extratropics. More spe-
cifically, analyses of aircraft data downwind
of Asia obtained in the TRACE-P campaign
imply that emissions of CO from China were
too low 1in the original TRACE-P emission
inventory (Carmichael ez al., 2003; Allen e
al., 2004). Motivated by these studies, Streets
et al. (2006) developed a new bottom-up in-
ventory of CO emissions for China that are
36 per cent higher than the earlier work and

give much better agreement between mod-
elled and observed CO concentrations.

NMVOC emissions

Among the key precursors of tropospheric
O,, NMVOC emissions are difficult to vali-
date by observational data, since continuous
measurement of each NMVOC component
on the ground is very limited and satellite
data are not available for non-methane hy-
drocarbons (NMHC). Recently, however,
satellite data using GOME, SCIAMACHY
and OMI sensors for column distribution of
formaldehyde (HCHO) (e.g., De Smedst ¢t al.,
2008) have been utilized to verify NMVOCs
from biomass burning and to estimate emis-
sions of isoprene, the most significant pre-
cursor of HCHO from the biosphere. For
example, Fu et al. (2007) found that the bio-
mass-burning source for East and South Asia
is almost five times the TRACE-P inventory
estimate, while an estimate of anthropogenic
reactive NMVOG emissions from China is
only 25 per cent higher based on wintertime
GOME observations. Generally, NMVOC
emissions from biomass burning in Asia are
greatly underestimated in emission invento-
ries. Dufour et al. (2009) studied HCHO tro-
pospheric columns from SCIAMACHY with
the CHIMERE chemical transport model for
Europe, and reported that the agreement be-
tween measurements and model was within
20 per cent on average.

Decadal ozone trends

Consistency between trends of observed
tropospheric O, abundance and precursor
emissions in the last couple of decades 1s
very important for assessing the relative im-
portance of reducing O, compared to long-
lived greenhouse gases for climate-change
mitigation up to 2030. Emissions of O, pre-
cursors generally increased until the end of
the 1980s in the northern hemisphere. After
the 1990s, emissions in Europe and North
America started to decrease due to success-
ful control measures — including stringent
regulations in the USA (Monks et al., 2009)
— and remained stable or slightly decreased
through the 2000s, consistent with long-term
baseline O, measurements at Mace Head on
the Atlantic coast of Ireland (Figure 2.3).
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In contrast, emissions in Asia have been in-
creasing rapidly since the 1980s, becoming
comparable to emissions in Europe and North
America in the 1990s, and have continued

to increase in the 2000s, exceeding emissions
from Europe and North America in the north-
ern hemisphere (Akimoto, 2003). Figure 2.4,
and similar data from other stations, confirms
the increase in O, on the Asian continent.

Substantial amounts of surface O, trend

data have been gathered in Europe, North
America and Northeast Asia in the last

couple of decades, and increasing trends are
observed at most of the baseline sites in the
northern hemisphere. Baseline observation
sites in both Europe and North America
typically show an increase of 0.3-0.4 parts
per billion (ppb) per year of surface O, during

the 1990s to early 2000s (Monks ¢ al., 2009).
However, this rate of increase, which is more
than 50 per cent of the rate observed in
Northeast Asia, is too high to be ascribed to
the precursor emission increase in Northeast
Asia resulting from intercontinental transport.
There is still significant uncertainty about the
exact cause of these increases, which deserves
further research.

2.3.6 Historical trends in emissions

BC emissions

There have been four studies to date that have
attempted to reconstruct historical emission
inventories of carbonaceous aerosols. Bond

et al. (2007) extended the earlier Bond et al.
(2004) inventory for the year 1996 to the peri-
od 1850-2000 for biofuel and fossil-fuel com-
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bustion, building on a companion trend of
global biofuel use for 18502000 (Fernandes et
al., 2007). Figure 2.5 compares the historical
BC emission trends of Bond ¢t al. (2007), Ito
and Penner (2004) and Novakov et al. (2003).
Qualitatively the trends of all three studies are
similar. The major features are growth from
the 19" century until about 1920, a period of
little change from 1920 to about 1950, rapid
increase from 1950 to about 1990, and then
attenuation of the growth and perhaps a level-
ling off after 1990.

Quantitatively, however, the three studies
show significant differences. The fossil-fuel
trend of Novakov et al. tracks Bond ¢t al. until
1950, after which it increases much more rap-
idly, ending up in 2000 at roughly double (~6
Mt/yr versus ~3 Mt/yr). This is attributed

to the use by Novakov ¢t al. of the emission
factors of Cooke et al. (1999), which are now
thought to be too high. On the other hand,
the fossil-fuel BC trend of Ito and Penner
agrees much better with Bond ¢t al. in modern
times, but is significantly lower in the early
part of the 20™ century. This might be due to
the fact that Ito and Penner, for the most part,
did not take into consideration the relatively
poor technologies in the early time period,
with much higher emission factors than to-
day and no emission controls. The estimates
of BC emissions from biofuel combustion of
Bond et al. and Ito and Penner are quite simi-
lar. It should also be noted that Novakov et al.
did not consider biofuel combustion.

Ozone precursor emissions

The radiative forcing of tropospheric O,
from the pre-industrial era to the present is
very much dependent on the pre-industrial
concentration of O,. Estimates of surface O,
concentrations at the end of the 19th century
are of the order of 10 ppb, but are based on
extremely limited quantitative data or more
widespread data that are only qualitatively
reliable (Pavelin ef al., 1999). Such low values
cannot be explained by current models which,
when anthropogenic emissions of NO,

GO, NMVOCGs and CH, are excluded, give
around 20 ppb or more (Gauss et al., 2006).
A large reduction in natural-source emissions
in the current inventories is required in order
to reproduce the observed O, abundance
(Mickley et al., 2001). Although there remains
uncertainty in the difference in tropospheric
O, abundance between the pre-industrial
and present day, current estimates of ra-
diative forcing, which are comparable with
that of methane, are generally based on the
converging estimates of multi-model studies
overestimating the pre-industrial level (IPCC,
2007). This apparent overestimation does not,
however, imply a similar underestimation of
the response to modern emission changes, as
the uncertainty stems from poor knowledge
of 19" century emissions rather than poor
understanding of the atmospheric processes
governing O,. Consistency between trends of
observed tropospheric O, abundance and pre-
cursor emissions in the last couple of decades
1s very important for assessing the relative im-
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Figure 2.5. Historical BC emission trends from fossil-fuel (left) and biofuel (right) combustion from Novakov et al.
(2003), Ito and Penner (2004) and Bond et al. (2007).
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portance of reducing O, emissions alongside
other greenhouse gases for climate-change
mitigation over the next few decades.

The most recent compilation of historical
estimates of emissions of tropospheric O,
precursors is the one developed for use in the
chemistry model simulations that form part of
the basis of the IPCC’s fifth assessment report,
as documented in Lamarque ¢t al. (2010). This
dataset is an historical reconstruction of global
emissions back to 1850, normalized to year-
2000 estimates. It does not develop new emis-
sion estimates from original data, but rather
tries to take previously compiled trends and
harmonize them. For BC and OC, the inven-
tory of Bond et al. (2007) 1s used, and results
are therefore identical to what was presented
in the previous section. The historical trends
for NO,, CO, NMVOCs and CH, are devel-
oped from a combination of primary sources
including the EDGAR-HYDE dataset (Olivier
and Berdowski, 2001; van Aardenne ¢t al.,
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2001) and the RETRO dataset (Schultz et al.,
2008). Figure 2.6 shows the resulting trends for
global anthropogenic emissions. Open biomass
burning is not included. (The trends are rather
smooth and do not contain the same level of
temporal resolution as the Bond ¢t al. inventory
for BC). They all indicate growth in emissions
from pre-industrial times until about 1990,
when emission control measures in developed
countries began to reverse the trend.

2.4 Development of emissions
under the reference scenario

The GAINS reference scenario developed for
this Assessment begins with the key macro-
economic assumptions and energy demand
presented in the World Energy Outlook 2009
reference scenario (IEA, 2009), taking into ac-
count existing air quality and climate-related
policies that imply implementation of emis-
sion control measures. Projections cover the
period to 2030.
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Figure 2.6. Historical trends in human-driven emissions of O, precursors from Lamarque et al. (2010), in black;
RETRO (Schultz et al., 2008; in red) and EDGAR-HYDE (Olivier and Berdowski, 2001; van Aardenne et al., 2001) in

green. Open biomass burning is not included.
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2.4.1 Macroeconomic trends and
energy demand

Figure 2.7 shows global development trends,
differentiating regions that come under the
Organisation for Economic Co-operation and
Development (OECD) from those that do not.
Global population is projected to grow by 1
per cent per year, from 6.6 billion in 2007 to
8.2 billion in 2030. Most of the increase will
take place in Asia and Africa and will largely
be in urban areas. Major drivers behind pop-
ulation projections are success in controlling
the further spread of HIV, greater availability
of treatment for AIDS and population aging.

Gross domestic product (GDP) projections
consider the anticipated impacts of the global
economic crisis of 2008-09. It is assumed
that the rate of GDP growth recovers from its
fall of 1.4 per cent in 2009 to reach 4.1 per
cent in 2015, with an average of 3 per cent
per year for the remaining period. The GDP
of non-OECD countries grows significantly
faster and is estimated to exceed that of the
OECD region before 2020. Primary energy
demand increases by 1.5 per cent per year

on average between 2007 and 2030, with an
overall increase of 40 per cent. The increase
is driven mainly by development in China,
India and the Middle East; overall, about 90
per cent of the increase occurs in non-OECD
countries. However, their per capita energy
consumption remains much lower than in the
rest of the world. Fossil fuels continue to be
the dominant source of primary energy sup-
ply to the world economy, representing 80 per
cent in 2030, with oil and coal shares of about
30 per cent each. Coal is one of the most
important fuels in industry, although the pic-
ture 1s different across regions. Power plants
and industrial boilers in Northeast and South
Asia are major coal consumers and coal use is
expected to grow in the future. Consequently,
production, conversion and transportation

of fossil fuels will remain a significant activity
with associated fugitive emissions of CH,.

Transport and industry are the sectors with
the highest fossil-fuel consumption, represent-
ing 62 per cent of global demand in 2030.

Figure 2.8 shows regional development in the

road transport sector. (See section 2.5 for a full
description of these regions.) Global fuel con-
sumption is shown to rise by 46 per cent be-
tween 2005 and 2030, driven by growth in the
developing world; however, fuel use continues
to be high in North America and Europe, and
is approximately equal to that of Asia in 2030.
Growth in fuel use in the OECD region is ex-
pected to be marginal due to enforcement of
new fuel economy standards, increased pen-
etration of smaller vehicles, and new engine
technologies such as hybrid cars, which are
projected to account for about 6 per cent of
the global car fleet. It is important to note that
the share of diesel fuel (an important source
of BC emissions) grows from 39 per cent in
2005 to 46 per cent in 2030.

Solid fuel use (i.e., biofuel and coal) in the resi-
dential sector remains fairly constant during
the period 2005-30, although there are differ-
ences between regions (Figure 2.9). Biomass,
mostly used in the developing world in cooking
and heating stoves, represents nearly 90 per
cent of total domestic use of solid fuel, and is
expected to grow slightly in all regions except
Northeast Asia. Coal use in the residential sec-
tor i3 projected to decline by about 4 per cent,
mostly in Northeast Asia and Europe.

Livestock breeding and crop production are
associated with nearly half of CH, and over
80 per cent of NH, emissions. Growth in ag-
ricultural production is strongly linked with
population and economic growth, the latter
affecting lifestyles and leading to, for example,
increased meat consumption. Most recently,
greater demand for biofuels has resulted in ad-
ditional growth in this sector. Agricultural data
used in this study originate from global (Bru-
insma, 2003; Alexandratos ¢t al., 2006; FAO,
2010; IFA, 2003; Doring et al., 2010), regional
(EFMA, 2010; Klimont, 2005) and national
(Fischer et al., 2010; Amann et al., 2008) statis-
tics, outlooks and projects. Figure 2.10 shows
changes in selected key indicators in the refer-
ence scenario. All the activity growth is expect-
ed in non-OECD countries, as demonstrated
in the value added (VA) forecast. While growth
is moderate for dairy cattle, demand for meat
leads to strong growth in beef production.
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Figure 2.7. Key macroeconomic assumptions for the OECD and non-OECD regions and world primary energy

demand (IEA, 2009).

Note: PPP = purchasing power parity; foe = tonnes of oil equivalent.

2.4.2 Air pollution legislation in the
reference scenario

The GAINS reference scenario assumes suc-
cessful implementation of current air pollu-
tion control policies (i.e., policies that were

in force or in the final stage of the legislative
process as of mid-2010 in each country). The
most influenced sectors are transport, power
generation and industrial production. The de-
gree and stringency of regulation varies across
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regions, however; strongly controlled sectors
tend to converge in the longer time horizon to
a comparable implied emission rate largely in-
dependent of the region. At the same time, it
is assumed that there will be changes that are
autonomous from legislation, such as the tran-
sition from traditional heating and cooking
stoves to improved and clean stoves through
turnover of the equipment, and the introduc-
tion of new vehicles with better fuel efficiency.
However, the effects of such improvements
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Figure 2.8. Use of diesel and gasoline fuel in the road transport sector in 2005 and 2030 in the reference scenario.
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are often only seen towards the end of the
modelling horizon owing to the long lifetime
of specific installations — such as heating
stoves or off-road machinery — or other con-
straints including a lack of infrastructure or
economic stimulus in specific regions.

Implementation of national air pollution leg-
islation, fuel efficiency standards, installation-
specific emission limit values, and interna-
tional laws and agreements such as the Con-
vention on Long-range Transboundary Air
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Pollution (CLRTAP), implies changes in emis-
sion factors over time. These changes will vary
across regions and sectors, reflecting the strin-
gency of legislation. One additional aspect of
environmental legislation is the actual level of
compliance, both in terms of the timely intro-
duction of the laws (emission standards) and
the actual performance of the control equip-
ment. For projections in this study, it has been
assumed that the technical abatement mea-
sures will be installed in a timely manner and
will achieve the emission levels required to
comply with the law. The only exception is the
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Figure 2.9. Use of solid fuels in the residential sector in 2005 and 2030 in the reference scenario.
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Figure 2.10. Key reference scenario developments for the agriculture sector.
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transport sector, where high-emitting vehicles
(or super-emitters) are explicitly considered
and assumptions are made about their region-
specific shares and technology-specific dete-
rioration factors. Figure 2.11 shows examples
of how implied emission factors change over
time in China and India in selected sectors.
The emission factors presented in this figure
do not explicitly consider super-emitters.

For transport sources and non-road
machinery, the reference scenario includes
implementation of the Euro-standards, the
US federal emission standards, the Japanese
emission standards, and their fuel quality
requirements. Other countries have adopted
one or more of the above standards, mostly
the European ones, with a somewhat delayed
implementation stage (e.g., DieselNet, 2010;
CAI, 2008). Assumptions about current and
future emission controls in the power-plant
sector have been cross-checked with detailed
information from the database on world coal-
fired power plants (IEA CCC, 2010) as well
as collaboration with national expert teams,
including from Asia (Klimont ¢t al., 2009),
and various literature sources (e.g., Xu et al.,
2009; Zhang ¢t al., 2009a; Smith et al., 2011).
Although several countries have emission
standards for cooking and heating stoves

and boilers, most of the solid fuels used in
this sector are in the developing world where
such legislation is lacking, and many of these
traditional appliances are expected to remain
in use until 2030.
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2.5 Reference scenario
emissions of BC, OC and O,

precursors from key sectors
and regions

The emissions described here are mainly de-
rived from the GAINS model for the years
1990, 2005 and 2030 (see sections 2.3.1 and
2.4). Global NH3 and NMVOC emissions

in developing countries originate from the
CIRCE project, based on EDGAR v4.1, as
documented in Doring et al. (2010). These
global emissions are disaggregated into five
regional groupings based on UNEP’s sub-
regional geographical breakdown (available at
http://geodata.grid.unep.ch/extras/geosub-
regions.php.) (Figure 2.12) plus an additional
category concerning emissions from interna-
tional shipping and aviation. Global emissions
are also disaggregated into nine key anthropo-
genic emission source sectors:

1. Large-scale combustion (including power
plants and industrial boilers);

2. Industrial processes (including cement,
lime and brick kilns);

3. Residential-commercial combustion;

4. Transport (excluding international ship-
ping and aviation);
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Figure 2.11. Examples of changes in emission factors over time. Left: transport-related BC in China and India
(Klimont et al., 2009). Right: NO, (relative change to 1996) in several sectors in China (Zhang et al., 2007).
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5. TFossil fuel extraction and distribution (in-
cluding coal, oil, gas production, storage
and distribution);

6. Waste/landfill (including open garbage

burning);

7. Agriculture (including open burning of
crop residues);

8. Solvent use; and
9. International shipping and aviation.

Emission densities vary regionally, depending
on many factors such us structure of fuel use,
population density, economic development
and air quality legislation. Consequently, they
are expected to change over the modelling
time horizon. Figure 2.13 illustrates the spa-
tial distributions of BC and NO, emissions

in 2005 and in the 2030 reference scenario,
accordingly. In general, the regional trends for
both pollutants are quite similar, with declin-
ing emissions in North America and Europe
and increases projected in Asia. However,
while BC emissions in Northeast Asia show

a decline, this region becomes the largest
emitter of NO,. A more detailed analysis of
regional and sectoral trends is included later
in this chapter. Shifts in the spatial distribution
of emissions over time are important, because
emissions from different locations cause differ-
ent amounts of radiative forcing (Chapter 3).

Figure 2.13 also includes international ship-
ping emissions, which are not significant for
BC emissions but represent a sizable part of
NO, and are expected to increase by 2030.

Emissions of NMVOCs, NH, and total
PM, , are discussed only in section 2.5.1.
NMVOCs and NH, are presented in Fig-
ures 2.14 and 2.15, but because they are

of lesser importance in the modelling and
mitigation sections of this Assessment, they
are not discussed thereafter. Total PM, ,
which includes all primary emitted particles
(BC, OC, sulphates, metals and minerals)
but no secondary particles, is very relevant
to human health and is further discussed in
Chapter 4, while in this chapter emissions of
the radiatively active components of primary
particulate matter, BC and OC, are stressed.
All 10 of the species presented in the fol-
lowing section are intimately connected and
have their own unique suite of environmen-
tal effects. In addition, each source category
emits a variety of species, and therefore a
mitigation measure directed at a single one
will simultaneously affect co-emissions. This
may alter the benefit balance, as discussed

at length in Chapter 5. Emissions from veg-
etation fires (including forest and savannah
burning) and natural sources are not covered
in this section.
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Figure 2.12.The regional groupings used in this analysis.
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2.5.1 Sectoral/regional shares

The regional shares of global anthropogenic
emissions for 2005 are shown in Figure 2.14.
The Northeast Asia, Southeast Asia and Pa-
cific region represents the largest source of
emissions, the majority of which (60—-80 per
cent) originate in China (data not shown), ex-
cept for NO, and CO,, where North America
and Europe are responsible for the greatest
share of global emissions. For BC, the next
most important regions are North America

and Europe, and South, West and Central
Asia (of which 63 per cent is from India), each
emitting almost a fifth of the global total. The
second largest contribution for SO,, CO and
CH, comes from North America and Europe,
while for OC it is Africa and for total PM,,

it is South, West and Central Asia (almost 70
per cent of both pollutants coming from In-
dia). Africa contributes only a small percent-
age of emissions associated with transporta-
tion and industrial activities, but ranks high
for pollutants originating from incomplete
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Figure 2.13. Spatial distribution of BC emissions in 2005 and the 2030 reference scenario. The GAINS emissions
were gridded on a 0.1° X 0.1° grid by the EDGAR team at the European Commission’s Joint Research Centre,

Ispra, Italy.
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Figure 2.13 cont. Spatial distribution of NO, (as N) emissions in 2005 and the 2030 reference scenario. Note the
difference of scale between BC and NO, emissions. The GAINS emissions were gridded on a 0.1° x 0.1° grid by the
EDGAR team at the European Commission’s Joint Research Centre, Ispra, Italy.
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combustion (traditional cook stoves), i.e., BG,
OC, NMVOC, CO and total PM, ..

Tor each pollutant, the percentage shares

of global emissions for 2005 represented by
each of the nine key sectors are shown in
Figure 2.15; in this figure transport does not
include emissions from international shipping
and aviation, which are in a separate category.
Primary carbonaceous aerosols (BC and OC)
and total PM, , emissions originate predomi-
nantly in the residential-commercial sector,
which also contributes significant shares

of NMVOCs and CO, consistent with the
emission profiles of incomplete combustion
sources. The large-scale combustion sector is
responsible for the majority of CO, and SO,
as well as contributing nearly 30 per cent of
NO, and 20 per cent of total PM, ., while for
other pollutants it does not play a significant
role. Emissions from the transport and inter-
national shipping and aviation sectors taken
together are key for NO, and CO (45-60 per
cent), and contribute about 25—30 per cent
of CO,, NMVOCs and BC. The agriculture
sector accounts for the vast majority of NH,
emissions and is the main source of CH,;

for other pollutants its contribution is linked
with open burning of agricultural residues,
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which makes up almost 10 per cent of total
OC. Fossil fuel extraction and distribution is a
significant source of CH, and NMVOC emis-
sions, also contributing about 5 per cent of
BC, which 1s associated with oil and gas flar-
ing. The waste/landfill sector represents about
15 per cent of CH, emissions, while solvents
account for a similar share of NMVOCGs.

2.5.2 Global trends

Figure 2.16 presents global emission trends

by world region for the seven major pollut-
ants that are of special relevance to modelling
and mitigation analysis. Emissions of BC,
OC, CO and NO, declined in North America
and Europe due to implementation of strict
air pollution control policies, especially in

the transport, industry and power plant sec-
tors, as well as the economic restructuring of
Eastern Europe at the beginning of the 1990s.
Emissions rose, however, between 1990 and
2005 in the other regions due to increasing
activities and less ambitious implementation
of emission controls. This resulted in slight
net increases in global emissions of these four
pollutants. Conversely, net global emissions of
SO, declined between 1990 and 2005, mainly
due to the large reduction in North America
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Figure 2.14. Regional shares of global anthropogenic emissions for 2005.
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Figure 2.15. Sectoral shares of global anthropogenic emissions for 2005.

and Europe caused by end-of-pipe emission
abatement and reductions in the sulphur con-
tent of fuels. These measures offset increased
emissions from South, West and Central Asia.
From 1990 to 2005, CO, emissions increased
in all regions apart from North America and
Europe where they remained relatively un-
changed; this trend is projected to continue
up to 2030. Emissions of BC, OC and CO,
however, are projected to decrease between
2005 and 2030 in both Northeast Asia, South-
east Asia and Pacific and North America and
Europe due to further air pollution legislation,
resulting in slight net global decreases despite
increases in most other regions. Emissions of
CH, and NO, are expected to grow between
2005 and 2030 in all regions apart from
North America and Europe, resulting in a net
global increase in the case of CH, and a slight
decrease for NO,.

For BC, OC and NO,, Figure 2.17 does not
show much change in the sectoral shares over
time. For CO, however, there was a declining
contribution from transport between 1990
and 2005, with this trend set to continue up to
2030. The transport sector has experienced a
step-wise introduction of emission abatement
technologies which will continue to reduce

Chapter 2. Black carbon and tropospheric ozone precursors: Drivers, emissions and trends

emissions as a result of equipment turnover.
In some regions the emission benefits of fur-
ther controls are offset by increases in activity
levels. Over the same period, CO emissions
from the residential-commercial sector remain
static, whilst those from the other three sectors
show a rising trend. For CH,, the increased
global emissions between 1990 and 2005 are
largely due to fossil fuel extraction and distri-
bution, and this trend is projected to continue
up to 2030. The decline in total SO, emis-
sions from 1990 to 2005 was mainly caused by
reduced emissions from large-scale combus-
tion and the residential-commercial sector,
with a further decrease in emissions from
large-scale combustion driving the ongoing
reduction in global SO, emissions projected to
2030. The decline is a result of implementa-
tion of end-of-pipe control technologies, as
well as fuel-related changes — mainly switches
to lower sulphur content and away from solid
tuels. Large-scale combustion was also largely
responsible for the increase in GO, emissions
between 1990 and 2005, with the further in-
crease projected to 2030 also driven by emis-
sions from this sector.
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Figure 2.16. Regional splits of global emission trends for the major emitted pollutants.
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2.5.3 Sectoral trends

Large-scale combustion (power plants
and industrial boilers)

Carbon dioxide emissions from this sector
(Figure 2.18) are a good illustration of ex-
pected growth in fossil-fuel use, especially in
Asia where they increase nearly fourfold. At
the same time, the trends for key air pollutants
(SO, and NO, ) indicate increasing imple-
mentation of abatement technologies and fuel
quality improvement. This figure also shows
the relatively small emissions of BC, OC and
CH, in comparison with other pollutants. SO
emissions from large-scale combustion de-
clined from 1990 to 2005 due to large reduc-
tions in emissions from North America and
Europe outweighing rising trends in North-
east Asia, Southeast Asia and Pacific (mainly
China) and, to a lesser extent, in South, West
and Central Asia (mainly India). The major
drivers for SO, emission reductions in North
America and Europe have been efficient end-
of-pipe measures accompanied by fuel switch-
ing and a reduced sulphur content in fuels.
This overall declining trend in SO, emissions
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is set to continue to 2030 owing to sustained
reductions in North America and Europe
combined with more modest reductions in

all other regions apart from South, West and
Central Asia, where SO, emissions are actu-
ally projected to increase significantly due to
expanded coal use without effective emission
controls. For NO, overall emissions in 2005
were similar to those in 1990, with a marked
decrease for North America and Europe be-
ing balanced by increases for all other regions.
By 2030, the continued reduction in NOg
emissions projected for North America and
Europe is more than offset by increases in

all other regions, resulting in a net global in-
crease for this sector. The increase is not, how-
ever, as large as in the case of CO,, indicating
that effective implementation of emission
controls decouples emission rates from growth
in fuel use. Global emissions of CO increased
sharply between 1990 and 2005, largely due
to rising emissions from coal combustion in
Northeast Asia, Southeast Asia and Pacific.
Emissions are projected to increase until 2030,
but at a lower rate owing to better efficiency
of new power plants.
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Figure 2.18. Trends in emissions from large-scale combustion.
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Industrial processes

Globally, emissions from industrial processes
are of relatively minor importance for the
pollutants under discussion. Emissions of BC
and OC in the study period are dominated by
Northeast Asia, Southeast Asia and Pacific,
and South, West and Central Asia; for CO,
North America and Europe follows Northeast
Asia, Southeast Asia and Pacific (Figure 2.19).
Global emissions of these three pollutants
almost doubled from 1990 to 2005. Major
sources in these areas are brick- and coke-
making (especially for BC and OC), which
use rather primitive and low-cost produc-

tion technologies without emission controls.
Whereas BC and OC emissions are projected
to stabilize (the reference scenario assumes
partial replacement of the most inefficient
technologies), the rising trend continues for
CO to 2030 with increased emissions in all re-
gions. Global SO, emissions declined slightly
from 1990 to 2005 due to decreased emis-
sions in regions other than Northeast Asia,
Southeast Asia and Pacific (China represented
67 per cent of the regional total in 2005 and
was responsible for most of the growth) and
South, West and Central Asia. The gradual
decline in SO, emissions globally is projected

Emissions (M)
&

to continue to 2030, even though emissions
from Northeast Asia, Southeast Asia and Pa-
cific (again, mostly from China) continue to
increase due to high growth in activity. Emis-
sions of CGH,, NO, and CO, from this sector
are relatively insignificant.

Residential-commercial combustion
This sector is the most important contributor
to BC, OC and CO emissions. Emissions of
all pollutants remain fairly constant over the
whole modelling horizon (Figure 2.20), al-
though regional shares change over time. The
stability in emissions in this sector is explained
by the rather constant global fuel use and, in
the absence of regulation, only small switches
towards improved and cleaner stoves. Pat-
terns of variation in regional emissions of all
species are strikingly similar owing to similari-
ties in the emission profiles of key polluting
installations, and consequently reflect fuel-use
changes. Three regions — Africa, Northeast
Asia, Southeast Asia and Pacific, and South,
West and Central Asia — tend to dominate
emissions of BC, OC, CO and CH , with
decreases in Northeast Asia, Southeast Asia
and Pacific and increases in Africa tending

to cancel each other out, reflecting changing
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Figure 2.19. Trends in emissions from industrial processes.
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fuel-use patterns. Emissions of SO,, NO and
CO, from this sector are relatively insignifi-
cant. In the case of CO, this is because emis-
sions from biomass combustion are regarded
as carbon neutral, that is to say, do not lead to
a net increase in atmospheric CO, concentra-
tions; it is acknowledged that this may not be
true for every situation.

Transport

The study period covers a timeframe of strict
air pollution control policies for on-road
transport and to some extent also for off-road
transport. This can be seen clearly in the de-
velopment of emissions, especially in North
America and Europe, where transport vol-
umes remained rather constant or increased
only slightly, while emissions of all pollutants,
except BC, declined by 2005 (Figure 2.21).
For BC, the increasing shares of diesel vehi-
cles offset improvements in engine technology
and reductions achieved in gasoline vehicles,
as shown in Figure 2.8 and the accompany-
ing text. Existing legislation for new vehicles
results in a significant reduction in emissions
from diesel vehicles, including BC and NO,,
and is expected to bring a substantial reduc-
tion in emissions by 2030, especially in North
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America and Europe. The other regions are
adopting similar legislation to that of North
America and Europe, but with delayed imple-
mentation timetables. This also applies to
off-road transport, for which standards are not
as strict as for the on-road sector. Increased
emissions in other regions are mainly a result
of dramatic increases in traffic volumes, par-
ticularly in Asia. Despite some improvements
in fuel economy, trends in transport activities
can be seen in global emissions of CO,, which
increased from 1990 to 2005 and are pro-
jected to continue rising up to 2030. With the
exception of international shipping, SO, is a
relatively minor component of emissions from
the transport sector because of fuel standards
requiring the use of low-sulphur fuels.

International shipping emissions represent a
relatively high share of global NO, and SO,
emissions, comprising 23 and 14 per cent of
the anthropogenic and 15 and 11 per cent

of total global emissions, respectively. The
corresponding shares for BC are lower, at 3
per cent and 2 per cent respectively, and for
the other pollutants are less than 1 per cent.
Within the transport sector, international
shipping contributed over 80 per cent of SO,,
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Figure 2.20. Trends in emissions from residential-commercial combustion.
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30 per cent of NO,, 10 per cent of BC and

9 per cent of OC emissions in 2005. For CO
the contribution is less than 1 per cent. About
80 per cent of the international shipping traf-
fic occurs in the northern hemisphere, with
32 per cent in the Atlantic, 29 per cent in

the Pacific, 14 per cent in the Indian Ocean
and 5 per cent in the Mediterranean (Eyring
et al., 2010). However, increasing Asian ship-
ping activity may change the distribution in
the future (Eyring et al., 2010). At present,
Arctic shipping contributes 1-3 per cent to
global shipping emissions, depending on the
pollutant, but its proximity to sensitive ecosys-
tems might make it a much more important
source locally in the future, especially when
an extended period of ice-free Arctic waters is
considered in future scenarios (Corbett ¢f al.,
2010). Global annual growth of international
ship traffic 1s estimated to be 2—3 per cent, de-
pending on the scenario (Buhaug et al., 2009),
and annual growth in fuel use could be about
2 per cent (Eyring et al., 2010). However, re-
cent regulations of the International Maritime
Organization (IMO) address emissions of SO,
and NO,, and some changes are expected for
other pollutants as well. Since part of the fuel
sulphur is emitted as particulate sulphate, the

reductions may also affect primary PM emis-
sions, including BC and OC (Buhaug ¢t al,
2009; Lack et al., 2009). In the RCP 8.5 sce-
nario, the average compound annual growth
rates (CAGR) for global shipping emissions
between 2005 and 2030 are 0.83—0.87 per
cent for BG, OC, CH,, CO and NMVOC.
The NO, annual growth rate is smaller at
0.44 per cent, and annual SO, emissions de-
cline by 2.5 per cent on average; however, a
significant decline is expected in the period
between 2010 and 2020, following implemen-
tation of the IMO regulation.

Fossil fuel extraction and distribution
In 1990, North America and Europe ac-
counted for more CH, emissions than any

of the other four regions (Figure 2.22). By
2005, a fall in emissions from North America
and Europe was more than offset by a rise in
emissions from the other regions, producing
an overall net increase; CH, emissions from
Northeast Asia, Southeast Asia and Pacific (of
which China accounted for over 80 per cent,
mainly from coal mining) increased to equal
those from North America and Europe. The
projected global increase of almost 40 per
cent by 2030 is mainly due to rapidly grow-
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ing emissions from Northeast Asia, Southeast
Asia and Pacific, driven strongly by growth of
the Chinese coal-mining industry (see Figure
2.28), although increases also occur in the
other four regions.

Waste/landfill

Emissions from this sector are dominated by
CH,. Global CH, emissions from waste/land-
fill increased by 10 per cent between 1990 and
2005 and are projected to increase by 20 per
cent by 2030 (Figure 2.23). North America
and Europe is the largest emitting region in all
three years, although their CH, emissions ac-
tually decline over the period, the overall ris-
ing trend being driven by growth in emissions
from the other four regions. For OC, global
emissions increased from 1990 to 2005 and
are projected to decrease slightly by 2030, al-
though not back down to 1990 levels. For this
sector, emissions of BC, SO,, NO,, CO and
CO, are relatively insignificant. In developing
countries, where municipal waste collection
and handling are not adequate, burning of
solid waste (backyard and landfill fires) may
contribute significantly to emissions of CO,
NMVOC s, BC and OC. However, estimates
and projections of emissions from such activi-
ties are almost completely lacking and further
research is needed.

Emnissians (M)
B

1550

Agriculture

Global emissions of BC, OC, CH, and CO
all increased between 1990 and 2005 and are
projected to rise still further by 2030 (Figure
2.24). The BC, OC and CO emissions in this
sector come mostly from open burning of
crop residues, whilst CH emissions are mainly
due to enteric fermentation in livestock. Popu-
lation and economic growth lead to changes
in lifestyles and typically increased demand
for meat and dairy products; consequently,
agricultural activities increase sharply, lead-
ing to higher emissions of GH, and NH, (not
shown). In all three years, the two regions with
the greatest emissions of BC, OC and CO are
Northeast Asia, Southeast Asia and Pacific
(mainly China) and South, West and Central
Asia (mainly India). Emissions of CH, tend to
be more evenly distributed between regions.
By 2030, Northeast Asia, Southeast Asia and
Pacific, Latin America and Caribbean and
South, West and Central Asia become the
three regions with the largest CH, emissions.
Emissions of SO,, NO and CO, from agri-
culture are relatively insignificant.

2.5.4 Sub-sector analysis for
carbonaceous aerosols

Figure 2.15 showed that the residential-
commercial sector is the predominant source
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Figure 2.22. Trends in CH, emissions from fossil fuel extraction and distribution.
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of primary PM, ., this being particularly true
for BC and OC. The transport sector is also
an important emitter of BC and, to a lesser
extent, OC. In developing countries, certain
industrial processes, such as brick kilns and
coke ovens, and the burning of crop residues
within the agriculture sector are also notable
contributors to primary aerosol emissions.

In this section, therefore, these sectors are
analysed at a greater level of disaggregation,
focusing on those sub-sectors that are of most
relevance to primary BC and OC emissions
and where control measures (Chapter 5)

have the greatest potential impact. Figures
2.25 and 2.26 (note the difference of scale
between BC and OC emissions) show that for
BC and OC emissions, residential biofuel use
was a dominant and growing global source
from 1990 to 2005, with Northeast Asia,
Southeast Asia and Pacific being responsible
for the greatest share (of which approximately
two-thirds came from China) followed by
Africa and then South, West and Central
Asia. Despite a decline in solid fuel use

and a resulting reduction in emissions from
Northeast Asia, Southeast Asia and Pacific
(almost entirely from China), global emissions
from this sub-sector are projected to increase
further by 2030. The development is largely
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Figure 2.23. Trends in emissions from waste/landfill.

driven by increases in biomass fuel use and
consequent emissions from Africa. The main
difference between BC and OC is that, while
the BC trend is towards increasing emissions,
global OC emissions are projected to
decrease slightly by 2030, because improved
combustion technologies are expected to
reduce relatively more OC than BC.

Global emissions of BC and OC from resi-
dential coal use decreased between 1990 and
2005 and are projected to continue to decline
up to 2030 as result of reduced emissions
from North America and Europe and from
Northeast Asia, Southeast Asia and Pacific
(again almost entirely reductions in China due
to improvements in combustion technologies).
In 1990 and 2005, BC and OC emissions
from brick and coke kilns were dominated by
Northeast Asia, Southeast Asia and Pacific
(China accounting for 85 per cent and 95 per
cent of BC and OC, respectively) and South,
West and Central Asia (India accounting for
50 per cent and 76 per cent, respectively).
There was an increase in global emissions for
this sector between 1990 and 2005, due main-
ly to an increase in Northeast Asia, Southeast
Asia and Pacific (mainly China), with little
subsequent change projected for 2030.
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Road transport diesel combustion is also an
important global source of BC and OC, with
emissions having increased between 1990 and
2005, largely due to increases from North-
east Asia, Southeast Asia and Pacific, as well
as South, West and Central Asia and Latin
America and Caribbean, due to growth in
transport activities. Reduced global BC and
OC emissions from road transport diesel are
projected by 2030. This is mainly a result

of large reductions in emissions from North
America and Europe resulting from strict
emission controls and rather stable activity.
Continued increases in emissions are pro-
jected for Northeast Asia, Southeast Asia and
Pacific, and South, West and Central Asia,
where the implementation of stricter air pol-
lution policies is offset by growth in activity.
The temporal trends and regional shares for
off-road diesel closely follow those for road
transport diesel, the main difference being a
projected decrease for Northeast Asia, South-
east Asia and Pacific, and a projected increase
for Latin America and Caribbean between
2005 and 2030. It is also worth noting that
abatement technologies are penetrating the
off-road transport sector more slowly than
the on-road one. BC emissions from road
transport powered by fuels other than diesel
rose between 1990 and 2005, and this trend
is projected to continue to 2030 as a result of
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Figure 2.24. Trends in emissions from agriculture.

a large increase in Northeast Asia, Southeast
Asia and Pacific (entirely due to China). BC
and OC emissions from agriculture, consist-
ing mainly of the burning of crop residues in
the field, in 1990 and 2005 were also domi-
nated by Northeast Asia, Southeast Asia and
Pacific (China accounting for about 70 per
cent) and South, West and Central Asia (In-
dia accounting for about 60 per cent). The
climbing trend, which is projected to continue
to 2030, is mainly due to increases in Africa
and in Latin America and Caribbean. North
America and Europe is the only region where
a decline in emissions is expected.

OC/BC ratios

One significant aspect of carbonaceous aero-
sol emissions is the relative proportions of BC
and OC. Because they have contrasting effects
on radiative forcing, it is essential to know
whether a particular type of source produces
more BC than OC or vice versa. The OC/
BC ratio is not the only factor determining
sectoral contributions to a change in radia-
tive forcing: other co-emitted aerosols and
gases like SO, (especially from combustion of
coal and high-sulphur oil), CO, NMVOCs,
and NO,, play a role too. However, for sev-
eral sources, BC and OC are estimated to

be the key determinants. Work assessing the
magnitudes of direct and indirect effects, or
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Figure 2.25. Trends in sub-sector BC emissions by region.
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Figure 2.26. Trends in sub-sector OC emissions by region.

even their sign, for BG and OC emissions
and other aerosols is underway (Chapter 3).

It should be stressed that this section only ad-
dresses primary emissions of BC and OC and
does not include secondary OC formed in the
atmosphere after emission; this may appear to
conflict with OC/BC ratios from modelling
studies that include both primary and second-
ary OC combined.

Figure 2.27 shows the OC/BC mass ratios of
the seven major source categories discussed

above. The ratio of 1 (equal emissions) is
highlighted as a reference level, but this does
not imply equal effects on radiative forcing,
because the forcing of BC per unit mass is
greater than that of OC. In the case of emis-
sions of a pure carbonaceous aerosol, an
OG/BC mass ratio of more than about 10
would lead to cooling, since the global warm-
ing potential of OC and BC have been esti-
mated to be about -70 and 700, respectively
(Chapter 4). Because these source categories
are relatively broad, they sometimes reflect

Integrated Assessment of Black Carbon and Tropospheric Ozone



mixtures of particular technologies and fuels,
and they also reflect changing technologies
and fuels into the future. This is an advan-
tage, however, because it gives information
on the overall proportions of BC and OC
emitted from the sub-sector and how they are
changing over time, and this gives insight into
trends and opportunities for climate change
mitigation. The different ratios in each of the
five world regions are shown. A high OC/
BC ratio represents a relatively unfavourable
mitigation opportunity, because it reduces the
cooling component more than the warming
component. The three major source catego-
ries leading to high OC/BC ratios in 2005
are: residential biofuel use (OC/BC = 1.5~
4.5), gasoline road transport (OC/BC = 3-6)
and agriculture (OC/BC = 3-5). Residential
coal use and brick and coke kilns have rela-
tively similar emissions (OC/BC = 1). Diesel
road transport and off-road diesel have the
lowest ratios (0.2—0.8) and are therefore good
candidates for reducing net forcing,

Some ratios are likely to stay effectively con-
stant until 2030, but others, mainly residential
biofuel, diesel road transport and gasoline
road transport, show a significant decline in
their OC/BC ratio. In principle, the reduc-
tions in the OC/BC ratios reflect improve-
ments in combustion or the effects of exhaust
after-treatment technologies. In the cases of
residential biofuel and coal, the development
of the ratio reflects the transition from tradi-
tional heating and cooking stoves to improved
and cleaner stoves through turnover of the
equipment. The improved stoves often reduce
OC more than BC, which sometimes may re-
main at the level of traditional stoves (Roden
et al., 2006, 2009). The technologies in use

are often different in different regions, which
is reflected in the ratios. The development of
the OC/BC ratio in the transport sector is the
result of a mix of different stages of emission
abatement technologies and the pace at which
they are implemented in a given region. For
both diesel and gasoline, the later stages tend
to reduce more OC than BC, which is why
the later year ratios are lower. However, these
lower ratios are associated with small overall
emissions and so there 1s very little reduction
potential left.

For agriculture, the ratio does not change over
time, as the only option included in this study
is a ban that affects both compounds in the
same way. Furthermore, we do not assume
any changes over time in the shares of various
crop residues burned. The regional differ-
ences visible in Figure 2.27 stem from differ-
ent assumptions about emission factors for key
crop residues, the shares of which vary from
region to region.

2.5.5 Sub-sector analysis for methane

Figure 2.28 shows that enteric fermentation
in domestic livestock was the predominant
source of global anthropogenic CH, emissions
between 1990 and 2005 and is projected to
remain so to 2030. A slight decreasing trend
in North America and Europe from 1990 to
2005 is more than offset by increasing emis-
sions from all other regions, particularly Latin
America and Caribbean (43 per cent from
Brazil in both years), and this trend is set to
continue to 2030. The next most important
CH, source sector is oil and gas production
and distribution, with a rising trend between
1990 and 2005 projected to continue to 2030.
This growth is driven mainly by increasing
emissions from South, West and Central Asia
(almost half from the Middle East), although
there are also greater contributions projected
for Africa and North America and Europe.
In 1990, CH, emissions from landfill (domi-
nated by North America and Europe) and
rice production (dominated by Northeast
Asia, Southeast Asia and Pacific, and South,
West and Central Asia) were the next two
most important source sectors. However,
between 1990 and 2005, emissions from

coal mining grew more rapidly than those
from either rice production or landfill, due
to a large increase in Northeast Asia, South-
east Asia and Pacific, and this trend is set to
continue to 2030. Thus coal mining is pro-
jected to become the third most important
CH, source sector by 2030, with Northeast
Asia, Southeast Asia and Pacific the pre-
dominant emitting region (with 85 per cent
from China). Gombined, the two fossil-fuel
related sectors would be the largest single
source category. The treatment of waste water
(municipal and industrial) is a minor contribu-

Chapter 2. Black carbon and tropospheric ozone precursors: Drivers, emissions and trends

B



46

tor to global anthropogenic CH, production, between 1990 and 2005 and this trend is set

although emissions increased in all regions to continue up to 2030.
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Appendix 2.A

2.A Other estimates of current
emissions

There have been a number of attempts to
compile estimates of present-day global emis-
sions of pollutants relevant to this Assessment.
These are not always consistent in their ap-
proaches to the three main categories of emis-
sion sources:

1. Fossil-fuel combustion, for which interna-
tional statistics on fuel use are available;

2. Biofuel combustion, which is a large
source in the developing world and for
which international statistics are poor or
non-existent; and

3. Open biomass burning, for which a vari-
ety of techniques, including national and
regional surveys of burnt area and satellite
observations, can be applied.

This section presents estimates of current
emissions of BC, OC and tropospheric
O, precursors developed in other works,
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against which the GAINS values can be
compared. Although there are several of these
inventories available, we present results from
the two best known and most widely used
inventories: Bond et al. (2004) for BC and OC
and the EDGAR inventory for tropospheric
O, precursors.

2.A.1 Present-day BC and
OC emissions

A concise overview of global BC emissions
can be obtained from Figures 2.A.1 and
2.A.2, based on data in Bond et al. (2004) for
the year 1996. Although these data are some-
what old now, the distribution of emissions
between regions and source types has not
changed dramatically since then, and they are
still informative. Total global BC emissions

in 1996 were estimated at 8.0 Mt: 4.6 Mt
from contained combustion — the burning of
fossil fuels and biofuels for energy and other
anthropogenic releases — and 3.3 Mt from
open biomass burning. For contained combus-
tion, Asia is the largest contributor, producing
2.5 Mt/yr or 55 per cent of the global total.
China and India are the two largest emitting
countries. With respect to open biomass burn-
ing — the accidental or intentional burning of
forests, savannah/grassland and agricultural
waste 1n fields — Africa produces the most BC:

Middle East
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Europe
%

Former USSR

China 3

India 4%
2%

Pacific
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Figure 2.A.1. Distribution of global BC emissions by world region for contained combustion (left) and open

biomass burning (right) from Bond et al., 2004.
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Residential coal

1.9 Mt/yr or 44 per cent of the global total.
Central/South America produces 0.91 Mt/yr
or 27 per cent. The developed world (Europe,
Former USSR, North America, Japan and
the Pacific) is a relatively minor producer of
BC of either kind. The global distributions of
BC and OC are quite different, with over 70
per cent of BC emitted in the northern hemi-
sphere and over 60 per cent of OC emitted in
the southern hemisphere.

Figure 2.A.2 shows the relative contributions
of all source types (both contained and open
burning) to total global BC emissions. Open
biomass burning is the largest individual con-
tributor, with residential biofuel combustion
the single largest anthropogenic source type at
1.5 Mt/yr or 19 per cent of the global total.
On-road and off-road diesels produce a com-
bined 1.4 Mt/yr or 17 per cent, while coal
combustion in industry and the residential
sector produces another 1.1 Mt/yr or 14 per
cent. It should be noted that electric power
generation, a major contributor to CO, emis-
sions, does not appear on this chart because
its contribution is so small. This is a power-
tul illustration of the very different nature of
the sources of CO, and BC, and hence the
different nature of the targets for mitigation.
Although the spatial, temporal, sectoral and
technological resolution of the inventory of

Industrial coal il
B% Dther
T
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Residential biofuel
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Gasoline transport

% Diesel off-road
™

Figure 2.A.2. Distribution of global BC emissions by
major contributing source type from Bond et al., 2004.

Bond ¢t al. and the GAINS model are differ-
ent, the development of both has been closely
coordinated between the groups, specifically
with regard to the use of emission factors and
principal assumptions on combustion technol-
ogy in use. Therefore, the results are consis-
tent between the two studies.

Global emissions of primary OC are about
four times as large as global emissions of BC;
note that secondary organic aerosols (SOA)
that are formed in the atmosphere through
chemical reactions of gaseous species are not
included. The total primary OC emissions
reported by Bond ¢t al. (2004) are 33.9 Mt for
1996. The underlying reason for differences in
total BG and OC emissions lies in the fact that
the OC/BC emission ratio for the burning of
vegetation is much higher than the OC/BC
ratio for fossil-fuel combustion. The regional
distributions of global OC emissions from
contained and open combustion are quite
similar to those of BC, with the shares of re-
gions that burn excessive amounts of biofuel
and biomass being somewhat enhanced (e.g.,
India, Africa). China’s share is lower because
of its greater reliance on coal than biofuels.
As regards the distribution of OC emissions
by source type, we see a major difference from
BC. Open biomass burning is by far the domi-
nant source type (74 per cent versus 41 per
cent for BC). Residential biofuel combustion
comprises 17 per cent of the total, about the
same as for BC. However, all other contribut-
ing source types are smaller for OC than for
BC, showing the dominant role of vegetation
burning in OC emissions.

2.A.2 Present-day emissions of
tropospheric O, precursors

Levels of tropospheric O, at regional scale

(as distinct from peak O, levels observed in
urban areas) are determined primarily by

the emissions of four major pollutants: NO,,
GO, NMVOCGs and CH,. Together, these
four control the formation and destruction of
tropospheric O, under prevailing atmospheric
conditions of temperature, insolation, humid-
ity, etc. NMVOCs encompass a wide range
of compounds of very different reactivities
and ozone formation potentials. In order to
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determine the role that NMVOC:s plays in

O, formation, the speciation profiles of the
emissions in different sectors and regions of
the world need to be known. And though we
discuss below the anthropogenic emissions

of NMVOU s, it should be remembered that
emissions of biogenic NMVOCs are larger by
a factor of 5—7 and highly relevant.

There are relatively few global emission in-
ventories that are comprehensive in nature,
including all major species, source types and
regions of the world. Perhaps the most well-
known of them is the EDGAR (Emission
Database for Global Atmospheric Research)
(Olivier et al., 1996), presently hosted by

the Joint Research Centre of the European
Commission (EC-JRC/PBL, 2010). Results
for the year 2005 from the recently released
EDGAR v4.1 are shown below to illustrate
the major sources of emissions of the four
primary anthropogenic precursors of tropo-
spheric O,. Note that EDGAR only includes
anthropogenic sources of emissions, following
the UNFCCC convention. Open biomass
burning is included but does not differentiate
between wildfires and anthropogenic forest
fires. The burning of forests and grassland

for agriculture or habitation are included. As
the EDGAR inventory is the most widely ac-
cepted global inventory of present-day emis-
sions, it 1s desirable to compare its results with
those that form the base case of the GAINS
results for this study. Table 2.A.1 summarizes
the EDGAR v4.1 global emissions by species

and major emitting sector.

NO, emissions

In a similar way to the analysis followed above
for BC, we can trace the major contributors to
global NO, emissions by world region, shown
below in Figure 2.A.3 (left) and by major
emitting source type (right).

China is the largest contributor to global
NO, emissions, with 22 per cent of the total
emission of 118.7 Mt. This reflects the large-
scale use of fossil fuels, mainly coal, to power
industrial and energy generation activities. In
addition, China’s NO, emissions have grown
very rapidly since 2000. North America (16
per cent), Europe (11 per cent), Africa (11 per
cent) and Other Asia (11 per cent) are the oth-
er major emitting regions. Whereas industry
and transport dominate the sources of NO
in North America and Europe, it is biomass

Table 2.A.1. Global emissions of tropospheric O, precursors in 2005 by main source category from

EDGAR v4.1 (Mt/yr).

co NO, CH, NMVOCs

Industrial combustion 37.9 514 0.8 1.7
Fuel fugitive emissions 10.0 0.1 115.1 54.4
Domestic combustion 157.3 5.0 11.6 16.4
Transport on-road 147.0 25.9 0.7 21.9
Transport off-road 6.6 18.8 <0.1 14
Industrial processes 52.0 0.4 0.2 4.1
Solvent and other product use 0 0 0 21.9
Agriculture 248.4 12.9 150.5 14.5
Land-use change and forestry 188.3 39 11.7 14.2
Waste <0.1 0.2 58.1 2.3
Other 25 <0.1 0.2 0.1
Global total 850.2 118.7 349.0 152.9
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Figure 2.A.3. Distribution of global NO, emissions in 2005 by world region (left) and by major source type (right),

from EDGAR v4.1.

burning that largely accounts for the contri-
butions of Africa and Other Asia. Sectoral
emissions are dominated by industrial fuel
combustion (including power generation) (43
per cent). On-road (22 per cent) and off-road
(16 per cent) transport are also significant.

CO emissions

Because CO emissions (Figure 2.A.4) are
primarily caused by poor combustion, global
emissions are dominated by the developing
regions of the world, where biofuels and
fossil fuels continue to be burned in small,
inefficient devices for residential cooking and
heating and small-scale industrial operations.
The EDGAR v4.1 inventory shows that the
total global CO emissions of 850 Mt in 2005
are dominated by Asia (34 per cent) and Af-

rica (30 per cent), with relatively small con-
tributions from North America (8 per cent)
and Europe (4 per cent). The largest source
categories are agriculture (29 per cent) and
land use and forestry (22 per cent), mostly
consisting of various forms of vegetation
burning for farming and human habitation.
Residential combustion is also a large source
of CO in the developing world (19 per cent)
and transport (18 per cent) in all parts of the
world.

NMVOC emissions

NMVOC emissions are more evenly
distributed between the regions of the world
(Figure 2.A.5 (left)). The developed regions
contribute significantly because of their
large industrial sectors, handling substantial

Transport
ofl-road
1%

Figure 2.A.4. Distribution of global CO emissions in 2005 by world region (left) and by major source type (right),

from EDGAR v4.1.
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volumes of industrial chemicals, as well

as their extensive transportation systems,
processing and handling large quantities of
oil products. On the other hand, NMVOC
emissions are also a significant product

of incomplete combustion, typically from
traditional cooking and heating stoves, and
therefore developing nations also contribute.
On balance, Africa (20 per cent) and Other
Asia (17 per cent) are the two largest emitting
regions. North America (10 per cent) and
Europe (10 per cent) contribute somewhat
less. Fugitive emissions from oil, natural gas
and solid fuels (36 per cent) is the largest
contributing source category to global
NMVOC emissions (Figure 2.A.5 (right)),
with transport (14 per cent) and solvent use
(14 per cent) following. Several other source
categories (residential fuel combustion,
agriculture, and land use/forestry) are

significant contributors to NMVOC emissions.

Middle East
%

CH, emissions

Methane has rather a different sectoral profile
to the other pollutants (Figure 2.A.6 (right)).
Distribution around world regions (Figure

2.A.6 (left)) is perhaps the most even of all,

with the largest contributors being China (18
per cent), Central/South America (14 per

cent), and Other Asia (13 per cent). Because

of the contribution from coal mining, those
regions that produce large quantities of coal are
preferentially higher (like the former USSR). By
source category (Figure 2.A.6 (left)), agriculture
is the largest (43 per cent), reflecting the close
association of CH, with rice growing and
wetlands. Fugitive emissions from fuels generate
33 per cent of global CH,, and waste disposal
through landfills (17 per cent) is also a large
source. All other sources of CH, are small.
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Figure 2.A.5. Distribution of global NMVOC emissions in 2005 by world region (left) and by major source type

(right), from EDGAR v4.1.
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Figure 2.A.6. Distribution of global CH, emissions in 2005 by world region (left) and by major source type (right),

from EDGAR v4.1.
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Key findings

Black carbon

Black carbon (BC) causes radiative forc-
ing through direct absorption of solar
radiation, and indirectly through in-
duced changes in cloud properties, and
also due to changes in snow/ice albedo.
The overall uncertainty of the net radiative
forcing by BC is largely due to physical com-
plexity and the changes in cloud properties that
may offset the positive forcing.

Globally averaged net forcing is likely to be
positive and in the range 0.0 to 1.0 W/m?,
with a best estimate of 0.6 W/m? (values in-
clude the enhanced efficacy of BC forcing due
to snow and ice darkening).

Ozone

The globally averaged net radiative
forcing from tropospheric ozone (O,)
has been estimated to be in the range
0.25 to 0.65 W/ m? (the range within
which 95 per cent of values occur) with
a median value of 0.35 W/m?. Ozone is
not an emitted pollutant and thus for control
purposes it is appropriate to attribute the radi-
ative forcing for O3 to the precursor emissions
of methane (CH,), carbon monoxide (CO),
non-methane volatile organic compounds

(NMVOCs) and nitrogen oxides (NO,).

Two-thirds of the O, radiative forc-

ing to date may be attributed to the
increase in atmospheric CH, over the
last century, and hence CH, emissions
are responsible for a large part of the
increase. The emissions of NO, contributed
a small fraction of the O, radiative forcing,
but other effects of NO, emissions have had
a greater negative radiative forcing effect, in
particular the atmospheric destruction of CH
and the direct and indirect acrosol effects.
Thus the net radiative effect of NO, has been
negative. Non-methane volatile organic com-
pounds and CO emissions make small positive
contributions to radiative forcing through ef-
fects on (O,).
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3.1 Introduction

Black carbon particles and tropospheric O,
precursors, once emitted, are transported and
subject to chemical transformations in the
atmosphere and are subsequently removed by
deposition to terrestrial and marine surfaces.
This chapter examines the different atmo-
spheric processes that regulate the concentra-
tions, properties and fate of tropospheric O,
and BC. Current understanding of these pol-
lutants is formalized within global chemistry-
transport models, which are used to assess
effects on climate, health and ecosystems in
Chapter 4.

This chapter presents concentrations of
particulate matter (PM) and O, in the atmo-
sphere and shows the degree to which they
are captured by the models used for the As-
sessment. The direct warming effect of O, is
fairly straightforward, but complexity is intro-
duced by the fact that O, is created within the
atmosphere from emitted precursor gases, so
the warming needs to be associated with these
precursors. This is important for the emission
reduction strategies highlighted in Chapter

5. For BC, the effects on climate are complex
due to the wide range of interactions between
PM and the Earth’s radiation balance.

This chapter also outlines the main process-
es, with a focus on BC, and provides links to
the wider academic literature on the subject.
Black carbon and O, precursors are often
co-emitted with other gases and particles.
Understanding the effect of these co-emitted
substances on warming, climate change and
the composition and concentrations of air
pollutants is important when evaluating mea-
sures to reduce emissions of BC and O,. Val-
ues for important parameters taken from the
peer-reviewed literature and used in model-
ling or assessment of impacts are discussed.

3.2 Aerosol transport in the
atmosphere, concentrations,
deposition and radiative forcing
with a focus on black carbon and
organic carbon

3.2.1 Aerosol concentrations and
chemical composition

Aerosol particles in the atmosphere exist at
sizes from nanometres to tens of micrometres
in diameter, and consist of different chemi-
cal species, including sulphate (SO,*), nitrate
(NO,’), ammonium (NH,), BC, organic car-
bon (OC), sea salt, mineral dust and other
components such as fly ash. Primary aerosol
species — BC, primary organic carbon (POC),
sea salt, mineral dust and ash — are directly
emitted as particles by natural or anthropo-
genic sources, while secondary aerosol species
—80,*, NO,, NH, and secondary organic
aerosols (SOA) — are produced in the atmo-
sphere by chemical and physical processes.

Aerosols, once emitted or formed in the atmo-
sphere, are subject to further changes in their
properties during transport. Such changes in-
clude condensation or evaporation of gaseous
species, mixing with other aerosol particles
through coagulation, and cloud processing
before being removed from the air by dry and
wet deposition. Generally speaking, an aerosol
is externally mixed — with individual particles
consisting of a pure chemical species — close
to its source, and then develops into an inter-
nally mixed aerosol, with individual particles
consisting of a mixture of species — during
transport in the atmosphere (Raes ¢t al., 2000;
Jacobson 2001). This processing defines the
physical, chemical and optical properties of
the aerosol, the efficiency by which it is re-
moved from the atmosphere by wet and dry
deposition, and hence the lifetime and con-
centrations of particles in the air. In studies

of their effect on human health, a distinction
is commonly made between PM jand PM,
1.e. the mass of aerosols with a diameter of
less than 10 and 2.5 pm (micrometres), respec-
tively. Figures 3.1 and 3.2 show the concen-
trations of PM, ; at a range of locations in
Europe and Asia.

Integrated Assessment of Black Carbon and Tropospheric Ozone
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Figure 3.1. Annual averages of PM, . mass concentrations, including the 5,25,50 (median), 75 and 95 per cent
percentile of their 24-hour integrated concentrations from recent years in Europe. Symbol colours indicate the
type of site (blue: natural background, green: rural background, yellow: near city, red: urban background, grey:

industrial, black: roadside). Pastel backround colours make the distinction between sites in Northeastern (blue),

Southern (yellow) and Central Europe (green). (Putaud et al., 2010).
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Figure 3.2. Average concentration of PM2.5 in the dry and wet season in six Asian cities (2001-2004). Error bars
represent one standard deviation (SD) from the average mass concentration (Oanh et al., 2006)
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Figure 3.3. Chemical composition of PM_ at various sites across the world.“OM” stands for organic matter, and is
calculated as OCx1.4 at all sites. "EC" stands for Elemental Carbon. “Dust” consists of non carbonaceous and non
water soluble species, and can be estimated differently at the various sites.

Concentrations of PM, , are generally substan-
tially larger in Asian cities than in European
ones. Furthermore, the elevated concentrations
are not confined to urban areas but are found
over extensive tracts of polluted regions as a re-
sult of long-range transport of fine aerosols in
the absence of rain. Concentrations of PM, .
in polluted areas can be orders of magnitude
larger than those at remote locations on moun-
tain tops or in polar regions.

In addition to the mass concentrations of PM,
the chemical composition is important in de-
termining the physical and optical properties
and the effects both within the atmosphere
and on the health of humans and ecosystems.
Examples of the chemical composition of
aerosols are provided in Figure 3.3 for India,
North America and Europe, revealing large
differences between regions, reflecting the
different source characteristics and climate

Integrated Assessment of Black Carbon and Tropospheric Ozone



of the three regions. Chemical complexity is
further revealed by the differences between
urban and rural locations.

The contributions by the dominant fractions
by mass show important regional differences.
The BC contribution sometimes measured
and reported as elemental carbon (EC) rep-
resents up to 20 per cent of aerosol mass in
some Central European cities. In India, dust
and organic matter (OM) collectively con-
tribute 50 to 60 per cent of the PM, . mass,
whereas in Europe and North America, sul-
phate (SO,*), nitrate (NO,), and OM contri-
bute 50 to 60 per cent, showing the much
greater contribution to aerosol composition
made by combustion emissions in Europe and
North America.

Organic carbon in the atmosphere refers to
the carbonaceous fraction of aerosol particles.
They are also called OM or particulate OM
(POM) when the non-carbonanceous fraction
—H, O and other atoms — is included. This
component is frequently emitted along with
BC during incomplete combustion processes,
and is found as an internal mixture with BC.

Among natural sources, vegetation is a major
source of VOGCs which, following oxida-
tion, contribute substantially to SOAs. Over
oceans, emissions of primary organic particles
and precursors contribute directly to the bur-
den of organic matter in the atmosphere (Vi-
gnati et al., 2010a). The anthropogenic emis-
sions of VOGs, from transport, industry and
others, are generally coupled with high NO
emissions favouring production of SOAs and
influencing the O, cycle.

In developing countries, and also in Central
Europe, OM is often the dominant compo-
nent in aerosol mass (15 to 35 per cent in
PM, ,), while BC accounts in general for up to
15 per cent (Ramanathan et al., 2001; Putaud
et al., 2010). Organic matter is the major com-
ponent of secondary aerosols, and present in
aerosols of both anthropogenic and natural
origin. The gaseous organic compounds can
condense on cloud droplets — and also on to
fine particles — and when the cloud evaporates
they can reside in the aerosol phase.

3.2.2 Aerosol transport and global
concentration fields

The mean residence time in the atmosphere
for BC varies regionally and with season;
based on an international evaluation of 16
models, the residence time of BC emitted in
various regions ranges from about three to
eight days (Shindell ez al., 2008a).

Because of their relatively short lifetime, BC
and other co-emitted aerosols such as OC, are
generally concentrated in regional hotspots
close to the sources. They can however
contaminate entire geographical basins such
as the Po Valley and Ganges Plain, and in
the absence of precipitation may accumulate
on a large regional scale and be transported
over considerable distances, producing
transcontinental and transoceanic plumes of
brown clouds.

Recent observations have provided new in-
sights into the concentrations and transport of
BC aerosols. Figure 3.4 shows the annual av-
erage of measured BC concentrations at the
surface (Koch et al., 2009a). The BC concen-
trations of 0.1 to 0.5 pg/m?® over the United
States were from the IMPROVE network for
the years of 1995 to 2001, 0.5 to 5 ug/m’
over Europe were from the EMEP network
for 2002 to 2003, and those of 1 tol4 ug/m?®
over Asia were from the late 1990s (Koch et
al., 2007). Concentrations of BC were in the
range of 0.01 to 0.1 pg/m? in the high north-
ern latitudes and in general the values are
much larger in areas with large emissions than
in remote locations, especially at high north-
ern latitudes (Figure 3.4) and as reported by
Sharma et al. (2004, 2006).

The aerosol absorption optical depth
(AAOD), or the non-scattering part of the
aerosol optical depth, provides an indica-
tion of the atmospheric column abundance
of absorbing aerosols. Figure 3.5 shows sea-
sonal mean clear-sky AAOD (x100) from
AERONET (1996 to 2006) sunphotometer
at 550 nanometres (nm) (e.g. Dubovik et al.,
2000; Dubovik and King, 2000), satellite
retrievals at 500 nm (2005 to 2007, from
OMAERUYV product; Torres et al., 2007), and
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Observed BC surface concentration
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Figure: 3.4. Observed (left) and modelled (right) surface BC concentrations showing rather sparse measurements
but reasonable correlation between model and measurement (ng/m?) (Koch et al., 2009a).

the IPPC’s Fourth Assessment Report (AR4) for South America, is simulated in the GISS

version of the GISS model at 550 nm (IPCC, model. In Asia, both retrievals have maximum
2007). Both BC and dust absorb radiation, AAOD in March, April and May as a result
so AAOD is most useful for testing BC in re- of the large amount of biomass burning in
gions where its absorption is more significant South Asia. BC in other industrial regions
than that of dust. The AERONET and OMI does not show seasonal variations. Summer-
retrievals broadly agree with one another. Bio-  time pollution outflow from North America
mass burning seasonality, with peaks in June, is found in both OMI and the model results.
July and August for Central Africa (OMI) Globally, as summarized by Koch et al. (2009a)
and in September, October and November the simulated AAODs in many models are
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Figure 3.5. Aerosol absorption optical depth, AAOD, (x100) from AERONET (at 550 nm; upper left), OMI (at
500 nm; upper right); and from the GISS model (AR4 version; lower left) (Koch et al., 2009a) showing rather sparse
measurements but reasonable correlation between model and measurement.
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Figure 3.6. Black carbon and ozone concentrations (daily averages) measured from March 2006 to February 2008
at the GAW-WMO Global station "Nepal Climate Observatory - Pyramid" at 5 097 m above mean sea level near
Mt. Everest, showing values comparable with polluted areas during several pre-monsoon days (Bonasoni et al., 2010).

about 50 per cent smaller than the observa-
tional values. (Additional discussion of the
ability of models to capture observed aerosol
distributions is presented in Appendix A.4).

The transport, transformation, removal and
hence the concentration of BC are also influ-
enced by the special meteorological features
and especially the precipitation patterns of
any region. Monsoon circulations and rainfall
in Asia, for example, govern the seasonal and
inter-annual variations of aerosols (Corrigan
et al., 2006; Cao ¢t al., 2007), and pollution
export. In South Asia, the dry period of No-
vember to March favours the accumulation of
air pollutants. The BC and other pollutants
are then transported, with some forced aloft
to form elevated layers, over much of South
Asia and the Indian Ocean by northeasterly
flows (Ramanathan e al., 2001; Lawrence
and Lelieveld, 2010; Gustafsson et al., 2009).
On the other hand, the heavy rains during
the summer monsoon generally reduce the
local build-up and long-range transport of
aerosol particles through enhanced removal
by wet deposition. Figure 3.6 shows the varia-
tion of BC concentration at a high-elevation
WMO GAW Global station' close to Mt.

1 www.wmo.int/gaw/

Everest caused by regional meteorology and,
especially, the monsoon circulation and pre-
cipitation seasonality. Figure 3.6 also shows
systematic differences in PM, ;| concentration
in the dry and wet seasons in the Asian cities,
resulting from the above-mentioned meteoro-
logical processes.

Deep convective updrafts in the tropical re-
gion can also efficiently transport insoluble
pollutants, such as CO, and possibly selected
aerosol components, including BC, to the up-
per troposphere (Fu et al., 2006). The tropical
jet stream can then very effectively transport
these pollutants over a long distance. Trans-
port to and deposition at high northern lati-
tudes differs greatly from tropical regions, as
the stability of the column at high latitudes
substantially restricts vertical transport
through the atmosphere (Sharma et al., 2006).

Since aerosols can move across international
borders through long-range transport, lo-
cal air quality and climate are influenced

by emissions from other countries, and it 1s
important to understand the source-receptor
(S-R) relationships of the intercontinental
transport of air pollutants (Grennfelt and
Hov, 2005). A number of studies have quan-
tified the S-R relationships for aerosols us-
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ing atmospheric chemistry transport models
(Shindell et al., 2008b; Park and Kim 2005;
Saikawa ¢t al., 2009).

The recent Task Force on Hemispheric Trans-
port of Air Pollution (HTAP) report (Denten-
er et al., 2010) introduced the Relative Annual
Intercontinental Response (RAIR) metric,
which is the sum of the changes in the annual
average, regionally-averaged concentration
due to a 20 per cent decrease in emissions

in the other regions included in the HTAP
report, divided by the sum of the changes

in concentration within a region due to a 20
per cent decrease in emissions in all regions
(with O per cent reflecting no contribution by
intercontinental transport and 100 per cent
indicating the total dominance of interconti-
nental transport). The HTAP report focused
on four regions, North America, Europe, East
Asia and South Asia. RAIR values for sur-
face aerosols range from 1 to 12 per cent for
Europe (low), North America, East Asia and
South Asia (high).

In general, for the column loadings of BC,
which are important for estimating climate forc-
ing, the contribution from intercontinental trans-
port increases, from 15 to 24 per cent for these
regions, reflecting the long-range transport of
aerosols in the free troposphere above a receptor.
For the Arctic, and other regions with low emis-
sions, the RAIR values are large. Acrosol con-
centrations from primary sources generally re-
spond linearly to changing emissions from both
local and upwind source regions, while aerosols
formed within the atmosphere show marked
non-linearities with emissions of their gaseous
precursor species (Fowler et al., 2007).

Numerical models play a critical role in the
HTAP report of the global transport and ex-
tent of BC and aerosols in general. They also
link emissions to global concentration fields
and their climate and environmental impacts.
They therefore enable the study of changes
in impacts of interest with respect to changes
in emissions in particular sectors. The treat-
ment of BC and other aerosol properties and
processes in regional and global models is
becoming increasingly complex; detailed rep-
resentations of key aerosol properties such as

size distributions, chemical composition (e.g,
internal or external mixtures), hygroscopicity,
optical properties, and cloud activation have
been incorporated into global climate models
(Binkowski and Shankar, 1995; Binkowski
and Roselle, 2003; Adams and Seinfeld, 2003;
Gong, 2003; Jacobson, 2001; Stier et al., 2005;
Jacobson, 2006; Kim et al., 2008; Pierce and
Adams, 2009). Current global models are able
to capture the distributions of BC (Figure 3.4),
with simulated ground-level BC concentra-
tions generally within a factor of two of mea-
surements (Koch et al., 2009b), but challenges
remain in capturing strong regional gradients
in surface concentrations due to urban and
industrial hotspots (Penner ¢t al., 2009) and
estimating total column absorption, vertical
distributions and microphysical properties.

3.2.3 Removal of BC from
the atmosphere

The sizes of aerosols containing BC show
great variability between regions, and in
time, but the majority of BC is contained in
aerosols in the 0.01 to 1.0 um size fraction
(Clark et al., 2006). In this size range, deposi-
tion velocities to forest canopies are in the
range 0.1 to 2.0 mm per second and for other
terrestrial surfaces deposition velocities are
substantially smaller and have been discussed
in recent reviews (Nemitz et al., 2002; Pryor
et al., 2008). By contrast with dry deposition,
removal of BC from the atmosphere through
wet scavenging processes is relatively effi-
cient, especially for internally mixed BC with
soluble species such as SO,* and NO,". Wet
deposition is the main removal process for
atmospheric BC (Jacobson, 2010). The high
Arctic during the peaks in seasonal aerosol
concentrations (autumn and spring) is very
dry, and while deposition velocities are very
small, dry deposition is the main loss process
in these conditions.

Granat ¢t al. (2010) found in sub-tropical
marine air that BC wet removal during the
monsoon season was similar to that of SO *
and other fine-mode aerosol components, in-
dicating that soot-containing particles in these
situations were as efficient as cloud condensa-
tion nuclei. During the polluted winter days,
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on the other hand, the wet removal of soot
was three times smaller than that of SO .
This indicates that, even after a travel time of
several days, the soot containing particles can
retain much of their hydrophobic properties.

The deposition of BC on snow or ice reduces
the surface albedo and enhances snow-melt,
leading to radiative forcing of the climate at
global and regional scales (Hansen and Naza-
renko, 2004; Jacobson, 2004; Flanner ¢t al.,
2007). Deposition of BC in Arctic snow has
been reported by a number of studies (Clarke
and Noone, 1985; Borys, 1989), and deposi-
tion over the Himalayas has been measured
by Ming ¢t al. (2008). A multi-model assess-
ment of pollution transport to the Arctic has
been presented by Shindell ¢t al. (2008b).
Based on the sensitivity simulations of 17
global models that participated in the HTAP
report, the deposition of BC on Greenland is
found to be most sensitive to North American
and European emissions, with North Ameri-
ca, Europe and East Asia contributing 40 per
cent, 40 per cent and 20 per cent, respectively.
Elsewhere in the Arctic, the total BC deposi-
tion is dominated by European emissions,
although the HTAP report did not include
emissions from Russia east of the Urals. Large
differences between models have been found
in the simulations of aerosols over the Arctic
(Shindell et al., 2008b), resulting primarily
from differences in the physical and chemical
processing of aerosols.

The deposition rate to snow surfaces is of par-
ticular importance as the optical properties of
the snowpack are strongly influenced by the

presence of BC, with substantial reductions in
the albedo with increasing BC concentrations,
as shown in Figure 3.7 from the work of Ming

et al. (2009).

3.3 Radiative forcing by BC and OC

The global mean forcing at the top-of-the-at-
mosphere (TOA), or the tropopause, typically
provides a good indication of the global mean
surface temperature response (see Box 1.1).
Forcing at the surface may be quite different,
however, and the difference between the sur-
face forcing and the forcing aloft provides an

8
- HXR48
+
DK

o +
- LN
o +
© 4 *
& Qly
= +
& LKG12
e +

2F Qy

e ®*V
+
KM
*
0 1 1 1 1 1 1 1 1
0 20 0 Lo 6 00
BC (ug kg")

Figure 3.7.The effect of BC on the albedo of Asian
glaciers (Ming et al., 2009).

indication of the heating of the atmosphere.
Both absorbing and scattering aerosols lead

to a reduction of solar radiation at the surface
known as negative surface forcing (also re-
ferred to as dimming), whereas only absorbing
aerosols lead to heating of the atmosphere or
positive atmospheric forcing. The atmospheric
and the surface forcing may be more useful
indicators of changes in winds and precipita-
tion (Ramanathan e al., 2001). Focus here is
on TOA forcing, as the link between this and
surface temperature response has been most
clearly established. For BC, the magnitudes

of the atmospheric and surface forcing are
typically factors of 2 to 4 larger than the TOA
forcing (Ramanathan et al., 2001; Forster et
al., 2007) which has implications for regional
climate changes due to BC. Furthermore, it

1s noted that, particularly in the case of BC,
the relationship between forcing and response
is not as simple as it is for well-mixed com-
pounds such as CO,. In particular, the direct
and indirect response per unit forcing (effi-
cacy) appears to be smaller than for CO,, and
1s strongly dependent on the altitude at which
the BCi 1s located (Highwood and Kinnersley,
2006; Hansen ef al., 2005). These issues are
discussed further in Chapter 4.

The direct effects of aerosols on solar and
terrestrial radiation depends strongly on
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their chemical composition, as BC and a
portion of the SOA called brown carbon
(BrC) absorb radiation and heat the atmo-
sphere, while the remaining components
scatter radiation and cool the atmosphere.
The scattering components of aerosols on
a mass basis contribute the largest frac-
tion. The degree of internal or external
mixing of BC with scattering components
eventually determines aerosol absorption
(Jacobson, 2000; Seland et al., 2008; Mof-
fet and Prather, 2009). Figure 3.8 shows the
contribution of various aerosol species to
the acrosol optical depth (AOD) over India,
i.e. the extinction of sunlight due to absorp-
tion and scattering by aerosols in a vertical
column of the atmosphere.

The indirect effects of aerosol particles on
climate through their effects on clouds are
also influenced by their chemical composi-
tion, as that determines the solubility of the
particles and their ability to act as cloud con-
densation nuclei (Isaksen et al., 2009; Granat
et al., 2010). Observations have shown that
the size of a particle is more important than

its chemical composition (Dusek et al., 2006;
Chen ¢t al., 2010a)

Contribution to Aerosol Optical Depth

Black carbon

Sea-saltand NO 3

NH 4

Figure 3.8. Contributions of different chemical
species to aerosol optical depth over the North Indian
Ocean based on data collected during the Indian
Ocean Experiment from January to March 1999. At
this time of year the North Indian Ocean is subject to
northeasterly flow from South Asia, so the pie chart
reflects aged aerosols transported from South Asia
(Ramanathan et al., 2001).

3.3.1 Anthropogenic fraction of forcing

The pre-industrial level of BC and OC forc-
ing is not well known but relates directly to

the evolution of different source categories.
Recent emission inventories as summarized in
Chapter 2 report a three- to sixfold increase in
BC emissions between 1875 and 2000, indicat-
ing that pre-industrial (1875) emissions were
~10 to 25 per cent of present-day emissions.

3.3.2 Direct radiative forcing at TOA of BC

Black carbon is a strongly absorbing aerosol
component (which is why it is black). The
forcing it exerts by absorbing sunlight is re-
ferred to as direct radiative forcing, and is
positive (i.e. warming). Global-scale studies,
with a few exceptions that are noted below,
are largely from models that use emissions as
input and then include the physical, chemi-
cal and transport processes described above
(for a recent review of such model studies, see
Schulz et al., 2006, and Forster ¢t al., 2007).
Models include limited representations of
the full complexity of aerosol properties and
processing in the atmosphere, especially as
regards mixing between different types of
aerosols and interactions between aerosols

and clouds (Vignati ¢t al., 2010b).

Models are evaluated against observations,
but observations of radiative forcing do not
exist on global scales. Field experiments such
as the Indian Ocean Experiment (INDOEX)
(Ramanathan ¢t al., 2001) and measurements
with multiple unmanned aircraft vehicles have
directly measured the surface, atmospheric
and TOA forcing (using CERES satellite data)
for BC and other aerosols from South Asia
and East Asian aerosols over the Yellow Sea.
Field measurements and models have also
been used to quantify radiative impacts of
aerosols in the Arctic (Stone ¢t al., 2008). An
independent approach to that of the bottom-
up approaches of global climate models
(GCMs) 1s the semi-empirical approach which
constrains as well as nudges the simulated
values of column-integrated AODs and other
aerosol optical properties with observations
on local to global scales (Chung ¢t al., 2005a).
Such an approach is made plausible by the
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availability of numerous datasets for aerosols,
both scattering and absorbing,

The semi-empirical approaches (Sato et al.,
2003; Chung et al., 2005b; Ramanathan and
Carmichael, 2008) estimate the present-day
total forcing, but are not able to estimate

the pre-industrial forcing due to lack of ob-
servations. Furthermore the semi-empirical
approach implicitly includes the now well
known positive forcing by BrC (Andreae and
Gelencsér, 2006).

Typically, the GCM anthropogenic forcing
(of fossil fuel + biofuel + biomass-burning
sources of BC) ranges from 0.2 to 0.6 W/m?
(e.g. see Schulz et al., 2006, Forster et al., 2007
for summaries). The two semi-empirical stud-
ies report just the total present-day forcing,
which ranges from 0.9 W/m? (Ramanathan
and Carmichael, 2008) to 1 W/m? (Sato et al.,
2003). There is considerable uncertainty in
the pre-industrial forcing, ranging from 0.05
to 0.08 W/m? (Chen et al., 2010a; Lamarque
et al., 2010) to as high as 0.35 W/m? (Han-
sen et al., 2005). Using the 0.05 to 0.4 W/m?
range of pre-industrial forcing, which is fairly
consistent with the ~10 to 25 per cent frac-
tion of present-day emissions during the pre-
industrial era, the range of semi-empirical
estimates for the BC anthropogenic direct
forcing is 0.5 to 0.9 W/m?, overlapping the
GCM range of 0.2 to 0.6 W/m”. In sum-
mary, present studies support a range of 0.2
to 0.9 W/m? for the BC direct anthropogenic
forcing. The central value is more difficult to
estimate, given the large uncertainty in BC
emissions (Bond, 2007; also see Chapter 2),
aerosol mixing and the large uncertainties in
semi-empirical approaches. This Assessment
assumes that the direct forcing is most likely
to be within the range 0.3 to 0.6 W/m?.

3.3.3 Semi-direct radiative forcing at
TOA of BC

Black carbon has additional effects that other
aerosols do not. Due to its strong absorption
of incoming sunlight, BC’s presence in the
atmosphere causes the region where it is lo-
cated to warm. This affects the vertical tem-
perature profile and therefore stability, which

in turn modify cloud formation, both at that
altitude and elsewhere in the column. The
warming and increased stability of the bound-
ary layer can decrease the relative humidity
of the boundary layer and evaporate low
clouds (Ackerman et al., 2000). These cloud
responses to heating induced by aerosols are
commonly referred to as the semi-direct effect
(Hansen et al., 1997). Depending on the verti-
cal location of aerosols with respect to clouds,
in some cases cloud cover can increase rather
than decrease. Absorption by BC inclusions
within cloud drops increases cloud heating
significantly when BC is treated as distributed
inclusions as shown by Jacobson (2006). A re-
cent review finds that the semi-direct effect is
probably a substantial negative forcing (Koch
and Del Genio, 2010). Consistent with this,
several studies find that the efficacy (the sur-
face temperature response to a given amount
of radiative forcing) of BC is reduced relative
to that of CO, by ~20 to 30 per cent, sug-
gesting that the semi-direct forcing offsets the
direct forcing by 20 to 30 per cent (Hansen et
al., 2005; Roberts and Jones 2004; Jones ¢t al.,
2007; Chung and Seinfeld 2005), though one
study finds an efficacy that is ~30 per cent
greater (Sokolov, 2006). Another recent re-
view (Isaksen et al., 2009) reports a range of
-0.25 to 0.50 W/m? for the semi-direct forc-
ing, with no best estimate provided.

3.3.4 Indirect forcing at TOA of BC

Acrosols also affect the formation of clouds as
they contribute to the concentrations of cloud
condensation nuclei, which affect both cloud
cover and lifetime (Oshima ¢t al., 2009; Chen
et al., 2010a; Jacobson 2010). They may also
act as ice nuclei and therefore change ice or
mixed-phase clouds (Liu ¢t al., 2007, 2009).
These so-called ‘indirect radiative forcing’
effects are more difficult to quantify. Chen

et al. (2010b) examined the net effect (direct
and indirect) of co-emitted BC and OC and
reported a net cooling (-0.31£0.33 W/m? for
50 per cent reduction in all BC and OC emis-
sions). The Chen ez al. (2010b) study did not
include the semi-direct effects of BC. Bauer
et al. (2010) calculated the sum of indirect
and semi-direct effects, and also reported a
cooling effect for BC emissions (-0.12 W/m?
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for a 50 per cent emissions reduction), in their
case ~80 per cent as large as the direct forc-
ing. Their model includes changes in other
aerosols that mix with BC. Jacobson’s (2010)
model study on the other hand did not show
such large offsetting of the direct forcing by
BC indirect and semi-direct effects, although
forcing was not diagnosed.

Studies of the effect of BC aerosols on
mixed-phase or ice clouds are even fewer.
One study suggested a strong negative forcing
for ice clouds of -0.3 to -0.4 W/m? (Penner
et al., 2009), while another study found a
positive forcing of about 0.2 to 0.4 W/m?
(Liu et al., 2007). A study of ice nucleation
in mixed-phase clouds finds a forcing

of 0.12 to 0.20 W/m? (Lohmann and Hoose
2009). Indeed a recent review found the
effect of all aerosols on mixed-phase clouds
to be from -0.5 to +0.5 W/m?, with no best
estimate (Isaksen et al., 2009).

Observational data have been used to
examine the relative impacts of semi-direct
and indirect effects (Kaufman and Koren,
2006). These studies mainly focus on the
Amazon, where aerosols from biomass-
burning are the predominant species. Most
GCMs conclude that such aerosols exert a
large cooling effect (due to both the direct
and the indirect forcing). Many of the
observational studies, however, indicate
otherwise. For example, for AODs larger than
0.2 (typical of Amazonian and other polluted
regions such as South and East Asia, Africa,
Europe and North and South America), the
positive forcing from the semi-direct forcing
exceeds the indirect forcing, This finding

1s also supported by studies examining the
long-term (30 to 50 years) dimming trends

in China and Europe (Ruckstuhl and Norris,
2009; Qian et al., 2006; Norris and Wild,
2007; Ruckstuhl et al., 2010). Both Europe
and China witnessed decreases in surface
solar radiation of about 5 per cent to more
than 10 per cent during the period when their
emissions of BC and sulphates increased by
factors ranging from 2 to 5, but the decreases
in surface solar radiation were mostly
explained by corresponding decreases in clear
sky solar radiation with very little change

in the cloudy sky solar radiation. These
studies (e.g. Ruckstuhl e al., 2010) concluded
that the indirect effect had a negligible role in
governing the dimming. Brioude ¢t al. (2009),
however, found a cooling semi-direct effect
using satellite data in their analysis. Globally,
however, it is very difficult to attribute cloud
changes to aerosols in the complex real-
world atmosphere with limited observations.
Based on extant studies, this Assessment
adopts a range for combined semi-direct
and indirect effects of -0.4 to +0.4 W/m?*

as encompassing many of the estimates
discussed above (assuming the semi-direct
effect, warm cloud indirect effects and ice/
mixed-phase cloud effects are independent
sources of uncertainty).

3.3.5 Forcing from BC deposition

When BC falls on snow or ice surfaces, it can
reduce their reflectivity, leading to a positive
forcing often referred to as the BC-albedo
forcing as described by Jacobson (2001).

The estimated range is 0.01 to 0.08 W/m?,
with a mean value of 0.03 W/m? Studies
examining the climate response to BC forcing
by altered snow or ice albedo have found that
the forcing is not, however, a good indicator
of the eventual temperature changes. Instead,
temperature changes tend to be substantially
larger than the forcings might suggest (see
Chapter 4). Hence this Assessment has
adopted an effective forcing that is indicative
of the climate response reported in model
simulations (Koch et al., 2009a; Flanner et

al., 2007, 2009) by increasing the forcing

by an efficacy of five to provide a value of
0.152£0.10 W/m? as the effective forcing.

3.3.6 Radiative forcing at TOA of OC

OC has important optical properties respon-
sible for a significant scattering of solar radia-
tion, but can also have a small absorption
(Andreae and Gelencsér, 2006; Chakrabarty
et al., 2010). This 1s sometimes called BrC — a
light-absorbing carbon which is not black.
Anthropogenic OC radiative forcings (pres-
ent day — pre-industrial) at TOA estimated by
global models is -0.19 £0.20 W/m? (Schulz

et al., 2006; Forster et al., 2007). The cen-
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tral values are encompassed by a range of
-0.19 £0.11 W/m?, which is roughly the
standard deviation of the results and which
encompasses all but the single highest and two
(equal) lowest forcing values of the 18 assessed
by Schulz et al. (2006). Many models may

be overestimating the organic cooling, since
they ignore absorption by BrC (Andreae and
Gelencsér, 2006). OC may also exert a radia-
tive forcing via indirect effects on clouds, but
such effects have not been quantified. Climate
forcing seems to be very sensitive to SOA,
both natural and anthropogenic (Kanakidou
et al., 2005). The coating of BC by SOA can
change the aerosol optical properties through
changes in the single scattering albedo and the
absorption cross-section of the soot particles.

3.3.7 Total anthropogenic forcing from

BC and OC

The total forcing is the sum of the above
components, and is the driver of changes in
climate. While climate responses are discussed
primarily in Chapter 4, it is noted that some
models do not specifically diagnose radia-

tive forcing but evaluate climate response.

For example, Jacobson (2010), in one of the
few model studies that include the direct,
semi-direct and indirect effects as well as the
solar absorption by BrC, the absorption by
inclusion of BC in ice-clouds and the green-
house effects of EC and OC, reported a
temperature change from fossil fuel BC plus
OC of 0.3 to 0.5°C at equilibrium, imply-

ing an imposed forcing of ~0.4 to 0.6 W/

m?”. The result is consistent with a mean value
of 0.4 W/m?, the sum of BC mean value
(0.6 W/m?) and that of OC (-0.19 W/m™) as
recommended in this study (Table 3.1). Ob-
taining values for the pre-industrial to present-
day total aerosol forcing from all aerosols are
available from several sources. Analyses of the
Earth’s radiation budget provide an estimate
of -1.1 £0.4 W/m? for the total forcing (direct
and indirect) of present-day aerosols (Murphy
et al., 2009). Analysis of the spatial and tempo-
ral patterns of observed temperature changes
and attribution of the regional forcing at-
tributable to well-mixed greenhouse gases has
led to an estimate of total aerosol forcing of
-1.3£0.5 W/m? (Shindell and Faluvegi, 2009).

These estimates include all aerosol effects (di-
rect, indirect and semi-direct). Analyses of sat-
ellite data in conjunction with models has led
to an estimate of the total direct forcing from
aerosols of -0.35 W/m? (90 per cent range

of 0.1 to 0.6 W/m?) by Chung ¢ al. (2005b).
More recent estimates, again using satellite
data, have similar or larger negative direct
aerosol forcing, including -0.3£0.2 W/m”
(Myhre, 2009), -0.65 W/m? (Bellouin ez al.,
2008) and -0.9£0.4 W/m? (Quaas et al., 2008).
Estimates of the total indirect effect of aero-
sols on clouds are from -0.3 to -2.9 W/m?,
centred at about -1.25 W/m? from a variety
of modelling and observational studies (e.g
Isaksen et al., 2009).

A summary of the BC forcings discussed is
are presented in Table 3.1, which provides the
range of values discussed as well as a smaller,
more plausible range of central values based
on the expert judgement of the assessment
authors. Given the constraints on the total
aerosol impact to be a strong negative forcing,
it is difficult to reconcile a very large positive
forcing from BC with this total negative forc-
ing. Not all processes have been included, as
some are very poorly known and/or have not
been quantified. Additionally, aerosol- cloud
interactions, which contribute the bulk of the
uncertainty, have recently been suggested by
several studies using satellite data to be smaller
than many earlier estimates (see, for example,
Isaksen et al., 2009). This Assessment conclud-
ed that even though the sum of the effective
forcing using the central values in the preced-
ing sections is 0.0 to 1.3 W/m?, the total effec-
tive forcing from all BC effects is unlikely to be
greater than 1 W/m?.

3.3.8 Regional present-day BC forcing
at TOA, at the surface and in the
atmosphere

BC radiative forcing is concentrated regionally
(Figure 3.9). Semi-empirical approaches to
estimate regional radiative forcing (see Appen-
dix 3.A), have provided observationally con-
strained direct radiative forcing estimates for
BC. By absorbing solar radiation, BC keeps
energy within the atmosphere that would
otherwise have reached the surface. While the
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Table 3.1. Summary of anthropogenic BC forcings (see

text for details).

Forcing Range (W/m?) Central values (W/m?) Mean value (W/m?)
Direct 0.2t0 0.9 0.3t0 0.6 0.45
Semi-directand | -0.6t0 0.5 -0.4t00.4 0.0
indirect
Deposition (0.01 to 0.08) (0.01 to 0.05) 0.03
corrected for efficacy (x5) |0.05to 0.25 0.15
0.05t0 0.4
Total BC -0.3t0 1.8 0.0to 1.3 0.5
0.0 to 1.0 with constraints 0.6 including efficacy
on total aerosol forcing of deposition
OC direct 0.01to -0.39 -0.08 to -0.30 -0.19

Note: The mean value and central values are used in calculations of temperature response (Chapters 4 and 5).

TOA forcing is a small difference between the
positive atmospheric and the negative surface
forcing, it influences global mean changes in
temperature and circulation, and regional
changes in precipitation and climate. Elevated
regions such as the Himalayas, are more in-
fluenced by the magnitudes and spatial gradi-
ents of the atmospheric and surface forcing.
Hence, we show the atmospheric and surface
forcing of BC separately (Figure 3.9). The
sum of the two is the TOA forcing.

Over the Amazon region, the savannah-burn-
ing regions of Affrica (south of the Equator),
South Asia and East Asia, BC adds more than
10 to 20 W/m? (atmospheric forcing) and
reduces surface solar absorption (dimming)
by a comparable magnitude. The two forcing
terms are factors of 10 to 50 larger than the
global averaged TOA BC forcing range of 0.2
to 0.9 W/m”.

BC also introduces significant north-south
asymmetry in radiative forcing over the tropi-
cal Atlantic and Indian Oceans and over Asia,
Africa and South America. Several model
studies (e.g, Ramanathan ¢t al. (2005), Wang
(2004) and others discussed in Chapter 4)
have shown that such asymmetric heating pat-
terns by BC and other aerosols have a large
impact on regional circulation and precipita-
tion patterns.

Figure 3.9. Annual average present-day BC forcing.
The top panel is the atmospheric forcing and the
bottom panel is the surface forcing, alternately known
as surface dimming. The sum of the two panels yields
the TOA radiative forcing discussed in IPCC reports
and elsewhere in this Assessment (Ramanathan and

Carmichael, 2008).
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3.4 Ozone formation and
transport in the atmosphere:
concentrations and deposition

3.4.1 Ozone formation in the
atmosphere

Unlike many other air pollutants, O, is not
directly emitted. It is a secondary pollutant
that is formed in the troposphere by sunlight-
driven chemical reactions involving CO,
VOG:s (including CH,), and NO, as shown
schematically in Figure 3.10. These precur-
sors arise from both natural sources and a
broad range of human activities. The breadth
of sources of O 3 precursors, the role of natu-
ral and physmal processes in O, distribution,
production and destruction, and complex
chemistry, mean that control of O, is not
straightforward. The only practlcal manage-
ment strategy is to control the emissions from
human activities that lead to O, formation.

Sources of tropospheric O, are (1) influx
from the stratosphere and (2) generation by
photochemical reactions in the troposphere.
Removal of O, is by chemical processes in the
atmosphere and by deposition at the surface.
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The influx of O, from the stratosphere takes
place mainly at mlddle and high latitudes and
is most active in early spring. The precursors
of tropospheric O, are emitted by major an-
thropogenic sources such as industry, motor
vehicle exhausts, gasoline vapours, and chemi-
cal solvents, and also by natural sources with
VOC emissions from vegetation (including
isoprene and a wide range of terpenoids) and
nitric oxide (NO) from soil, as discussed in
Chapter 2.

The residence time of O, in the atmosphere
varies from approx1mately a day in the
boundary layer to a few weeks in the upper
troposphere. High O, days (>60 ppb) are
characterized by more intense solar radiation,
higher temperature and lighter surface wind,
all of which are favourable for photochemical
production and the build up of O, (e.g. Per-
madi and Oanh, 2008).

The relationship between O, and precursor
concentration is not linear. For example, in
one situation O, increases if VOC increases,
and in another the opposite is observed. The
VOC-sensitive regime refers to situations

in which a given percentage reduction in
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/
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Figure 3.10. Ozone production through the photochemical degradation of methane (CH,) and non-methane
volatile organic compounds (NMVOCs) and carbon monoxide (CO) in the presence of nitrogen oxides (NO,).

(Source: courtesy of David Fowler)
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VOUG emissions would result in a significantly
greater O, decrease than that caused by the
same reduction in NO, (regime III in Figure
3.11). The NOg-sensitive regime (II in Figure
3.11) refers to the opposite situation. This
greatly complicates the formulation of poli-
cies to mitigate ground-level O, pollution.
Chemistry-transport models provide the tools
to investigate the relationships between O,
precursor emissions and spatial and temporal
concentrations and O, doses that are poten-
tially damaging to the human population
and ecosystems.

In the industrialized countries, emission
controls have been reasonably effective at re-
ducing the magnitude of peak O, concentra-
tions and reflect decades of efforts aimed at
identifying and managing the main polluting
sectors and adopting technologies to reduce
emissions. Such controls have reduced the
magnitude and frequency of O, episodes in
these countries with substantial benefits for lo-
cal and regional populations and ecosystems.
However, these regional policies have not
been effective at controlling the background
concentration of O,, which has increased at
about 2 ppb per decade in the mid-latitude
northern hemisphere. This is because O, and
its precursors can travel long distances. Ozone
is therefore a hemispheric-scale problem.

The largest concentrations of tropospheric O,

2.0

1.5

d[Os)dt (ppb h™)

Regime (1) i

(a) Ozone production and loss

Regime (1)

are found in the mid-latitude northern hemi-
sphere, where O, precursor emissions are also
largest. The present-day distribution of O, is
shown in Figure 3.12. High levels of near-sur-
face O, are not restricted to the high popula-
tion centres, rather O, is seen to be enhanced
throughout the northern hemisphere. Tropical
areas where biomass-burning emissions are a
major source of NO, and tropical forests are
a major source of VOGs also experience large
O, concentrations, as shown in Figure 3.12.
The increase in O, concentrations since the
Industrial Revolution are also clear in these
global maps, which show that in large areas of
the world O, concentrations have more than
doubled since pre-industrial times. Also shown
is the percentage of surface O, due to anthro-
pogenic activity (bottom right panel), which
for the majority of the land area and espe-
cially in the northern hemisphere is between
30 and 50 per cent.

The pre-industrial to present-day differences
do not reveal much more recent trends in O,
exposure. In North America and Europe, con-
trol measures on VOCs and NO, emissions
have reduced peak O, concentrations. The
magnitude and timing of the control mea-
sures vary regionally, but the majority of the
control has been in the last 20 years, and as a
result peak O, concentrations have declined
by between 20 and 40 per cent in large areas
(Jenkin, 2008). However, during the same

I
&

increasing [VOC] ... 4

Figure 3.11.The dependence of ozone production rates on ambient NO, concentrations (Royal Society, 2008).
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Figure 3.12. Multi-model annual mean surface ozone (ppb) from five models (TM4, FRSGC, UMCam,
STOCHEM-HadGEM and STOCHEM-HadAM3). Top panels show ozone in the pre-industrial (PI) (left) and
year 2000 (PD) (right). Lower left panel shows the change in ozone (PD-PI). Lower right panel shows

the percentage of present-day ozone that is anthropogenic. NB In these simulations biomass burning
emissions are not considered anthropogenic, and present-day values are used in both Pl and PD. Full
details of the simulations are given in Royal Society (2008) (Source : Royal Society (2008) with data courtesy
of Twan van Noije, Oliver Wild, Guang Zeng, Michael Sanderson and David Stevenson).

period, background O, concentrations have
increased at rates in the range 0.1 to 0.3 ppb
per year (Jenkin, 2008).

Measured trends in surface O, show increases
over Europe that are observed most clearly at
remote GAW Global stations on mountain-
top locations such as Zugspitze in southern
Germany (Figure 3.13) and at coastal loca-
tions such as Mace Head on the west coast of
Ireland (Jenkin, 2008). Even in remote GAW
marine sites such as Mauna Loa on Hawaii,
an increase in background O, has been ob-
served. Models capture observed behaviour
relatively well, but underestimate increases
over Europe. Ozone present through the free
troposphere 1s transported over long distances
due to its relatively long atmospheric lifetime
in the mid-troposphere, remote from the effi-
cient removal by dry deposition to the surface
for O, in the boundary layer. Thus the O,
advected from polluted regions contributes to
the hemispheric background and is the cause
of the steady rise in background O,. In pol-

luted regions, photochemical production read-
ily generates concentrations in the range 60 to
150 ppb in the boundary layer, but these large
concentrations decline rapidly at night as pho-
tochemical production stops and the deposi-
tion and dispersion processes continue.

The multi-model HTAP study found that

the effect of intercontinental transport of

O, on local O, pollution is important. The
RAIR values for O, varied from 30 to 40

per cent for the continents of the northern
hemisphere. The RAIR values for the column
amounts (important from the climate-forcing
perspective) of O, are larger and varied from
40 to 60 per cent (HTAP). Furthermore, the
intercontinental contributions to annual O,
concentrations were found to be most strongly
influenced by changes in CH,, followed by
NO,, VOCs, and CO. A drop in anthropo-
genic CH, emissions in a given region was
shown to produce roughly the same decrease
in intercontinental transport of O, to other
regions as a similar percentage decrease in

Chapter 3. Atmospheric processes, tropospheric ozone and black carbon concentrations, deposition and radiative forcing
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Figure 3.13. Ozone trends in observations (red) and in two global chemical models

(black lines and boxes) (Lamarque et al., 2010).

NO,, VOCGCs, and CO emissions combined.
The O, response to changes in CH, emissions,
however, requires several decades to be fully
realized, given the 12-year average lifetime of
CH,. The contribution to increases in back-
ground O, are therefore dominated by CH,
(~50 per cent), with smaller contributions

from the other VOC species and CO.

3.5 Radiative forcing from ozone
and its precursor emissions

The radiative forcing resulting from

changes in tropospheric O, between 1750
and 2000 due to anthropogenic emissions

of precursors is assessed as contributing

0.25 to 0.65 W/m? (5 to 95 per cent), with a
median value of 0.35 W/m?, in the IPCC’s
Fourth Assessment Report (Forster et al.,
2007). This is an entirely model-based result
(Gauss et al., 2006), since only a few measure-
ments of pre-industrial O, are available. The
uncertainty in most model estimates is large-
ly driven by the different sensitivities of the

different models to changes in O, precursors,
though the high-end modelled forcmg values
(~0.45 to 0.65 W/m?) are based on different
estimates of pre-industrial emissions, and on
only a single study (Mickley et al., 2001).

A global network of surface monitoring
stations is available for comparison with
global chemistry transport model concen-
tration fields. In general these data show
good agreement with modelled fields (Ste-
venson et al., 2006). However, the very
limited observational data available for the
pre-industrial era suggest that, if anything,
the models underestimate changes between
pre-industrial and present times. Recently,
satellite data have become available to con-
strain the total forcing from tropospheric
O, (it is not possible to isolate the anthropo-
genic component), and indicate that models
capture this forcing relatively well. Those
results suggest that the total present-day

O, forcing is in the 0.4 to 0.5 W/m? range,
inconsistent with the larger anthropogenic
values. Hence this Assessment adopts a cen-

Integrated Assessment of Black Carbon and Tropospheric Ozone



tral estimate of 0.35+0.10 W/m?. It is also
important to note that O, forcing is much
larger in the northern hemisphere (Fishman
etal., 1979).

Ozone also has an indirect warming effect on
climate by inhibiting the natural uptake of
CO, by ecosystems (Sitch et al., 2007; Collins
et al., 2010). This effect is very uncertain, but
may have led to a doubling of the climate
forcing attributable to O, since pre-industrial
times. This is explored in more detail in
section 4.1. By considering the O, damage,
and making a crude estimate of the nitrogen
fertilization, Collins ez al. (2010) found that
NO, emissions could slightly warm climate on
timescales of 20-year or less.

As O, is not directly emitted but formed by
chermcal reactions of its precursor species
(NO,, €O, VOCs and CH,), O, forcing can
in theory be attributed to these precursor
emissions. This introduces additional consid-
erations since these precursors do not simply
affect the concentration of tropospheric O,
but also the concentrations of other climate-
forcing species. The species most affected are
CH,, and SO,* and NO, aerosols. Carbon
m0n0x1de VOC and CH emissions decrease

the oxidizing capacity of the atmosphere,
hence increasing the CH, lifetime and de-
creasing the rate of SO * formation. Con-
versely, NO, emissions increase the oxidizing
capacity, hence decreasing the CH, lifetime
and increasing the rate of SO,* formation.
An additional effect of NO
formation of NO," aerosol; CH, also increases
the concentration of water in the lower strato-
sphere (Forster et al., 2007) and produces CO,,.
The non-O, effects offset the O, warming

for NO, emissions and add to the warming
for the other emissions. Shindell ¢t al. (2009)
calculated the impact of all these terms on the
radiative forcing from pre-industrial times to

2000 (Figure 3.14).

1s to increase the

The largest driver of O forcing comes from
CH, emissions, since CH is an O, precursor.
Methane emissions also affect the hfetlme of
methane itself over many years, inducing ad-
ditional ozone changes. This effect is smaller
than the direct production of O,, but since
CH, has a much longer lifetime than O, (~12
years), the impacts are longer lasting and are
often termed the ‘long-term ozone response’.
For the other O, precursors their strongest
climate forcing does not come from increasing
O,, but from their effects on CH, or aerosols.
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Figure 3.14. Global mean pre-industrial to present-day RF by emitted species from AR4 and Shindell et al., 2009.
Numerical values next to each bar give total forcing summed over all the effects included in the calculations.
Aerosol indirect effects are not included, nor are interactions with ecosystems.
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Shindell ¢z al. (2009) found that although NO,
emissions produce O,, their climate impact is
a strong net cooling. It should be noted that
the aerosol impacts are particularly uncertain
and are only presented from one model.

The values presented so far have been for
globally and annually averaged emissions.
The forcing from O, precursors is expected to
vary significantly with season and with emis-
sion region (Naik ez al., 2005). Typically, NO.
emissions have less O, production efficiency
in high NO, (polluted) conditions, and higher
efficiency in low NO, (clean) conditions as
described above. The converse is true for CO
and VOGs. The impact on CH, lifetime is
strongest for O, precursor emissions in the
tropical boundary layer. The O, response is
largest for emissions at the time of highest
photochemical activity (in the summer).

The strict definition of a radiative forcing
1s the change in forcing between pre-indus-
trial conditions and a specified time hori-
zon. This is not therefore a measure of the
future impact of an increase or reduction in
emissions. The different O, forcings act on
different timescales. The direct O, response
and aerosol responses act rapidly (order of
weeks), the effects via CH, act on decadal
timescales, and effects via the carbon cycle
act on the timescale of the response of the
terrestrial ecosystems (typically a few de-
cades) (Collins et al., 2010).

3.6 Reference trends over the
coming decades

Due to variations in atmospheric conditions
that regulate many processes such as residence
times, background composition and available
sunlight, emissions from different locations
cause different amounts of radiative forcing
The timing of emissions can also affect the
impact of BC and tropospheric O,. This is
unlike the situation for CO,, which has such
a long lifetime that it becomes well mixed in
the atmosphere, so emissions from any loca-
tion are basically equivalent in their impacts.
As an example, the relative impact on global
mean radiative forcing of BC emissions from
different areas have been calculated in Ryp-

dal et al. (2009), and other results have been
summarized in Fuglestvedt ¢t al. (2010). The
studies generally show higher forcing per unit
emission for emissions from South Asia and
to a lesser extent South America, somewhat
higher values for emissions from Africa in
many models, and typically lesser values for
emissions from East Asia, Europe and North
America. Variations are roughly a factor of two
from highest to lowest. For SO,*, the response
to a change in emissions in North America was
roughly twice the magnitude of the response to
emissions from South and East Asia (Shindell
et al., 2008a), indicating that regional variations
again appear to be substantial. NO, emis-
sions generally have a larger effect on global
mean forcing when they are closer to the equa-
tor than further away, or at higher altitudes.
One study (Berntsen et al., 2005), for example,
showed that NO,, emissions from Asia had
substantially larger impacts on global mean
radiative forcing than emissions from Europe
(and opposing sign). This is due to higher
photolysis rates at lower latitudes leading to
more hydroxide (OH’) and, along with warmer
temperatures, greater CH, oxidation so that
the indirect CH, response is much larger at
lower latitudes. In another study (Derwent e
al., 2001), a threefold greater impact of NO,
emissions was found for the southern hemi-
sphere than the northern hemisphere. This is
probably because most southern hemisphere
emissions are at lower latitudes than northern
hemisphere emissions. For CH , and to a lesser
extent CO, the location of emissions is less im-
portant in determining the resulting forcing,

It is also important to realize that the forcing
due to a particular compound alone is often
not useful. For example, BC is produced by
incomplete combustion that nearly always
also produces OC, whose climate impact can
offset a portion of or even outweigh the ef-
fects of the BC. The exception is CH,, whose
sources are often distinct. Several studies have
examined the net impact of the full range of
pollutants emitted by particular activities (e.g.
Fuglestvedst et al., 2008; Shindell ez al., 2008c;
Unger et al., 2010). Such work has usually
examined the impact of all current emissions,
thus providing some indication of the impact
of efficiency improvements to reduce overall

Integrated Assessment of Black Carbon and Tropospheric Ozone



usage. Prior work has not, however, quantified
the impact of any plausible emissions chang-
es, as this requires detailed analysis of the po-
tential for emissions mitigation across regions
and across the activities that lead to emissions.
Hence the net impact of practical measures
that could be taken to reduce the emissions

of short-lived climate forcing agents during
the next decades has not been available to
policy makers.

To provide such information, new studies
were carried out in support of this Assess-
ment. The framework for these studies con-
sists of several parts:

1.Reference emission projections and emis-
sion mitigation options were created for all
climate forcing agents or precursors by ac-
tivity and region around the world.

2.Global atmospheric composition-climate
models (GISS-PUCCINI and ECHAMS5-
HAMMOYZ) incorporating those emissions
were used to calculate the resulting con-
centrations in the atmosphere, the climate
forcing, and the surface pollutant concen-
trations.

3.Impact analyses then looked at the con-
sequences of the climate and air quality
changes.

Results for the reference emission projections
are presented here for composition and forc-

ing, and in Chapter 4 for impacts. Results for
emissions mitigation scenarios are presented

in Chapter 5.

Changes in surface PM, . in 2030 under the
reference scenario relative to 2005 show
substantial decreases in concentrations over
North America, Europe and East Asia (Figure
3.15a). In contrast, concentrations increase
substantially over South Asia and parts of
Central Africa. The two models used in this
Assessment display spatial patterns of PM, |
changes in good agreement with one another
in the broad sense. There are differences in
the location of the maximum decrease over
Europe between the two models (North-

ern Europe in GISS, Southern Europe in

ECHAM) which may reflect the inclusion of
nitrate (NO,) aerosols in one model (GISS)
but not the other. There are also differences
in the magnitude of the reduction seen over
East Asia in the models, and to a lesser ex-
tent in the magnitude of the increase over
South Asia, with generally larger values in the
ECHAM model. The two models thus help
to characterize the range of uncertainty in
the physical processes leading from emission
changes to concentration changes.

The net radiative forcing at 2030 under the
reference scenario relative to 2005 (Figure
3.15b) results from multiple, sometimes com-
peting, effects. The broad spatial patterns of
forcing are quite similar in the two models,
with large positive forcings over North Ameri-
ca and Europe and negative values over South
Asia. In these regions, the forcing is predomi-
nantly driven by changes in SO,* aerosols,
which lead to strong positive forcing in eastern
North America and Western Europe and
strong negative forcing over South Asia (there
is also positive forcing over Europe, in particu-
lar from decreases in nitrate aerosols in the
GISS model). Hence these forcings are some-
thing of a mirror image of the PM, . changes.

Increases in BC over India are more than
offset by increased SO,* in both models.
Over East Asia, the models exhibit larger
differences, with a negative forcing in the
GISS model, where decreases in BC out-
weigh decreases in SO,* and other reflective
aerosols and increases in O, and CH , and
near neutral changes in the ECHAM model
where these balance more closely. In the GISS
model, the net forcing is the sum of offsetting
influences of positive forcing caused by in-
creased CH, (78 mW/m?) and O, (5 mW/m?)
and decreased SO,* (3 mW/m®) and weakly
negative forcing caused by increased OC

(-1 mW/m?) and NO, (-2 mW/m?) and de-
creased BC (-1 mW/m?) (all values are global
means). Radiative forcings in the ECHAM
model are similar, with positive forcings

from CH, (80 mW/m?*) and O, (3 mW/m?)
and a small net contribution from SO ,*
+BC+OC (6 mW/m?; the GISS model has

2 mW/m? for this sum). Hence CH, is the
largest component, with forcing from changes

Chapter 3. Atmospheric processes, tropospheric ozone and black carbon concentrations, deposition and radiative forcing
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Figure 3.15a. Change in annual average PM, , (ug/m?),
2030 reference change relative to 2005.

in O, and aerosols less than 10 per cent of the
magnitude of the CH, forcing.

Changes in the deposition of BC at 2030
under the reference scenario relative to 2005
show patterns similar to those for surface
PM, , (Figure 3.16). In percentage terms, the
largest decreases are seen over Europe and the
Arctic in both models (25 to 50 per cent) while
large increases are seen over South Asia and
into the Tibetan Plateau (10 to 30 per cent).
Again, the two models are generally consistent
in the spatial pattern and magnitudes of BC
deposition changes.

Atmospheric forcing, the difference between
TOA or tropopause forcing and forcing at the
surface, also shows strong regional patterns.
Under the reference scenario, atmospheric
forcing increases dramatically over South Asia
and mildly over Africa, while decreasing over
North America, Europe and East Asia in both
models (Figure 3.17).
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Figure 3.15b. Radiative forcing (W/m?) due to CH,,
0,, and the direct effects of aerosols, 2030 reference
change relative to 2005. Values are instantaneous at
the tropopause (GISS) or TOA (ECHAM).
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Appendix 3.A

3.A.1 Models used in this Assessment

Full three-dimensional modelling of pro-
cesses going from emissions to concentra-
tions and radiative forcing was carried out
with two state-of-the-art composition-climate
models. These models, one developed in
Europe and one in the United States, have

a long history of use in assessments such as
those undertaken by the IPCC or national/
regional bodies.

The GISS model for Physical Understand-
ing of Composition-Climate INteractions
and Impacts (GISS-PUCCINI) incorporates
gas-phase (Shindell et al., 2006), SO, (Koch
et al., 2006), BC (Koch and Hansen, 2005),
NO, (Bauer et al., 2007) and secondary or-
ganic aerosol (Tsigaridis and Kanakidou,
2007) chemistry within the GISS ModelE
general circulation model (Schmidt ¢t al.,
2006). The chemistry scheme is quite similar

GISS rpodel B

M

ECHAM model l
L L
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Figure 3.17. Change in atmospheric forcing (TOA-
surface forcing) due to aerosols, 2030 reference
change relative to 2005.

to that documented previously, with the most
notable additions being that acetone has been
added to the hydrocarbons included in the
model and a reaction pathway for HO, + NO
to yield HNO, has been added (Butkovskaya
et al., 2007). The scheme now includes 156
chemical reactions among 50 species. Evalu-
ations of the present-day composition in the
model against observations are generally quite
reasonable (as documented in the references
given above as well as in, for example, Koch et
al., 2009a and Aghedo ¢t al., 2011. The AOD
and radiative forcing per unit burden change
in this model have been discussed and com-
pared with other models and available satellite
observations previously (Shindell ez al., 2008a
and b; Schulz et al., 2006; Koch et al., 2009a),
with some additional evaluation for the cur-
rent configuration in this Appendix.

For these simulations, the development ver-
sion of the model near its ‘frozen’ state for
IPPC’s Fifth Assessment Report (AR5) simula-
tions have been used. The model has a hori-
zontal resolution of 2° latitude by 2.5° lon-
gitude, with increased effective resolution for

Chapter 3. Atmospheric processes, tropospheric ozone and black carbon concentrations, deposition and radiative forcing .



80

tracers due to carrying higher order moments
at each grid box. This configuration had 40
vertical hybrid sigma layers from the surface
to 0.1 hectopascal (hPa). Tracer transport uses
a non-diffusive quadratic upstream scheme
(Prather, 1986). Prescribed ocean simulations
were performed using observed 2000-era sea-
surface temperatures (Rayner ez al., 2003),
with most runs extended for 20 years.

ECHAM5-HAMMOVZ is a fully coupled pho-
tochemistry-aerosol-climate model, composed
of the general circulation model (GCM)
ECHAMD, the tropospheric chemistry mod-
ule MOZ, and the aerosol module HAM. The
ECHAMS-HAMMOZ model is described in
detail in Pozzoli et al. (2008a). ECHAMS is a
GCM developed at the Max Planck Institute
for Meteorology (Roeckner ¢t al., 2003 and
2006; Hagemann et al., 2006). In this study, a
T42 resolution was used, corresponding to an
Eulerian resolution of ca. 2.8° x 2.8° degrees,
with 31 vertical levels from the surface up to
10 hPa and a time resolution for dynamics
and chemistry of 20 minutes. The transport
scheme is from Lin and Rood (1996). The
radiative transfer calculation considers verti-
cal profiles of the greenhouse gases (e.g., CO,,
O,, CH,) and aerosols, as well as the cloud
water and ice.

The chemical scheme has been adopted from
the MOZART-2 model (Horowitz ¢t al., 2003),
and includes 63 transported tracers and 168
reactions to represent the NO_-HO -hydro-
carbons chemistry. The sulphur chemistry
described by Feichter ¢t al. (1996) includes oxi-
dation of SO, by OH" and dimethyl sulphide
(DMS) oxidation by OH" and NO,". The aero-
sols are described by log-normal modes and
are composed of SO,*, OC and BC, mineral
dust and sea salt (Vignati et al. 2004; Stier e
al., 2005). The biogenic monoterpene (C, H, )
emissions of Guenther ez al. (1995) are scaled
by the factor 0.15 to estimate the production
of secondary organic aerosol (SOA) from bio-
genic sources following Dentener ¢t al. (2006).
SOA is then injected into the atmosphere as
primary organic aerosol.

The models have been extensively evaluated
in previous studies (Stier ¢f al., 2005; Pozzoli

et al., 2008a and b; Isaksen et al., 2009) with
comparisons to several measurements and to
other model results. The large-scale meteorol-
ogy 1s constrained to the year 2000, nudging
the temperature, surface pressure, vorticity
and divergence to the ECMWTF (European
Centre for Medium Weather Forecast) ERA40
reanalysis data.

3.A.2 Model simulations of present-
day conditions

Many aspects of the models have been com-
pared with observations in prior studies. Of
primary interest here are those factors that
contribute substantially to concentration

and radiative forcing. For GH,, one of the
key metrics for evaluation is constraints on
the CH, residence time in the atmosphere
provided by measurements of the lifetime of
methyl chloroform. These indirect constraints
lead to a best estimate of the CH, chemical
lifetime of 9.6 years (range 6.5 to 13.8) (Prath-
er el al., 2001). The respective values for the
GISS and ECHAM models are 10.2 (8.9 total
residence time) and 12.3 (10.4 total) years.
Ozone is generally simulated reasonably well
in both models (e.g. Stevenson et al., 2000).

For aerosols, one of the best-observed quanti-
ties relevant to radiative forcing is total AOD.
Figure 3.A.1 shows an example of the AOD
in both models compared with observations
from two satellite instruments. The two mod-
els reproduce many patterns of the satellite
AOD: plumes from Asia into the Pacific or
from Northern Africa into the Atlantic, the
gradients over North America and Europe. In
a quantitative sense, ECHAM underestimates
AOD over Africa and overestimates over the
ocean accordingly to direct measurements
(Multi-angle Imaging Spectro Radiometer
(MISR)) Lower AODs over land from both
models are found over the Middle East and
in northern South America. The discrepancy
over North Africa and the Middle East from
ECHAM is most likely caused by dust AOD
underestimation.

The global mean AOD values for GISS and
ECHAM are 0.12 and 0.15, respectively.
These agree quite well with estimates from

Integrated Assessment of Black Carbon and Tropospheric Ozone



Figure 3.A.1. Annual average clear-sky AOD at 550 nm in the models and in satellite observations. Model results
are shown for GISS (upper left) and ECHAM (upper right) for average 2005 conditions, while measurements are from
the MISR (lower left) and MODIS (lower right) instruments for 2004-2006. The ECHAM model includes contributions
from SO,*, BC, OC, sea salt and mineral dust. The GISS model includes those as well as NO,” and other secondary
organic aerosols.

Table 3.A.1. Average ratio of model to retrieved AERONET and OMI clear-sky AAOD at 550 nm within regions
for the average of 14 AeroCom models and the two models used in this Assessment. Number of measurement
sites is given for AERONET. Regions defined as North America (130W to 70W; 20N to 55N), Europe (15W to
45E; 30N to 70N), East Asia (100E to 160E; 30N to 70N), South America (85W to 40W; 34S to 2S), southern
hemisphere Africa (20W to 45E; 34S to 2S), South and Southeast Asia (60E to 110E; 10N to 30N) and northern
hemisphere Afrrica (20W to 60E; 0 to 30N). AeroCom results and the older results (marked 09) are from the
analysis of Koch et al. (2009a).

AeroCom | GISS (09) MPIHAM GISS (this | ECHAM-

(09) study) HAMMOZ
[ECHAM] (this study)

AER, North America #44 0.86 1.00 0.39 0.67 0.46

AER, Europe #41 0.81 0.83 0.21 0.67 0.28

AER, East Asia #11 0.67 0.49 0.29 0.50 0.31

AER, South America #7 0.68 0.59 0.43 0.55 0.53

AER, Southern hemisphere Africa #5 0.53 0.35 0.35 0.39 0.61

AER, South and Southeast Asia #4 NA NA NA 0.43 0.47

AER, Northern hemisphere Africa #15 NA NA NA 1.22 0.45

OMI, North America 0.52 0.73 0.21 0.70 0.49

OMI, Europe 1.60 1.40 0.29 0.91 0.41

OMI, East Asia 0.71 0.74 0.32 0.85 0.34

OMI, South America 0.35 0.29 0.22 0.45 0.48

OMI, Southern hemisphere Africa 0.47 0.40 0.35 0.92 1.25

OMLI, South and Southeast Asia NA NA NA 0.85 1.07

OMI, Northern hemisphere Africa NA NA NA 1.06 0.69

The AERONET data are for 1996 to 2006, v2 level 2, annual averages for each year were used if more than
eight months were present, and monthly averages for more than 10 days of measurements. The values at
550 nm were determined using the 0.44 and 0.87 pm Angstrom parameters. The OMI retrieval is based on
OMAERUVd.003 daily products from 2005 to 2007 that were obtained through and averaged using GIOVANNI
(Acker and Leptoukh, 2007).
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AERONET surface observations of 0.135 and
from a composite of multiple satellite datasets
of 0.151 (Kinne et al., 2006) given the uncer-
tainties in those datasets (i.e. limited coverage
of AERONET, variations between different
satellite measurements).

Of particular interest for measures emphasiz-
ing BC is the AAOD. Observations are much
more limited and typically relatively unreli-
able in comparison with those for AOD as
AAQOD. Ground-based measurements are
generally more accurate than satellite data,
but are of course more limited in spatial cov-
erage. This Assessment campares them with
measurements from the AERONET network
of ground-based aerosol Lidars (light detec-
tion and ranging) and from the OMI instru-
ment on the NASA Aura satellite.

In comparison with AERONET, the GISS
model shows a low bias virtually everywhere,
by 30 to 60 per cent, the exception being
North Africa/Middle East, where mineral
dust dominates the AAOD. The ECHAM
model shows low biases as well, with espe-
cially low values for Northern mid-latitude
areas (North America, Europe, East Asia).
The GISS model shows better agreement
with OMI satellite observations than with
AERONET, with a bias of 15 per cent or less
over most regions, except North America with
a 30 per cent low bias and South America
with a 55 per cent low bias. ECHAM is also
closer to OMI than AERONET, but still sub-
stantially too low over Northern mid-latitude
areas. ECHAM also shows a large low bias
(52 per cent) over South America, similar to
GISS. This suggests that emissions from bio-
mass burning, a dominant emission source

in that region, may be underestimated in the
inventory used in the modelling. For southern
hemisphere Africa, the GISS AAOD is only
about 40 per cent of that seen in AERONET,
while ECHAM has about 60 per cent of the
AERONET AAOD, again suggesting that
biomass-burning emissions are too low. Con-
sistent with this, a recent detailed emissions
inventory analysis concluded that biomass-
burning emissions in Africa are roughly a
factor of 2.4 higher than those in the GFED
inventory used in the models (Liousse ¢t al.,

2010). The two models differ most strongly
over northern hemisphere Africa, where the
ECHAM model’s AAOD is too low. This
result is at least partially due to the ECHAM
model not including the super-coarse mode of
mineral dust aerosols.

Differences between the AAOD observa-
tional datasets are substantial as well. For ex-
ample, this version of the GISS model shows
a much larger underestimate for Europe with
respect to AERONET than the previous ver-
sion (33 per cent versus 17 per cent), but a
substantial improvement in the comparison
with the OMI measurements over Europe

(9 per cent underestimate versus 40 per cent
overestimate). The improvement is also pres-
ent for ECHAM-HAMMOZ in comparison
to the version of the model containing only
the aerosol scheme HAM. Issues include
cloud-screening, spatial sampling and limited
geographic coverage for AERONET. The
comparison over South and Southeast Asia,
for example, suggests a large low bias in the
model with respect to AERONET. There are
only four AERONET stations in that region,
however, and comparison with the satel-

lite data — with nearly complete coverage in
that area, shows only a small low bias in the
model (15 per cent).

As discussed in the main body of the Assess-
ment, atmospheric forcing is highly relevant
to driving changes in atmospheric circulation
and in precipitation. Figure 3.A.3 shows the
present-day atmospheric forcing (tropopause-
surface forcing) due to BC in the GISS model,
for comparison with published estimates de-
rived from observations.
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000 0.0 o0 003 004 Moo Figure 3.A.3. Annual average atmospheric forcing (tropopause-
surface) in the GISS model due to BC (top) and due to all absorbing

Figure 3.A.2. Annual average clear-sky AAOD at 550 nm aerosols (bottom). Note difference in scales.

in the GISS model 2005 run (top), retrieved from the
OMI satellite instrument for 2005-2007 (centre), and in
the ECHAM model 2005 run (bottom). White areas in
the satellite retrieval indicate no data.
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Key findings

The equilibrium warming that would
result from changes in burdens of
black carbon (BC) and tropospheric
ozone (O,) from pre-industrial to 2005
is estimated at 0.0 to 0.8°C for BC and
0.1 to 0.4°C for O, as a global average,
with larger contributions in the north-
ern hemisphere mid-latitudes. For
comparison, the equilibrium warming
for the observed increase in carbon di-
oxide (CO,) over the same time period
is about 1.3°C. These estimated val-
ues of warming use the central value
of climate sensitivity in the Fourth
Assessment Report of the Intergov-
ernmental Panel on Climate Change
(AR4). Warming due to BC and O, may
be greatest in the Arctic.

There are strong regional variations in
both concentrations and the climatic
influence of BC and O, and such varia-
tions can lead to substantial regional
climate impacts. The warming effect of
these pollutants is greater in the northern
hemisphere mid-latitudes. This asymmetry
may affect tropical rainfall patterns. Large
regional heating of the atmosphere caused
by absorbing particles can also affect regional
circulation patterns such as the Asian Mon-
soon. This may also have direct consequences
for infrastructure as changes in precipitation
can cause flooding, affecting human health,
agriculture and forestry. The warming effect is
larger in elevated regions such as the Himala-
yas, Tibet and other heavily glaciated regions.
In part this is due to atmospheric heating
from solar absorption by BC, and in part due
to deposited BC darkening snow and ice sur-
faces, increasing their absorption of sunlight
and leading to melting of snow and ice with
subsequent effects on water supplies.
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In the reference scenario, temperature
changes occurring between 2010 and
2030 vary quite substantially between
regions. The lowest increases of 0.5°C
(0.3-0.7) occur in the southern hemi-
sphere extratropics, whilst the largest
increases of 0.7°C (0.5-1.1) occur in
the Arctic. In both cases these changes
are driven predominantly by historic
and future changes in CO,,. In contrast
to the large impact of CO,, the compensat-
ing warming and cooling impacts of changes
in short-lived climate forcers (SLCF's) and
methane (CH,) over the next 20 years under
the reference scenario only lead to a small
net impact of additional warming of less
than 0.1°C globally; reductions in SLCFs,
including BC emissions from North America
and Europe, reduce the Arctic warming by
about 5 per cent. Hence current policies are

unlikely to produce substantial climate ben-
efits via SLCF's.

Because of their high reflectance,
snow and ice-covered regions ex-
posed to sunlight are uniquely prone
to large positive radiative forcing by
BC which resides both within the at-
mosphere and the near-surface snow
and ice. Essentially, any mixture of BC
and co-emitted particulate matter (PM)
exerts positive radiative forcing over pure
snow. Furthermore, these regions are sensi-

tive to radiative perturbations through snow
and ice-albedo feedback.

Mid- and high-latitude BC very prob-
ably induces a net warming effect in
the Arctic. This is caused by the darkening
of snow and ice, atmospheric heating and
increased cloud emissivity, but uncertainty
persists in the impacts of indirect cloud effects
and changes in meridional energy transport,
both of which may reduce the equilibrium
warming. Measurements indicate that BG
amounts in the western Arctic near-surface at-
mosphere and snowpack have declined during
the last two decades. Arctic forcing by SLCF's
must, however, be considered in combination
with long-lived greenhouse gas forcing. The
incremental addition of forcing by short-lived
agents is likely to induce a greater response

in an Arctic environment with greater spatial
and temporal coverage of area near the melt-
ing temperature.

Glaciers and seasonal snowpacks in
the Himalaya, Tibetan Plateau, Hindu
Kush and Karakoram region provide
water to a large number of people and
are proximal to, though not always
downwind of, large BC sources in
South and East Asia. Cryosphere vulner-
ability in this region is enhanced because of
large surface insolation owing to low latitude,
high altitude, and low vegetation cover. A
small body of peer-reviewed literature sug-
gests that BC is driving significant warming
and melt in this region.

In the reference scenario, changes in
outdoor concentrations of fine par-
ticulate matter (PM, ;) and O, in 2030
relative to 2005 have substantial ef-
fects on air pollution-related mortality.
Expected particle controls in North America
and Europe are estimated to avoid 0.1 and
0.8 million annual deaths and in East Asia,
Southeast Asia and the Pacific to avoid 0.1-
1.1 million annual deaths. However, projected
rapid emissions growth in South, West and
Central Asia increases annual mortality by an
estimated 0.1-1.8 million deaths. Globally, the
reduction in premature deaths associated with
PM, . exposure is valued at US$1.7 trillion. In
contrast, deaths associated with O, exposure
increase and are valued at US$400 billion.

Reducing emissions from indoor
cooking will produce direct health
benefits to the approximately 50

per cent of the world’s population
that depend on solid fuel. These emis-
sions are currently estimated to produce
1.6 million premature deaths (in 2000)
from respiratory diseases alone, though
this estimate 1s subject to large (and to date
unquantified) uncertainties.
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In the reference scenario, changes in
O, in 2030 relative to 2005 have sub-
stantial regional impacts on the annual
agricultural productivity of four staple
crops, decreasing production by 7-120
million tonnes across Asia, with associ-
ated economic losses of US$1-20 bil-
Lion. Conversely, improvements in air quality
in North America and Europe see improve-
ments in crop yield leading to production and
economic gains of 11 to 96 million tonnes
and US$1 to 11 billion, respectively. Ozone is
also likely to affect the productivity of forests,
grasslands and other semi-natural ecosystems,
with implications for a number of important
ecosystem services.

Limited evidence suggests that crop
yields will be significantly affected by
changes in regional climate that are
likely to be enhanced in areas with
high BC and O, pollution. Surface warm-
ing due to O, acting as a greenhouse gas

and BC will affect temperatures, cloudiness,
rainfall amounts and patterns, and river flow,
the latter through BC impacts on glacier
melting and evaporation; all of these factors
will impact agricultural production. Addition-
ally, changes in the amount and quality of
photosynthetically active radiation caused by
BC and aerosols may also affect crop yields.
However, quantified attribution of these ef-
fects to regional burdens of O, and BC is not
yet possible.

Changes in global ecosystem net
primary productivity caused by an
increase in O, damage will have a sub-
stantial impact on carbon sequestra-
tion in ecosystems and hence on radia-
tive forcing. A global modelling study has
shown that reduction in carbon sequestration
caused by O, impacts on vegetation could
double the effective radiative forcing attribut-
able to tropospheric O, under a future 2100
SRES A2 scenario.

4.1 Introduction

This chapter focuses on the current knowl-
edge of the links between emissions, deposi-
tion and the impacts of black carbon (BC)
and tropospheric ozone (O,) and its precur-
sors that affect both air quality and climate,
highlighting these relationships where the
mechanisms are sufficiently understood to
underpin policy development. This chapter
also uses modelling approaches unique to

this Assessment (see Chapter 1 and Appen-
dix A.4), to assess the impacts that are likely
to develop under the reference scenario pro-
jections of emission changes from 2005 to
2030 described in Chapter 2, and associated
atmospheric concentration and deposition es-
timates developed in Chapter 3. Black carbon
and O, affect global and regional climate and
have important regional impacts on tempera-
ture and precipitation, in particular on the
Arctic and other heavily glaciated regions of
the world. Black carbon and O, also affect the
health, food, water and economic security of
large populations, both indirectly through the
effects of climate change and directly through
their impacts on human health, agriculture
and ecosystems.

All the results of this Assessment’s modelling
study are presented within the context of
published literature describing the influence
of O,and BC on radiative forcing, climate,
human health and ecosystems; both published
observational data and modelling studies are
included in this context setting. Black carbon
is often discussed in combination with other
aerosols or particulate matter (PM), especially
for the assessment of health effects. This is
due to difficulties in distinguishing impacts as-
sociated only with the BC fraction of PM; the
text clearly indicates where assumptions are
made in this regard. The focus is on impacts
assoclated with radiative forcing and subse-
quent changes to global, regional and local
climate; and on human health and agricul-
ture. Within this Assessment we also provide
qualitative discussion of BC and O, impacts
that cannot be adequately represented by cur-
rent modelling approaches due to large uncer-
tainties in physical processes. Specifically these

Integrated Assessment of Black Carbon and Tropospheric Ozone



include processes describing perturbations to
precipitation and cloud cover as well as im-
pacts on human health and agriculture associ-
ated with changes in temperature and precipi-
tation. These effects are often concentrated in
regions where climate sensitivity, population
vulnerability and agricultural importance
make the magnitude of the impacts large.

Estimating uncertainty

It is important to be clear which aspects of
uncertainty are addressed in this chapter. Un-
certainties in defining the global and regional
temperature responses are quantified by rang-
es in radiative forcing estimates derived from
the GISS-PUCCINI and ECHAM-HAM-
MOZ models as well as from radiative forcing
ranges described in the published literature.
The health and agricultural impact assess-
ment uncertainties are calculated based only
on the stochastic uncertainties associated with
the dose-response functions used to estimate
either mortality for human health or yield loss
for crops. As such, these impact assessments
do not deal with uncertainties in emissions

or estimates of atmospheric concentrations
of pollutant species. For the health effects
and economic valuation, the variance of the
estimates (1.e. the slopes of the concentration-
response function (CRF) and the value of risk
reduction) have been used, and combined to
calculate a confidence interval around our
central estimates. This gives the uncertainty
assocliated with these parameters. A similar
approach was used to estimate uncertainty in
crop yields. Further details of the uncertainty
estimates for the entire Assessment are provid-
ed in Chapter 1, and those specific to the im-
pacts considered in this Chapter are provided
in the Appendix A.4.

4.2 Impacts on the
climatic system

The concentrations of BC and O, and its pre-
cursors have various impacts on the climatic
system. These are caused by changes in radia-
tive forcing (see Chapters 1 and 3) affecting
global temperatures and also regional effects
such as changes in storminess, heat waves and
other extreme events and the impact of BC
particles on cloud formation and rainfall pat-

terns. By reducing the solar flux reaching the
surface, acrosols including BC can directly af-
fect surface evaporation and hence runoff’ and
river flows. Direct and indirect effects of O,
and aerosols on vegetation can also affect at-
mosphere-surface interactions such as evapo-
transpiration, CO, uptake and albedo. The
focus in this section will be on the changes in
surface temperature and precipitation, since
these have been the subject of most research.

4.2.1 Impact on global temperatures

As discussed in Chapter 1, radiative forcing

is a measure of the net change in the Earth’s
energy balance with space (i.e. incoming ra-
diation from the sun minus outgoing radiation
from the Earth). Ozone, its precursors, espe-
cially methane (CH,), and BC all cause radia-
tive forcing, and hence the Earth’s tempera-
ture will respond until the outgoing radiation
matches the incoming solar flux. In addition
to increasing the radiative forcing at the top
of atmosphere (TOA), BC redistributes the
solar energy between the atmosphere and the
surface, causing a large solar heating of the
atmosphere and a correspondingly large solar
dimming at the surface.

Annual average global mean temperature
change is often discussed in the scientific
literature and in the formulation of policy
goals. Its long-term equilibrium response to
a given radiative forcing can often be esti-
mated reasonably well using the global mean
radiative forcing imposed on the planet and
knowledge of the climate sensitivity to such
forcing. Climate sensitivity describes how
much the temperature changes per unit of
radiative forcing, given adequate time for
the climate to fully adjust, and has been
estimated from paleoclimate observations,
modern instrumental data and models to
likely be within the range of 0.5 to 1.2°C per
W/m? radiative forcing from CO, (Hegerl et
al., 2007; IPCC, 2007). However, the climate
impact of radiative forcing due to BC has
been shown to vary substantially depending
on the altitude at which the BG is located
(Podgorny and Ramanathan, 2001; Hansen
et al., 2005; Cook and Highwood, 2004). In

general, for some forcing agents that are not

Chapter 4. Impacts of black carbon and tropospheric ozone

93



94

Box 4.1: Metrics of climate impacts

Radiative forcing: a measure of the net change in the energy balance of the Earth with space, that
is, the change in net radiation (i.e., incoming solar radiation minus outgoing terrestrial radiation)
at the tropopause. At the global scale, the annual average radiative forcing at the top of the atmo-
sphere (TOA), or tropopause, is generally a good indicator of global mean temperature change —
though for BC in particular, forcing corresponds less closely to temperature change than for other
agents (see also Chapter 1).

Climate sensitivity: a measure of the responsiveness of equilibrated global mean surface tem-
perature to a change in radiative forcing equivalent to a doubling of the atmospheric CO, con-
centration. Climate sensitivity is hard to quantify since it needs to incorporate various couplings,
feedbacks (particularly those related to clouds, sea ice and water vapour) and interactions that
occur within the climate system in response to any changes within the system. Paleoclimate data
provide useful constraints to quantify this term.

Temperature response: an estimate of temperature response to radiative forcing based on obser-
vational and modelling constraints on climate sensitivity. Peer-reviewed literature has established
methods for simple estimates at the global scale and over large latitude bands, but not at more
localized scales without the use of computationally expensive climate models.

Efficacy: a measure of how effective a forcing species is at causing a temperature response. It is
defined as the ratio of the equilibrium temperature response from a 1 W/m? increase in forcing
due to the species to that of a 1 W/m? forcing from CO,,.

Atmospheric forcing: the difference in the radiative forcing at the TOA and at the the Earth’s sur-
face, representing heat absorbed in the lower atmosphere. Gradients in heating from one place to
another drive winds, and so regional differences in atmospheric forcing are closely connected to
changes in regional circulation and precipitation.

homogenously distributed (e.g. O, and BC),
the equilibrated temperature rise from a
sustained 1 W/m? forcing can differ substan-
tially from that due to a sustained 1 W/m?
forcing from CO,. The ratio of the responses
is termed the efficacy of a species (Forster e/
al., 2007). A value for the global mean equi-
librium temperature change due to aerosol
or O, forcing can be obtained by multiplying
the radiative forcing by the climate sensitivity
and the efficacy. The time scales for the cli-
mate to respond are determined by the rate
of heat uptake of the oceans, which can take
centuries. Over shorter periods the climate
system will not be in equilibrium, and the
temperature response will depend on the his-
tory of the radiative forcing. However, much
of the reason the response to BC differs from
the response to GO, is due to the semi-direct
effect of BC on clouds. This effect is already
incorporated into our forcing estimates. For
O,, the efficacy is subject to large uncertain-

ty, even as to whether it is larger or smaller
than that of CO,. Therefore, in this Assess-
ment we assume that both O, and aerosols
will produce the same temperature response
per W/m? of forcing (including semi-direct
components) as CO,,.

Using the BC forcing numbers from Section
3.3 (0.0 to 1.0 W/m?) would imply an equi-
librium warming comparing present day and
pre-industrial concentrations of 0.0 to 0.8°C.
Similarly, the equilibrium warming from

O, (forcing 0.3£0.15 W/m? would be 0.1

to 0.4°C due to changes since pre-industrial
times. The O, warming can be attributed to
its precursor emissions. Applying a similar
process to the O, precursor forcings from
Figure 3.14 in Section 3.5 leads to an equi-
librium warming of 0.1 to 0.3°C due to the
O, change from methane (CH,) (0.5 to 1.2°C
total from CH, emissions), and much smaller
contributions from the other O, precursors.
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All responses will be somewhat less due to the
extent that the climate system has not fully
adjusted to the forcings (i.e. the ocean can
take decades to centuries to equilibrate with
forcings), though as the global mean levels of
several of these compounds appears to have
levelled off during recent decades, unlike
CO,, a substantial portion of the adjustment
has already taken place. Hence the global
temperature response to current concentra-
tions of BC and O, is likely to be much nearer
to equilibrium than the response to CO,,.

Other methods of estimating the impact on
global temperatures include detection and
attribution studies and analyses of histori-

cal temperature patterns against the spatial
responses induced by aerosols. For BC, most
studies find fairly consistent results. Jones et al.
(2010) detect a global BC signal that accounts
for a global warming of about 0.2+0.1°C
from 1950 to 1999 (covering roughly half the
emissions increase since pre-industrial times).
Nagashima et al. (2006) also detect the influ-
ence of carbonaceous aerosols in their statisti-
cal analysis of historical temperatures, though
they examine the sum of BC + organic car-
bon (OC). Shindell and Faluvegi (2009), using
the regional patterns in observations and the
regional responses to aerosol forcing, find a
global impact of BC of ~0.35%£0.25°C dur-
ing the 20" century. Modelling studies using
coupled ocean models in long integrations
suggest a change in global mean surface tem-
perature of 0.1 to 0.4°C resulting from cur-
rent BC levels, depending on whether the BC
is assumed to mix with other types of aerosol
or not (Wang, 2004; Chung and Seinfeld,
2005). Jacobson’s (2010) model, however, finds
that just fossil fuel BC and OC contribute 0.3
to 0.5°C, while BC+OC from both fossil fuel
and residential biomass combustion (cooking
and home heating) contribute 0.4 to 0.7°C.
The higher temperature response in this study
is partially due to the treatment of absorp-
tion by BC inclusions in cloud drops and
interstitially between cloud drops, which had
large effects but were either not included in
other studies or had a much smaller influence.
Hence observational detection and attribu-
tion techniques seem to provide a tighter con-
straint on the climate effect of BC than the

forward modelling (modelling from emissions
to atmospheric concentrations to climate im-
pacts using basic physical equations) described
in the previous paragraph. In particular they
exclude both zero and the higher estimates of
the uncertainty range.

It is much more difficult to detect an O,
contribution to the global temperature rise
because the pattern of the O, temperature
response is much more homogeneous than
for BC. Shindell and Faluvegi (2009) have
attributed an O, contribution to the Arctic
temperature rise, while Shindell ¢t al. (2006)
report results from a general circulation
model (GCM) showing a contribution to 20™
century global warming of just over 0.1°C,
at the low end of the estimates above as
would be expected for a transient rather than
equilibrium result.

The climate responses to inhomogeneous
forcings will depend on where the forcings

are located. The dependence holds even for
global mean temperature responses. Studies
find an enhancement of around 45 per cent
in the global mean temperature response to
extra-tropical forcings relative to tropical ones,
and 75 per cent enhancement for northern
hemisphere forcing compared to southern
hemisphere forcing (Shindell and Faluvegi,
2009; Hansen et al., 1997). This reflects the
influence of strong climate feedbacks, par-
ticularly snow and ice albedo feedbacks in the
higher latitudes, and the greater land area in
the northern hemisphere. The temperature
change, and hence the efficacy, could be fur-
ther enhanced when the snow albedo effect of
BC is considered (Flanner et al., 2009).

For climate purposes, the effectiveness of dif-
ferent mitigation strategies depends on the
time scale under discussion. Ozone and BC
have much shorter lifetimes (typically weeks)
than CO,, which persists for over a century.
Consequently the impacts of reductions in
emissions of short-lived species will be felt
more quickly than reductions of CO, emis-
sions (see Chapter 1). However, changes in
CO, emissions lead to a long-term cumulative
change in concentrations that will ultimately
dominate the climate forcing. For the purposes

Chapter 4. Impacts of black carbon and tropospheric ozone
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of this Assessment it is necessary to define

the most appropriate metric to identify the
most beneficial BC and O, precursor mitiga-
tion measures. Two metrics commonly used
to compare the future impacts of climate
forcing agents at different time scales are the
global warming potential (GWP) and the
global temperature-change potential (G'TP).
The GWP is the ratio of the radiative forc-
ing produced by emitting 1 kg of the species
integrated over the time period considered, to
that of emitting 1 kg of CO,. The GTP is the
ratio of the temperature change at the end of
the period considered caused by emitting 1 kg
of the species at the end of the period consid-
ered compared to that caused by emitting 1
kg of CO,. The GTP can therefore be used to
predict future temperature changes from the
emission of a species. There is substantial un-
certainty in the values provided by these met-
rics, which is partly related to the uncertainty
in the radiative forcings of the individual
compounds (see Chapter 3 for a discussion

on the uncertainties for BC radiative forcing).
Bond and Sun (2005) quote 20- and 100-year
GWPs for BC of 690 to 4 700 and 210 to

1 500 respectively. Jacobson (2010) calculates
a different metric, surface temperature re-
sponse per unit continuous emissions (STRE)
which for BC has 20- and 100-years values of
1 230 to 1 960 and 790 to 1 250 respectively
(having converted the STRE, reported relative
to tonnes of carbon (C) rather than tonnes of
CO,, which must therefore be multiplied by
12/44 to obtain the STRE relative to CO, for
appropriate comparison with GWP). Boucher

and Reddy (2008) find that for BC the GTPs
at 20 and 100 years are reduced compared to
the GWPs by factors of 3.5 and 7 since most
of the temperature change occurs at the be-
ginning of the period, although these factors
are expected to be strongly dependent on the
time scales for temperature response in the
climate system. There is substantial controver-
sy about the applicability of these metrics to
very short-lived substances which is discussed
further in Chapter 5.

It is not possible to calculate GWPs or G'TPs
for O, since it is not emitted directly. Instead
these metrics can be calculated for emissions
of O, precursor species. These species often
have an impact on radiative forcing agents
other than O, and their climate metrics need
to take these into account (e.g. Collins et al.,

2002; Shindell et al., 2009 ).

The 100-year GWP metric was chosen as the
selection criterion for the measures investi-
gated in this Assessment (see Chapter 5); their
mean values and associated range of uncer-
tainty are described in Table 4.1. As CO,
emissions were largely unaffected, and hence
all compounds were comparatively short-lived,
using another time horizon such as 20 or 50
years would have little impact as all GWP val-
ues would change similarly.

Short-lived species may also induce longer-
term climate changes through impacts on

the carbon cycle. Collins ¢t al. (2010) found
that the ground-level O, formed from NO,

Table 4.1. Contribution to long-term climate objective (GWP100) chosen as selection criterion for measures

based on literature ranges of GWP100.

Mean value Reference Range Reference
co, 1 IPCC (2007)
CH, 25 IPCC (2007) 16-34 IPCC (2007)
co 1.9 IPCC (2007) 1-3 Range from AR3,
cited in IPCC (2007)
VOC 3.4 IPCC (2007) 2-7 IPCC (2007)
BC 680 Bond and Sun 210-1 500 Bond and Sun
(2005) (2005)
SO, -40 Fuglestvedt et al. -24--56 Schulz et al. (2006)
(2009)
(o] o -69 Schulz et al. (2006) | -25--129 Bond et al. (2011)
NO, ~0

Note: The GWPs for CO and CH, include the indirect effects of O,.
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emissions damaged plants sufficiently for the
reduction in CO, uptake to compensate in
global temperature change terms for the CH,
destroyed by the NO,. Mercado et al. (2009),
however, suggest that aerosols contribute an
additional climate cooling by increasing the
efficiency of vegetation photosynthesis, thus
removing CO, from the atmosphere (see also
Section 4.5.4). A better understanding of
these processes is crucial to inform the net di-
rection of the effect on warming;

The importance of near-term climate mitiga-
tion becomes more significant when trying to
reduce not just the magnitude, but also the rate
of climate change, which is expected to peak in

the next few decades (Raes and Seinfeld, 2009).

The peak in the rate of climate change is due
to the reduction of climate cooling pollutants
(such as sulphate — SO, *) that are being con-
trolled directly or indirectly through air quality

4 -

Reference

e Global

e SH extratropics

e Tropics

e NH mid-latitudes
Arctic

Temperature change (°C)
N

improvement measures. In order to counteract
this short-term issue, policy measures would
need to focus on controlling the short-lived
warming species BC, O, and CH,.

Future projections of the forcing from the
changes in O,, BC and other aerosols ac-
cording to the 2030 reference scenario were
discussed in Section 3.5. The temperature
response to those changes, as well as to past
and projected future CO, emissions, has
been calculated through 2070 using global
and regional temperature potentials (Shine
et al., 2005; Shindell and Faluvegi, 2010; see
Appendix A.4). The results in Figure 4.1
show that under the reference scenario emis-
sions, the Earth is projected to continue the
rapid warming of the past several decades,
with global mean temperatures rising anoth-
er 1.9°C over the next 60 years. Most of this
rise is due to GO, emissions, both future and

0
2010

2020 2030 2040 2050 2060 2070
Year

Figure 4.1. Global and regional temperature changes relative to 2009 projected under the reference scenario

for different global regions (defined by latitude bands; see Table 4.2). Values are based on O,, aerosol and CH,
radiative forcings and responses in the GISS and ECHAM global climate models and also include forcings from
both past and projected CO, increases. Bars on the right side of each plot give the range in temperature change
at 2070 based on uncertainty in radiative forcing and climate sensitivity. Uncertainties for the period prior to 2009
are not shown for clarity, but have roughly the same proportion between regions to the temperature change
ranges shown for the 2070 uncertainties. Most of the warming is due to CO,; the contribution of SLCFs to this
warming is shown in Figure 4.2. (SH=Southern hemisphere, NH=Northern hemisphere.)
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past (committed change). Changes in SLCFs
involve both warming and cooling agents,
with increases in some regions and decreases
in others. Therefore, the central estimate of
the net effect is small, although the uncer-
tainties are large (see Figure 4.2 compared to
Figure 4.1).

4.2.2 Impact on regional temperatures

While global mean temperatures provide
some indication of climate impacts and their
simplicity makes them widely used indica-
tors, temperature changes can vary dramati-
cally from place to place, even in response

to forcing from long-lived greenhouse gases
(LLGHGsS) whose forcing is relatively uni-
form. This is because of differing regional
response times (e.g. between land and ocean),
differing feedbacks (e.g. retreating snow

and clouds) and the influence of changes in
atmospheric winds and ocean currents in
response to forcing at the regional level. In
the case of the short-lived climate forcing by
aerosols and O,, the forcing itself is also very
unevenly distributed, and hence can cause
even greater regional contrasts in the tem-
perature response.

The global mean annual average temperature
is useful, but often not sufficient for assessing
impacts. While sea-level rise due to thermal
expansion closely follows the time-evolution
of this, most other impacts do not correlate
so well. For forcing from CO,, the regional
effects and the effects on aspects of climate
other than temperature can be related fairly
well to the global mean temperature response.
This is because the spatial patterns of the
response of temperature, precipitation, etc.,
have been well-studied and these generally
scale with the magnitude of the forcing. For
example, the Arctic responds more strongly to
CO, forcing than most other areas — the so-
called polar amplification.

Early studies of the impact of regionally in-
homogeneous radiative forcing found that

at small scales of hundreds to thousands of
kilometres responses are typically not closely
correlated with the location of the radiative
forcing (Taylor and Penner, 1994; Mitchell ¢/

al., 1995). A substantial body of more recent
work supports that conclusion, but also indi-
cates that regional forcing from O, and aero-
sols can have an important impact on regional
climate change (e.g. greater warming of the
northern hemisphere than the southern hemi-
sphere), distinct from that of quasi-uniform
forcings (Hansen et al., 2005; Shindell and
Faluvegi, 2009; Stier ¢t al., 2006; Feichter et
al., 2004; Shindell ez al., 2008; Shindell, 2007;
Levy et al., 2008; Berntsen ¢t al., 2005; Boer
and Yu, 2003; Chung and Seinfeld, 2005;
Roberts and Jones, 2004; Jacobson, 2002;
Kloster et al., 2009). These studies, however,
show that at larger scales the location of radi-
ative forcing does influence the response. For
example, the northern hemisphere response
exceeds the southern hemisphere response
when the northern hemispheric radiative forc-
ing is greater.

More specific quantification of the influence of
regional acrosol forcings indicates that they have
a fairly strong impact on surface temperatures
out to more than 10 000 km in an east-west
direction, while in a north-south direction their
influence is largely confined to areas within a
few thousand kilometres (roughly 30° latitude)
(Shindell et al., 2010). These characterizations
of the spatial relationship between forcing and
response are robust across several independent
climate models examined in that study.

In general, results suggest substantial tem-
perature responses to SLCFs over northern
hemisphere mid-latitude continents and also
in the Arctic (see Section 4.2), based on both
forward-looking model results and also results
from detection/pattern-matching studies that
use observations and models to assess histori-
cal conditions. Local responses to O, and
aerosol forcing in polluted areas are generally
larger relative to the global mean radiative
forcing than the equivalent responses rela-
tive to the global mean radiative forcing from
CO,. Anthropogenic BC and tropospheric
O, have made larger contributions to Arctic
surface temperatures (estimated to be around
0.5 to 1.4°C and around 0.2 to 0.4°C respec-
tively, according to Shindell and Faluvegi,
2009) since 1890 than they have to the global
average (see also Section 4.2.1). The strong
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influence of meridional heat transport to the
Arctic leads to substantial climate sensitivity
there to forcing outside the Arctic (Boer and
Yu, 2003; Shindell and Faluvegi, 2009).

Additionally, both O, and BC aerosols absorb
solar radiation and thus heat the atmosphere,
altering meridional circulation in ways that
forcing from greenhouse gases or SO,* does
not. Thus for forcing in the Arctic, the climate
response per unit TOA or surface radiative
forcing for short-lived species can be quite
different from the global mean response. Sur-
face temperatures in the Arctic are strongly

influenced by both local forcing and forcing
at northern hemisphere mid-latitudes. As the
latter is typically much greater, it can often
play a more important role in driving Arctic
climate changes for regionally uneven forcing
(Shindell and Faluvegi, 2009). One climate
forcing that is clearly local is the effect of BC
on snow and ice albedo (darkening). This
may have contributed around 0.1 to 0.2°C to
20™ century warming in the Arctic (Flanner e
al., 2007; Koch et al., 2009). Studies generally
show a locally enhanced response to BC in
the Arctic (Chung and Seinfeld, 2005; Rob-
erts and Jones, 2004) though Jacobson’s 2002

Table 4.2. The change in temperature in °C due to SLCFs (O, and aerosols), CH, and LLGHGs from 2005 to 2030
for different latitude bands. The warming due to LLGHGs includes committed warming from CO, emissions prior

to 2005. Emissions follow the reference scenario.

Forcing agents Global | Southern hemi- | Tropics Northern hemi- | Arctic
sphere extra- (28°S—28°N) sphere mid- (60°-90°N)
tropics latitudes
(28° to 90°S) (28°-60°N)

SLCF 0.03 0.01 0.03 0.05 -0.04

SLCF+CH, 0.06 0.03 0.06 0.08 -0.01

SLCF+CH +LLGHG 0.72 0.48 0.66 0.71 0.73
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Figure 4.2. Warming in different latitude bands (see Table 4.2) due to O, and aerosols only following the
reference scenario for emission projections from 2010 to 2030 and then assuming constant emissions at 2030
levels thereafter. (SH=Southern hemisphere, NH=Northern hemisphere.)
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Box 4.2: Surface dimming and atmospheric BC heating over China and India

Field observations and semi-empirical (partially based on observations and partially on theory
or models) studies (Ramanathan et al., 2001; also see Chapter 3, Section 3.3 of this Assessment)
have revealed that present-day BC induces large dimming (10 to 20 W/m?) at the surface over
certain parts of the globe (Figure 3.9). This surface dimming, however, is smaller than the atmo-
spheric solar absorption by BC, such that BC has a net positive radiative forcing at the TOA and
has a net warming effect on the surface-atmosphere column. Observational studies conducted
by scientists in China (see Ramanathan et al., 2008) and India (e.g. Babu and Moorthy, 2002;
Satheesh, 2002) have also confirmed such large magnitudes of dimming. The annual mean sur-
face dimming is of the order of 20 W/m?2. Since BC emissions over India and China have increased
significantly over the last several decades, field studies imply that China and India should have
witnessed large dimming trends, which indeed have been observed (Figures a and b below). The
most direct consequence of the dimming is to reduce surface evaporation of moisture as shown
by pan-evaporation data (Figure b).

b) Annual departures of pan evaporation and
solar irradiance for 1995-2000 for stations across
China (Qian et al., 2006)

a) Annual mean surface reaching solar
radiation over India (Kumari et al., 2007)

"
=
n
2
[~
=4

slope = 0.8 |
std, error=0,095 £ 150 | _ _ ’__ 15
225 E . N s o ..E
4
5 ,f "\ £
t J A g - &
_ 2204 8 50 3 w L A 5 é
*g 3 0 'hvl " o 0 é
(-]
5 215 i v \ A v‘flvl\"\ .
: g ' A\
] # =
@ -100 = 10 8
210 s V ‘ £
o 150 15
208 LA e e e e e e s s -200 - - - - - - - - - - 20
0 82 B4 B6 88 90 92 94 95 98 00 02 04 1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005

Year(1981-2004) Year

Atmospheric forcing by BC solar absorption has also been observed using unmanned aerial vehi-
cles (Ramanathan et al., 2007; Ramana et al., 2010). These direct aircraft observations of BC over
the Indian Ocean (caused by pollution from India) and the Western Pacific Ocean (caused by pollu-
tion from China) demonstrate enhanced background atmospheric solar heating by as much as 25
per cent. The dimming and atmospheric heating have important consequences for the monsoon
rainfall and Himalayan glacier retreat, which are discussed later in this chapter.

study does not. However, Jacobson’s 2004
and 2010 studies both show strong surface
warming over the Arctic due to BC.

The future radiative forcing changes between
2005 and 2030 from the reference scenario
(Section 3.6) showed large heterogeneity with
a positive forcing over the northern hemi-
sphere mid-latitudes (particularly the USA
and Europe), largely due to reductions in scat-
tering aerosols, and a negative forcing over
the tropics (particularly South Asia) due to
increases in scattering aerosols. The forcings

from CH, and O, changes are more homo-
geneous. The pattern of radiative forcing

will manifest itself in an uneven surface tem-
perature change. The resulting temperature
changes are shown in Figure 4.2. These show
a significantly larger warming in the northern
hemisphere mid-latitudes (28 to 60°N) than
the southern hemisphere extra tropics (28 to
90°S), with the tropics and the global mean
lying between the two.

Changes in emissions of SLCFs or their
precursors are expected to cool the Arctic
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through already legislated control measures
for PM that have been implemented in North
America and Europe. These should be impor-
tant in controlling BC, especially for emission
sources such as diesel where BC makes up

a substantial fraction of PM. The controls

on SO,* aerosol precursors on these two
continents lead to increased warming in the
northern hemisphere mid-latitudes, whereas
growth in scattering aerosols over the Indian
subcontinent reduces tropical warming. The
homogenous forcing agents (CH, and LL-
GHGs) are expected to warm the Arctic most.
Hence overall, the dominance of CH, and
the LLGHGs is expected to lead to a greater
warming of the Arctic and lesser warming in
the southern hemisphere extratropics. The
fact that the Arctic cools in the SLCF+CH,
case, despite the impacts of LLGHGs, em-
phasizes the sensitivity of the Arctic to chang-
es in SLCFs. The more rapid warming of

the northern hemisphere mid-latitudes than
the southern hemisphere extratropics and the
greatest warming in the Arctic are consistent
with the historical record over recent decades.
A more detailed discussion of climate effects
in the Arctic is given in Section 4.3.1

The relatively low warming over the next 20
years from SLCFs and CH, compared to the
LLGHGs seen in Table 4.2 is mainly due to
counteracting effects. Emission controls in
North America and Europe are expected to
reduce both warming and cooling species,
even while these are both expected to rise
from the rest of the world. However, the con-
trol measures outlined in Chapter 5 would
target only the warming species, giving scope
for significant reductions in warming. In con-
trast, the warming from LLGHGs includes
considerable committed warming which can-
not be mitigated.

4.2.3 Impact on cloud cover and
precipitation

Ozone and aerosols can influence many of
the processes that lead to the formation of
clouds and precipitation. They can alter
overall surface temperature through radiative
forcing, or directly change the radiation strik-
ing the surface, hence induce surface heating

and affect evaporation. By absorbing sunlight
in the atmosphere, they can change the verti-
cal temperature structure of the air, altering
convection and cloud formation. Aerosols can
also act as cloud condensation nuclei and ice
nuclei, affecting the formation and concen-
tration of cloud particles in both liquid and
solid phases. They can change wind patterns
by altering the regional temperature contrasts
that drive the winds, influencing where rain
and snow fall. Finally, the persistent existence
of these rather locally defined effects, when
coupled with the large-scale circulation, can
affect temperature, cloudiness and precipita-
tion far away from the regions where the forc-
ing was concentrated.

The impact of CO, forcing on water cycles
has been studied (e.g., Held and Soden, 2006).
Methane would induce precipitation responses
similar to those caused by other well-mixed
greenhouse gases. At the largest scales, these
consist of enhancement near the equator, de-
creases in the subtropics, and enhancement at
higher latitudes of both hemispheres. Short-
lived climate forcers (e.g. O,, and BC) are con-
centrated over source regions, mostly northern
hemispheric land, and thus form a gradient in
their radiative forcing distribution. It has been
suggested in some studies (Rotstayn and Lohm-
ann, 2002; Wang, 2004; Roberts and Jones,
2004; Ming and Ramaswamy, 2009; Chung
and Seinfeld, 2005) that such a distribution
causes shifts in tropical rainfall bands. This is
consistent with modelling outcomes from ideal-
1ized hemispheric forcing (Broccoli ez al., 2006;
Kang et al., 2008). Several detailed studies of
the Asian monsoon suggest that regional forc-
ing by absorbing aerosols substantially alters
precipitation patterns (e.g. Meehl et al., 2008;
Ramanathan and Carmichael, 2008; Chung
and Seinfeld, 2005; Wang et al., 2009; Zhang
et al., 2009; see Box 4.3). Besides precipitation,
these short-lived species could induce other
regional changes, including to cloudiness and
temperature. Such changes may be numerous,
but are currently not well quantified.

South Asia has been studied relatively exten-
sively in relation to impacts from BC. There
1s a suggestion that BC alters the timing and
amount of monsoon precipitation, but re-
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sults differ between models with and without
a coupled ocean. Furthermore, models do
not generally capture the intra-seasonal vari-
ability of monsoon systems well, so generally
perform rather poorly at simulating observed
trends, making attribution to BC challeng-
ing. Recent theoretical advances suggest

that convective energy is the most important
process affecting the monsoon (Boos and
Kuang, 2009). This supports model stud-

ies such as Wang et al. (2009) that find BC-
caused changes in convective energy strongly
linked to shifts in monsoon rainfall. The
current modelling studies using a coupled
atmosphere and ocean model suggest that
BC forcing can cause an increase in pre-
monsoonal rainfall followed by a decrease in
monsoonal rainfall (Wang et al., 2009; Meehl
et al., 2008; Ramanathan ¢t al., 2005). The
studies conducted to date also suggest that
the monsoon system response to BC forcing
can occur over both the shorter (months to
seasons) and longer term (years to decades);
see Box 4.3. Therefore, the results from
models using fixed sea-surface temperatures
that tend to eliminate the latter long-term
response must be interpreted very cautiously.

Evidence for an impact of BC on climate in
China is even less robust. Menon et al. (2002)
reported strong changes in precipitation over
China (the southwest shift of precipitation in
that model appears consistent with observa-
tions), but Liu ¢t al. (2009a) found the oppo-
site, and Meehl ¢/ al. (2008) found precipita-
tion over China depended more on North
Pacific conditions than Asian aerosols.

Black carbon can affect the formation and
optical property of cloud through semi-direct
and indirect effects. These concepts were
introduced in Chapter 3 with discussion of
contributions to radiative forcing. BC coated
with inorganic acids or certain organic mat-
ters could have the same indirect effects as
hygroscopic aerosols, that is to enhance cloud
albedo or extend cloud lifetime, whereas the
semi-direct effects can increase or decrease
clouds depending on altitude (e.g., Johnson et
al., 2004). The overall impacts of aerosol and
clouds on surface radiation global dimming
and the consequences for agriculture are

discussed by Stanhill and Cohen (2001) and
Wild et al. (2005). Contributions of BC to
this dimming are shown in Ramanathan and
Carmichael, 2008 (see also Chapter 3, Sec-
tion 3.2 of this Assessment for further details
of BC-induced surface dimming). In con-
trast, there has been little detailed analysis in
the literature of the effects of O, on clouds
and precipitation.

In conclusion, this Assessment has not yet
been able to quantify changes in precipita-
tion or clouds due to O, or aerosols, although
there is confidence that changes in O, precur-
sor and especially BC emissions will alter pre-
cipitation and clouds through changing large-
scale heating patterns. Whilst there is also
confidence that BC can affect cloud micro-
physics, the overall impact on local cloudiness
and precipitation is not known. One major
uncertainty regarding this issue is the impact
of BC emissions on the number of cloud con-
densation nuclei (e.g., Chen et al., 2010).

The global modelling studies performed for
this Assessment (Appendix to Chapter 3) were
run with fixed sea-surface temperatures and
so cannot be used to diagnose changes in pre-
cipitation or clouds for the reference scenario
or the suggested control measures discussed
in Chapter 5 of this Assessment. In contrast
to assessments of changes in surface tem-
perature due to radiative forcing, there is no
simple method of converting radiative forcing
changes into precipitation or cloud changes
(e.g., Wang, 2009).

4.2.4 Economic valuation of changes in
global and regional climate

The economic costs of emissions of SLCEs
can be roughly calculated by multiplying
their emissions, expressed as GWP100 in
CO, equivalents (CO,e), by the social cost of
carbon (SCC, see Tol, 2008). The implicit as-
sumption is that a unit temperature change
due to CO, emissions is equivalent to a unit
change due to emissions of SLCI's. The
shortcomings associated with this assump-
tion include the fact that the warming effects
from O, and BC have been much more in
the northern than the southern hemisphere.
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Box 4.3: BC and the Indian monsoon - a case study

The South Asian region has witnessed statistically significant trends in atmospheric and sea-surface temperatures,
monsoonal circulation and rainfall since the 1950s. Over India, analyses based on rainfall data since early 1950
suggest that, in the last half-century, the frequencies of moderate and low rain days over the entire country have
significantly decreased while the frequency and magnitude of extreme rain events have significantly increased
(Goswami et al., 2006; Dash et al., 2009). Decreasing trends were also found in both early and late monsoon rain-
fall and the number of rainy days, implying a shorter monsoon over India (Ramesh and Goswami, 2007), accom-
panied by a fall in total rainfall of 5-7 per cent (Ramanathan et al., 2005; Dash et al., 2009). AR4 also shows that
the drought severity index has increased over India. Another major trend is that the north-south gradients in the
sea-surface temperature (SST) have weakened since the 1950s (Chung and Ramanathan, 2006). This is because the
southern hemisphere tropical SST is warming at a faster rate than the northern hemisphere tropical Indian Ocean
SSTs. Models with just the greenhouse forcing appear to be unable to account for many of these trends, except for
the increase in intense rainfall.

Numerous modeling studies have explored the impact of BC and other man-made aerosols on the Indian monsoon
system (Ramanathan et al., 2001; Chung et al., 2002; Ramanathan et al., 2005; Lau et al., 2006 and 2008; Meehl
et al., 2008; Randles and Ramaswamy, 2008; Collier and Zhang, 2009; Wang et al., 2009; Krishnamurti et al., 2009;
Kumari and Goswami, 2010; Manoj et al., 2010). While the qualitative and quantitative details may differ among
them, these modeling studies conclude that BC radiative forcing is large enough to disturb or disrupt the Indian
monsoon system and alter the precipitation patterns and amounts in a statistically significant manner. Though re-
sults from a single model should not be considered a reliable projection, they do illustrate the type of changes that
can be expected due to strong regional aerosol forcing (Figure A). The model studies have also identified various
mechanisms by which BC radiative forcing (solar heating of the atmosphere and the surface dimming) modifies
the monsoon circulation and rainfall. These include altering the latitudinal gradient of the moist-static energy (sum
of internal and thermodynamic energy) (Wang et al., 2009), heating the elevated layers of the atmosphere (Lau et
al., 2006), change in the monsoonal circulation (Ramesh and Goswami, 2007; Krishnamurti et al., 2009), decrease
in surface evaporation (due to the dimming; Ramanathan et al., 2005) and decrease in north-south SST gradient
(Ramanathan et al., 2005). The BC forcing is also attributed to an increase in pre-monsoonal rainfall followed by
a decrease in monsoonal rainfall (Wang et al., 2009; Meehl et al., 2008; Ramanathan et al., 2005). Another im-
portant impact identified by Wang et al (2009) is the northward extension of the monsoonal circulation due to
the increase in moist static energy by BC solar heating of the boundary layer air. The relative importance of these
various mechanisms requires further research (Lau et al., 2008), but the studies to date suggest that the monsoon
system response to BC forcing can be classified under a shorter-term (months to seasons) and a longer-term (years
to decades) response. The shorter-term response involves the response of the atmosphere and the land surface to
the BC solar heating of the air and surface dimming. The longer term involves the response of the coupled ocean-
atmosphere system to the forcing by BC and other aerosols.
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Figure A. May-June (MJ) average changes in convective precipitation (dm/season) derived from the model runs
with: (1) both scattering and absorbing aerosols (COM); (2) only absorbing aerosols (ABS); and (3) only scattering
aerosols (SCA) for India and surrounding regions. Also shown is the observed precipitation change (land-only;
dm/season) derived from the data of the Climate Research Unit (CRU) at the University of East Anglia. Model
results shown are based on 41-60 year mean differences with a reference run that excludes all aerosol effects.
CRU results are derived from differences between 20-year means of 1981-2000 and 1946-1965, and based on
the version 2.1 dataset with 0.5 degree. Aerosol levels were derived based on present-day emission estimations.
(From Wang et al., 2009).
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Hence, these emissions will have a larger ef-
fect on crops, for example, because there is
more land area in the northern hemisphere.
For precipitation, effects are likely to be more
spatially heterogeneous for BC than for well-
mixed gases such as CO, or CH, because of
strong local temperature gradients induced by
BC and inter-hemispheric gradients induced
by O, and aerosols. Highly regional effects

in the Arctic or glaciated areas are also not
captured using a global mean metric based on
radiative forcing, which in addition does not
encompass effects such as carbon fertilization,
ocean acidification, etc. The application of
existing SCC values for BC and O, emissions
should be interpreted as conditional on the
acknowledged analytical shortcomings of this
approach. The intent, by using a range of
values for the SCC, is to bracket the value of
climate-related impacts of emissions (abate-
ment) of BC and O, so as to inform potential
abatement initiatives.

Table 4.3 estimates the valuation of global
climate impacts associated with emission
changes for different radiative forcing agents
between 2005 and the 2030 projected
according to the reference scenarios. For each
pollutant, the GWP100 parameter is used (see
Table 4.1 and Section 4.2.1) along with two
values for the SCC. The first, US$265 per
tonne of carbon (tC), represents the median
of nearly 200 studies that employ a near-
zero per cent discount rate. The alternative
value of US$21/tC reflects the median for
studies that employ a higher discount rate

(3 per cent pure rate of time preference).
Emission reductions in BC between 2005 and
2030 generate benefits that range between
US$0.3 billion and US$4 billion in 2030.
Abatement of carbon monoxide (CO) yields
climate benefits of between US§1.6 billion

and US$20 billion. Methane emissions are
projected to increase over the period 2005
to 2030. As such, greater climate impacts
associated with CH, occur; damage
increases to between US$184 billion

and US$14.6 billion (shown as negative
benefits in table 4.3). NO_emissions

are projected to decrease between 2005
and 2030; because NO_ has a cooling
effect, this emission decrease leads to a
warming which yields decreased benefits
valued between US$-22 billion and
US$-1.7 billion. Benefits from emission
changes of sulphur dioxide (SO,)

are valued at between US$3.2 billion

and US$40 billion, while abatement of
OC generates benefits of between

of US$0.2 billion and US$3 billion.

CO, emissions increase substantially
generating negative benefits of between
US$-75.6 billion and US$ -954 billion. In
summary, the monetary value attributed
to the reference scenario emissions
changes is a substantial fraction of the
economic valuation associated with
improved human health (Section 4.3.3).
When employing the lower SCC value

of US$21/tC, the absolute value of
emission changes declines by slightly
more than one order of magnitude.
Hence, the overall range produced by

the application of the SCC values for
GWP100 is between US$-1 090 billion
and US$ -86.6 billion. For the case

where GWP20 is applied (data not
shown) the range is US$-1 377 billion to
US$-109 billion. In summary, the
monetary value attributed to the reference
scenario emissions changes is a substantial
fraction of the economic valuation
associated with improved human health
(Section 4.3.3).

Table 4.3. Valuation (in US$ billions) of BC, CO, NO,, OC, SO,, CO, and CH, emission changes between the

Reference Scenario in 2030 compared to 2005.

scC Pollutant/GWP | BC [ CH, | cO | NO, | OC | SO, | €O, | Total
US$265/tC | GWP,,, 4 |-184 (20| -22 [3 [40 [-954 [ -1090
USS$21/tC | GWP,, 03] -146| 16| -1.7 02| 3.2 | -75.6 | -86.6

All values expressed in (USS billions for the year 2006).

Positive values reflect benefits of avoided climate impacts.

Estimates rely on GWP values reported in Boucher and Reddy (2008) for BC and OC and in Shindell et al. (2009) for gases.
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4.3 Impacts in the Arctic, the
Himalayas and other heavily
glaciated areas

Regions with cryospheric cover are uniquely
involved with climate change because of

their capacity for large changes in surface
reflectance in response to small changes in
temperature, which in turn further influences
temperature due to the snow/ice albedo feed-
back. Changes in the cryosphere may have
important consequences for the availability

of freshwater resources and subsequently hu-
man health as well as for ecosystems whose
functionality requires ice or melted water. The
sensitivity of cryosphere-covered regions to
energy perturbations, combined in some cases
with their proximity to anthropogenic emis-
sions, facilitates a unique role for SLCFs. For
example, snow and ice surfaces absorb more
sunlight when darkened by BC deposition.
Combined with atmospheric heating, this can
increase snow and ice melt in regions such as
the Arctic, Himalaya, Andes, Alps, and Rock-
ies. Additionally, the impact of BC sources is
more powerful in these regions than elsewhere
due to reduced cooling from co-emitted sub-
stances and more radiative forcing from de-
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posited BC on reflective surfaces. These and
other processes are explored further in the
following sections.

4.3.1 Impacts of black carbon and
tropospheric ozone in the Arctic

The Arctic has exhibited rapid environmental
change in the last 30 years, including sea-ice
loss (Serreze et al., 2007). Warming in this re-
gion has been double the global rate, and has
resulted in an accelerating loss of ice from the
Greenland Ice Sheet (Velicogna, 2009; Rignot
etal., 2011). As discussed in Section 4.2.2, the
Arctic is projected to warm more rapidly than
the global mean under the reference scenario,
and to be more strongly affected by changes in
SLCFs. Arctic warming is of concern because:

1 Loss of sea-ice and seasonal snow cover
reduces the planetary albedo because
underlying surfaces (e.g., open water)
are generally much darker. This con-
stitutes a positive feedback process that
amplifies warming.

i Melting of land-based glaciers and the
Greenland Ice Sheet contribute to sea-
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Figure 4.3. Arctic forcing by various processes (from Quinn et al., 2008).
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level rise. Furthermore, retreating ice
cover around Greenland leads to greater
warming of shoreline ocean waters,
which may contribute to increasing melt
rates of glaciers that extend into them
(Holland et al., 2008). Surface meltwater
on Greenland can also flow to the sub-
glacial bedrock through moulins, lubri-
cating ice flow and accelerating sea-level
rise (e.g., Zwally et al., 2002).

Short-lived climate forcing agents influence
Arctic climate through several mechanism, as

depicted in Figure 4.3 (Quinn ¢t al., 2008).

Acrosol impacts on the Arctic are complex
and vary seasonally. Aerosol direct radiative
forcing is important in summer when insola-
tion is substantial, and tends to be more posi-
tive in the Arctic than elsewhere because of
the pervasiveness of reflective clouds and ice.
Any mixture of BC and OC exerts a positive
radiative forcing over snow (Flanner et al.,
2009), even though OC likely exerts negative
forcing globally. Aerosol-induced increases in
cloud lifetime and optical thickness likely lead
to cooling in summer, but warming in winter,
through absorption of outgoing long-wave
radiation when no incoming solar radiation is
present. Furthermore, thin clouds have higher
longwave emissivity when polluted (Garrett
and Zhao, 2006; Lubin and Vogelmann, 2006),
increasing net long-wave energy at the surface
during all seasons. BC darkening of snow and
sea-ice is also important when sunlight is pres-
ent (Hansen and Nazarenko, 2004; Jacobson,
2004; Flanner et al., 2007), and triggers great-
er equilibrium climate warming per unit of
forcing than greenhouse gases or atmospheric
BC. Although several studies have assessed
the impacts of BC within snow on sea-ice, the
influence of absorbing particles located within
sea-ice 1s likely to be quite different and re-
mains highly uncertain. Ozone concentrations
are spatially heterogeneous and determined
by numerous chemical and photochemical
pathways. Ozone lifetime is sufficiently long
for Arctic O, levels and subsequent radiative
forcing to be strongly influenced by mid-lati-
tude industrial O, pre-cursor emissions (Shin-
dell et al., 2006; Shindell, 2007).

Emission sources that are most likely to lead
to transport of pollutants into the central
Arctic include Northern European emissions
(especially those during winter), and North
American and Asian emissions that are uplift-
ed outside the Arctic and descend within the
Arctic (Koch and Hansen, 2005; Stohl, 2006).
Source apportionment determined from posi-
tive matrix factorization (PMF) analyses of
light absorbing carbon and co-emitted species
measured in the Arctic snowpack indicate a
dominant biomass contribution at most of the
Arctic sites analyzed (Hegg et al., 2009, 2010).
Ice cores retrieved from central Greenland
indicate that BC deposition peaked around
1910, and declined until 2000 (McConnell

et al., 2007), with the northeastern USA and
Canada likely to have been the dominant
source regions. Continuous measurements

of BC in the near-surface atmosphere have
been made since 1989 at Alert (Gong ¢t al.,
2010) and Barrow (Sharma et al., 2006), and
since 1998 at the Zeppelin station above
Ny-Alesund (Eleftheriadis et al, 2009). At all
three locations, the annual winter peak in BG
has declined since the measurements began.
Doherty et al. (2010) present more than 1 000
measurements of BC in Arctic snow col-
lected in 2005 to 2009, showing systematically
higher BC concentrations in eastern Arctic
snow than in the western Arctic. Relative to

a western Arctic survey conducted in 1983 to
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Figure 4.4. Estimated historic contributions to Arctic
warming from CO, and from SLCFs. Reflective aerosols
produced a substantial cooling effect (based on data
in Quinn et al., 2008).
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984 (Clarke and Noone, 1985), the modern
measurements show generally less BC, but the
differences may not be statistically significant.

Observations of declining Arctic BC may chal-
lenge the notion that BC has driven recent
Arctic warming. However, BC forcing must

be considered in combination with green-
house forcing. As more of the Arctic region
approaches temperatures where melt can oc-
cur for longer periods of time during the year,
more geographical area becomes vulnerable to
incremental additions of forcing by short-lived
pollutants. Although the magnitude of Arctic
climate impacts from short-lived forcing agents
remains unclear, pollutant sources that create
proportionately large amounts of BC are very
likely to induce warming, indicating that tar-
geted BC reduction actions have the potential
to slow the current rapid Arctic warming and
albedo feedback. Recently, Jacobson (2010),
applying a model that includes numerous
cloud-aerosol-gas microphysical processes, re-
ported that eliminating all fossil BC/OC and
biomass fuel BC+OC+GHG emissions would
reduce Arctic warming by 1.7'C. Eliminating
only fossil BC+OC emissions would reduce
Arctic warming by 1.2'C. However, climate
feedback associated with aerosol heating in
the Arctic is complex, and includes decreased
meridional energy transport into the Arctic
that offsets direct warming (Shindell, 2007);
see also Section 4.2.1 of this Assessment. Mid-
latitude forcing by BC can effectively warm the
Arctic, and combined changes in BC and SO,
precursor emissions were found to contribute
substantially to Arctic warming from 1890

to 2007 (Shindell and Faluvegi, 2009). In an
earlier study, the combined influence of O,,
CH, and BC on Arctic warming was found to
be similar to the influence of CO, (Figure 4.4,
Quinn et al., 2008), although reflective aerosols
produced a substantial cooling effect, again
reinforcing the importance of considering co-
emitted agents.

Although this section has focussed on the Arc-
tic it 1s worth considering how these processes
may manifest themselves in other parts of the
globe. For example, the Antarctic Ice Sheet

is experiencing growth in some high-altitude
inner regions, but accelerated rates of loss in

other regions, especially in western Antarc-
tica, including the Peninsula (Bamber et al.,
2009). This is similar to the situation found in
Greenland (Tedesco et al., 2011; Chen et al.,
2006). Although Antarctica was once consid-
ered relatively pristine, sampling for aerosols
has indicated some contribution of BC from
human activity (Graf ez al., 2010).

4.3.2 Impacts on mountain glaciers

Annual changes in glacier mass depend on the
balance between accumulation and loss. Mass
sources include precipitation on the glacier in
the form of snow or rain that subsequently
freezes and deposition of frost from atmo-
spheric water vapour. Loss includes the melt-
ing of ice and subsequent runoff, sublima-
tion, and ice discharge from the glacier. The
amount of ice melt is determined directly by
net energy balance, and indirectly by glacial
dynamics that transport ice and liquid water.
Most of the ice melt occurs at the glacier sur-
face, and hence surface energy balance is criti-
cal for glacier mass balance. Net surface en-
ergy is determined by sensible heat exchange
with the atmosphere, which is strongly influ-
enced by surface temperature, latent heat flux
determined by evaporation, condensation,
sublimation, and deposition fluxes, net long-
wave radiative flux and net shortwave radia-
tive flux. The two surface radiative flux terms
are strongly influenced by cloudiness. Another
key determinant of net shortwave flux is
glacial albedo, which is controlled by several
factors including snow grain size, the area and
depth of melt ponds, debris cover, exposure
of blue ice, and presence of absorbing con-
stituents like black carbon, mineral dust, and
biologically-active cryoconite (derived from
wind-blown dust, algae and bacteria).

Most glaciers throughout the world are
receding (e.g., Kaser ¢t al., 2006), with the
exceptions of Himalayan glaciers that have
heavy debris cover and those in some regions
experiencing increased precipitation. Moun-
tain glaciers in the western hemisphere are
currently experiencing the greatest normal-
ized loss rates (Figure 4.5). The Hindu Kush,
Karakoram, Himalaya and Tibetan Plateau
comprise the Third Pole, holding the largest
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Figure 4.5. Time series estimates of glacier mass balance in different regions of the world (from Kaser et al., 2006).
Panel a shows mass balance normalized to the glacierized area in each region (specific mass balance), a measure
of the relative response of each region, while Panel b shows change in total mass balance, reported in millimetres

of sea-level equivalent (SLE).

ice mass outside of the Arctic and Antarctic.
A focus on this region is presented because
of its importance as a source of freshwater
to large populations, particularly in Pakistan,
and because of its relative proximity to large
emissions of BC. The total mass balance of
these glaciers shows a substantial downward
trend (Figure 4.5), although observations in-
dicate faster decay rates in other parts of the
world for 1961 to 2004 (Figure 4.5, Kaser et
al., 2006). Measurements of beta radioactivity
in the Naimona’nyi Glacier in Tibet indicate
that it has not experienced net accumulation
of mass since at least 1950 (Kehrwald ez al.,
2008). Remote sensing and GIS analyses of
more than 5 000 glaciers in western China
determined that more than 80 per cent of
them retreated during the second half of the
20™ century, with glaciers in the mountain-
ous regions surrounding the Tibetan Plateau
experiencing the greatest losses (Ding et al.,
2006). Measurements from the GRACE satel-
lite instrument suggest the Asian high moun-
tains lost about 47 Gt/yr of ice in 2003 to
2009 (Matsuo and Heki, 2010), higher than
other estimates, but the analysis is compli-
cated by uncertainty surrounding groundwa-
ter removal in northern India and tectonic
uplift. Several studies attribute the retreat of
Himalayan glaciers to rising air temperatures
(e.g., Thompson et al., 2003). Surface air

warming has been greater in elevated levels
of the Hindu Kush-Himalaya region (Liu e
al., 2009a; Ramanathan ef al., 2005; Gautam
et al., 2009b) and warming has been about
1.8 °C in the last 50 years on the Tibetan pla-
teau (Wang et al., 2008). Models are unable
to capture the extent of observed warming in
the Himalayan region without the inclusion
of additional atmospheric warming resulting
from BC concentrations (see Box 4.4).

Model simulations indicate that BC may be
responsible for approximately 0.6°C warm-
ing in the Himalayan-Tibetan Plateau since
the 1950s (Chung and Seinfeld, 2005; Ra-
manathan et al., 2007; Ramanathan and
Carmichael, 2008). Flanner ez al. (2009), using
a model that includes the effect of BC deposi-
tion as well as atmospheric heating, estimate
that BC and co-emitted OC contribute to as
much spring warming and snow melt in Eur-
asia as anthropogenic CO,. As discussed in
Section 4.2.3, modeling studies also suggest
that absorbing aerosols could cause a shift of
the Indian summer monsoon precipitation
towards the foothills of the Himalaya (e.g.,
Lau et al., 2006; Meehl et al., 2008; Randles
and Ramaswamy, 2008; Collier and Zhang,
2009; Wang et al., 2009). However, due to the
well-known limitation of current GCMs in
simulating monsoon variability and detailed
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Box 4.4: Anomalously large warming over the Himalayas

Surface observations as well as microwave satellite data reveal that the elevated regions over
South Asia and East Asia, particularly the Himalayas-Tibetan region, have warmed much more than
the surrounding land areas (at sea level) over the last four decades (Figure a).

a) Elevation dependency of surface temperature trends over Tibet from 1961 to 2006. Liu et al. (2009b)
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b) Differential temperature trends between the troposphere (T_t) and the surface (T_s) temperature for India:
blue: microwave observations; green: simulated (with the NCAR Community Climate Model 3) with just CO,
and SO,*; red: same as green but with BC and OC. Ramanathan et al., 2005.
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N.B. Positive values for T_t and T_s show that the atmophere is warming more than the surface,

hence Figure (b) shows that the much larger warming of the atmosphere compared with the surface warming
over India can not be explained by just the increase in CO, and SO,?; inclusion of BC and OC in the model
improves the simulated trends thus suggesting that BC and OC plays a significant role in warming the elevated
atmospheric layers.

Surface temperature data over Tibet (a) show warming trends of 0.4°C or more per decade above
3 km in elevation. While microwave data have limited vertical resolution, it also reveals that the
tropospheric warming trend (averaged over India) is larger than the surface warming trend by
0.1 °C/decade (see annual mean bars in (b); also see Gautam et al., 2009) and the differential
warming trend is particularly large during the dry season (December to May), when atmospher-
ic concentrations of BC and OC reach peak levels. GCM studies with just greenhouse gases and
sulphate aerosols (green bar, Figure b) are unable to simulate the observed warming (blue bar)
of the elevated regions. Satellite Lidar data (CALIPSO instrument) (Ramanathan et al., 2007) show
that the Himalayas are covered by a 3 km-thick dense layer of aerosols. Direct measurements of
solar heating of this layer by BC (and some dust) have been made with unmanned aircraft, and
when these data are included in a general circulation model, the model simulates (red bar) large

differential warming trends (Ramanathan et al., 2007).
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Box 4.5: Estimation of BC deposition from data collected at the Nepal Climate Observatory-
Pyramid (NCO-P) and possible snow albedo changes over Himalayan glaciers during the pre-
monsoon season (Yasunari et al., 2010)

Nepal Climate Observatory-Pyramid (NCO-P) is located at 5 079 m above sea level in the Everest
Region, Nepal. The study applied atmospheric aerosol measurements to estimate a BC deposition
rate at NCO-P of 2.89 ug/m? per day during the pre-monsoon season (March-May). Assuming
this BC deposition is distributed uniformly within a pure 2 cm surface snow layer, this deposition
would produce a snow concentration of 26.0 to 68.2 ug BC per kilogram of ice (depending on a
range of snow densities measured at Yala glacier, central Nepal). This range of BC concentrations
could induce snow albedo reductions of 2.0 to 5.2 per cent. Assuming these albedo reductions
persisted throughout the year, glacier mass balance modelling indicates that annual melt runoff
could increase by 70 to 204 mm (equivalent to 11 to 34 per cent of the annual discharge of typical
glaciers in this region). Although this analysis applies only to certain conditions (e.g., debris-free
glaciers), it does indicate that BC could influence glacier melt, and also highlights the need to study
BC-induced albedo reduction in combination with dust and other absorbing impurities.

aerosol-cloud interactions, changes in mon- of atmospheric BC concentrations from the
soon precipitation, which also influence the NCO-Pyramid station in Nepal to determine
glacial mass balance, cannot yet be reliably at-  potential pre-monsoon snow albedo changes
tributed to BC aerosols or BC-dust mixtures. (see Box 4.5). Extending these estimates to
Yasunari ¢t al. (2010) applied observations potential glacier impacts, they concluded that

Box 4.6: Glacial lake outburst floods

In large parts of the Hindu Kush — Himalaya (HKH) region, glaciers are thinning and retreating as a
result of climate warming, leading to the creation of many glacial lakes (Mool et al., 2001). Glacial
lakes are potentially unstable because their end moraines are composed of unsorted and uncon-
solidated boulders, gravel, sand and clay. Furthermore, they are frequently reinforced by frozen
cores (permafrost) that, like the glaciers themselves, are now beginning to melt. As the volume of
a lake that accumulates behind an end moraine increases, hydrostatic pressure builds up to put
additional stress on the moraine dam causing it to become more unstable. Due to several causes,
it may fail and release much or all of the lake water. Depending on the manner in which the dam
fails, the ensuing outbreak can be sudden and highly dangerous to people and infrastructure lo-
cated downstream. The surging flood water, a glacial lake outburst flood (GLOF), will often have
the energy to entrain large masses of loose material (boulders, gravel, sand, and clay, as well as
any broken masonry or torn out trees) as it is propelled down-valley.

Land Sat MSS of 1975: development of a glacial ALOS, AVNIR-2 March 2009: growing Imja
lake at the tongue of Imja glacier in Dudh Koshi glacial lake in Dudh Koshi basin of Nepal
basin of Nepal

Source: (lves et al., 2010; ICIMOD, 2011)
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Figure 4.6. Observational data from ice-cores shows the history of BC deposition to the Hindu Kush — Himalaya

region during recent decades (top). Ice core locations and atmospheric transport pathways are shown in the

bottom figure (Xu et al., 2009). The dotted line indicates a rough boundary between areas where transport is
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runoff could be increased by 11 — 34 per cent
because of local BC deposition.

Observational data from ice-cores shows the
history of BC deposition onto the Himalaya-
Hindu-Kush during recent decades (Xu et

al., 2009) (see Figure 4.6). BC deposition
decreased in northern areas (downwind

from Europe) from the 1970s to 1990s, but
increased post-1980s in southern areas (down-
wind from South Asia). The latter change is
coincident with increased glacial melt, but
needs to be considered together with other
agents causing melt (e.g. GHGs) and increased
melt rates that have also been seen in other
parts of the world not subject to strong BC
deposition. For example, Asian glaciers have
seen a 33 to 38 per cent increase in glacier
melt runoff over the past few decades (Singh
and Kumar, 1997). However, these changes
are extremely similar to stream-flow changes
in the western USA (Barnett ¢t al,, 2005). Ad-
ditionally, it is difficult to reliably gauge the
effect of BC on albedo for debris-covered
glaciers, which make up the majority of gla-
ciers in this region (pers. comm. J. Srinivasan,
2010). Ming et al. (2008), analyzing an ice core
from Mt. Everest, found increasing BC depo-
sition since 1990.

Observations also indicate that glacier lakes
are forming and expanding in the entire
Third Pole region. They are being formed in
front of the retreating glaciers and dammed
by potentially unstable glacial moraines. In
the case of moraine dam failure, a glacier lake
outburst flood (GLOF) would result, posing
danger to lives, livelihoods and infrastructure,
including hydropower plants constructed re-
cently on Himalayan rivers (see Box 4.6).

4.4 Uncertainties in climate
impacts of BC sources due to co-

emitted OC

Efforts to mitigate BC will reduce concentra-
tions of BC as well as OC. The warming
effect of BC and the compensating cooling
effect of OC introduce large uncertainty in
the net effect of any BC mitigation of global
warming (see Appendix A.4). This uncertainty
is particularly large for mitigation options

that focus on biomass cookstoves and open
biomass burning and much smaller for those
that focus on fossil fuels (i.e. diesel) because
biomass combustion emits significantly more
OC compared with fossil fuel burning,

On the other hand, the regional impacts,
such as the impacts on the tropical rain-

fall, monsoon and snow-ice melting, of BC
mitigation options are largely independent
of their impact on global warming. In fact,
biomass cookstoves and open biomass burn-
ing can have much larger effects than fossil
fuels regionally. This is because BC directly
increases atmospheric heating by intercept-
ing sunlight, while OC reflects sunlight and
contributes to dimming at the surface —a
reduction of sunlight at the ground. It is this
simultaneous atmospheric heating and sur-
face dimming that leads to the impacts on
the monsoon and tropical rainfall estimated
by numerous published studies. The same
conclusion applies to the impact of BC miti-
gation on snow and ice though for a slightly
different reason; here BC, because it is much
darker than snow and sea ice, significantly
increases absorption of sunlight when it is
deposited on these bright surfaces. OC that
is deposited along with BC has very little ef-
fect on sunlight reflected by snow and sea ice
since these surfaces are already very white.

4.5 Impacts on human health

Opver the last two decades a substantial body
of evidence has developed demonstrating that
exposure to fine particles in the air is associ-
ated with early death. BC can form a sub-
stantial fraction, up to 15 per cent of the PM
burden (see Chapter 3). More recently, health
effects resulting from O, exposure have also
been documented. This section briefly reviews
this evidence describing PM (including BC)
and O, impacts on human health, focussing
on mortality but also considering morbidity. A
methodology to assess mortality related to PM
and O, is described with reference to support-
ing published literature. This methodology

is applied within this Assessment to estimate
changes in impacts on health from 2005 to
2030 according to PM and O, concentrations
attributable to changes in emission under the
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Assessments reference scenario. Health im-
pacts are quantified according to two different
indices that describe the change in annual
deaths and the years of life lost. The results
are placed in the context of other published
studies on consideration of variations in
methodological approach and associated un-
certainties. The impacts on human health are
also considered in economic terms based on
valuation of measures that reduce the risk of
ecarly death (assuming both a single value and
a GDP varied value of risk). These estimates
are then placed in the context of other valu-
ation methods and published studies; in this
qualitative assessment the effects of morbidity
are also considered.

It is also acknowledged that BC and O, will
have indirect effects on human health through
climate change. Numerous studies have dem-
onstrated that both cold and hot weather are
associated with increased deaths. However,
these studies have demonstrated substantial
heterogeneity in health effects by location. For
example, Braga et al. (2001) showed no heat
related mortality in Houston, Texas. Rather,
they found that the amount of air condition-
ing and variability of summer time tempera-
ture, among other factors, appeared to explain
much of the heterogeneity in health impacts.
Given this heterogeneity, the uncertainty as

to the factors that determine the response

to changes in temperature, and the relative
paucity of studies in the developing world,
this Assessment has not tried to quantify these
indirect effects of temperature change. In-
stead it discusses what we believe are the most
important issues that might affect climate in-
duced vulnerability related to human health.

There is clear, convincing evidence that PM
is not merely a nuisance darkening the skies.
It kills people. These conclusions are not due
to failure to exclude other possible explana-
tions. Similar PM associations are seen when
other pollutants and weather are considered
as well as pre-existing disease, smoking, etc.
Moreover, animal and toxicological stud-

ies show changes in intermediary endpoints
(e.g electrocardiogram patterns, measures
of inflammation, blood pressure) that are
consistent with the changes seen in the epide-

miologic studies (Baja et al., 2010; Madrigano
et al., 2009; Kleinman ¢t al., 2008; Tamagawa
et al., 2008; Delfino et al. 2008; Puett et al.
2008; Maynard et al. 2007; Pope et al. 2007,
Hoek et al. 2002; Katsouyanni e/ al. 1996).
The conclusion that PM kills people has
been endorsed by World Health Organiza-
tion (WHO), the US EPA and the European

Union in separate scientific reviews.

Recent studies have examined the relation of
changes in PM levels to changes in mortal-
ity (Pope et al., 2009; Schindler ¢t al., 2009;
Schwartz et al., 2008; Zanobetti ¢t al., 2008;
Pope et al., 2007; Zanobetti and Schwartz,
2007). They have demonstrated that reduc-
ing PM levels prolongs lives, and the more
recent studies have shown those benefits
occur within a few years of the reductions.
This is quite important for benefit analysis,
since it indicates little need for discounting
benefits because of time lags. Two important
studies resulting from natural experiments,
where labour strikes at a copper smelter in the
Southwestern states of the USA and a steel
mill in Utah resulted in sudden drops in PM
concentrations, which were restored when the
strikes ended, demonstrated those drops were
associated with lower mortality rates, which
went back up when the industrial pollution
resumed (Pope et al., 1992; Pope ¢t al., 2007).
Finally, another two studies found that year-
to-year changes in particle levels within cities
related to year-to-year changes in mortality
rates (Zanobetti ¢t al., 2008; Zanobetti and
Schwartz, 2007). This is important because
such findings cannot be due to differences be-
tween cities in other unmeasured risk factors.

4.5.1 The impact of outdoor
particulate matter on human health

The measures proposed in Chapter 5 will
lower PM, but are targeted at particularly
lowering BC. There are two major issues in
doing a human health risk assessment to as-
sess the benefits of these PM reductions. First,
most of the literature reports concentration-
response functions (CRFs) between PM, . and
all cause mortality, not BC. Second, most of
the literature describes human health impacts
of PM (and by association BC) at concentra-
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tions prevalent in Western developed coun-
tries while exposures in developing countries
are much higher. This raises questions about
the extrapolation of the CRFs.

The first issue has more data on which to as-
sess its importance. In western countries, BC
primarily arises from diesel particles, and sec-
ondarily from four-stroke motorcycle engines
although there are local variations in sources of
BC (e.g. wild fires can contribute significantly at
certain locations). As such, BC tends to be traf-
fic derived and there is an extensive amount of
literature on the health effects of particles gen-
erated by traffic. There is a modest, but grow-
ing, volume of literature on the effects of BC
itself on mortality. For example, Maynard et al.,
2007 looked at the acute effects of exposure

to BC in homes (based on a validated land use
regression model) to mortality. They reported
an effect size for BC that was roughly twice
that reported for the acute effects of PM, . in
112 US cities (Zanobetti and Schwartz, 2009).
This suggests that, at least for acute responses,
a lpg/m? increment in BC is worse than a
similar increment in all fine particles.

Regarding long term exposure, a recent case-
control study looked at exposure to BC at
homes and the incidence of heart attacks, and
reported an association (Tonne e al., 2009).
Another study looked at survival of patients
after being discharged alive following a heart
attack, and again reported a strong associa-
tion with BC exposure at home (von Klot et
al., 2009). In contrast, a recent re-analysis of
the American Cancer Society (ACS) study
found that there was an effect of BC, gener-
ally measured at a single monitor in the met-
ropolitan area, and survival, but this was very
sensitive to covariate selection (Smith et al.,
2009). However, BC shows much greater spa-
tial heterogeneity than PM, ., and so the mea-
surement error due to the use of only a single
monitor for an entire metropolitan area is
very high; this problem was also observed by
Park et al., (2008). In contrast, the two previ-
ous studies used BC concentrations estimated
at each subject’s home, based on a validated
model. How much measurement error mat-
ters can be seen from a recent paper using
the California Teachers’ cohort (Ostro ¢t al.,

2010). When Ostro restricted his analysis to
subjects living within 8 km of the monitor, the
reported effects of PM on all causes of mor-
tality were significant. When the analysis was
repeated using subjects living within 30 km of
the monitors, differences were not significant,
and slope of the CRF was attenuated ten-fold.
The AGS study includes subjects living much
farther from the monitors. This suggests that
measurement error is a major issue in the
ACGCS BC study, and Ostro et al. (2010) provides
a better estimate of the CRE

Traffic has been used as a surrogate of expo-
sure to traffic particles in numerous studies. For
example, a study of acute exposures recently
reported that being in traffic in the last two
hours substantially increased the risk of a heart
attack (Peters ¢t al., 2004). A study of survival
of congestive heart failure patients found in-
dependent effects of traffic within 100 m of
the home and distance to bus routes on life
expectancy (Medina-Ramon ¢t al., 2008). Black
carbon has also been associated with shortened
survival in a Dutch study (Hoek ez al., 2002).

Indirect support for the view that BC has
worse than average toxicity than other fine
particles comes from studies that looked at
other health outcomes. For example, in rela-
tion to PM, ., BC was more strongly associ-
ated with blood pressure (Lundback et al.,
2009; Mordukhovich et al., 2009; Zanobetti

et al., 2004), more strongly associated with
markers of the thickening of artery walls (ath-
erosclerosis) (Madrigano et al., 2009; Park et
al., 2008; Hansen ¢t al., 2007), more strongly
associated with electrocardiogram changes
that are risk factors for arrhythmia (abnormal
electrical activity of the heart) (Zanobetti et
al., 2009), more strongly associated with elec-
trocardiogram changes that are risk factors for
ischemia (restriction in blood supply) (Chuang
et al., 2008; Gold et al., 2005), and finally more
strongly associated with changes in DNA
methylation (Baccarelli ¢ al., 2009).

Based on the above, it is reasonable to con-
clude that traffic derived BC is, if anything,
more toxic than might be expected for PM,
as a whole. However, it is important to realize
that BC is a surrogate for all of the particle
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mass that comes from diesel in one instance,
and the particle mass that comes from house-
hold combustion in the other, and the fellow
traveller particles are different in these cases.
So it is important to ask separately about the
evidence for household derived BC. Here

the evidence is weaker, although it is clear
that biomass combustion increases the risk

of respiratory disease (Samuelsen et al., 2008;
Dherani et al., 2008; Smith et al., 2000; Lipsett
et al., 1997). Recently, a randomized trial of a
chimney stove intervention in Guatemala was
shown to reduce blood pressure (McCracken
et al., 2007). Since blood pressure is a major
risk factor for cardiovascular mortality, this
provides support for the association of BC
from such combustion and mortality.

Given the evidence that traffic related BC

1s more toxic than average, and the weaker
evidence on the relative toxicity of biomass
particles, this Assessment has chosen to as-
sume that BC particles are associated with
average risks. Combined with the substantial
fraction of the PM, . reductions from the
proposed interventions that are not BC, it

is justifiable to use the literature on PM, ; to
derive a concentration-response relationship
between changes in long-term exposure to all
types of PM, , and mortality. Again, this is the
scientific consensus. The US EPA’s Scientific
Advisory Board recently recommended that
the agency treat all particles as equally toxic,
as the evidence for using differential toxic-

ity in risk assessment was not strong enough.
This is consistent with prior findings by WHO
and the findings of the long-term studies that
that looked at BC (von Klot ¢ al., 2009; Smith
et al., 2009).

4.5.2 The impact of ozone on
human health

While studies have reported adverse health
responses to O,, a highly oxidizing gas, for de-
cades, reports that O, exposure might hasten
deaths have been more recent. The first large-
scale report came from Europe, where seven
cities were studied using identical methods
and the O,-mortality concentration response
results combined (Touloumt et al., 1997). A
significant association was found. Since then a

number of other studies have reported similar
results in both the USA and Europe, including
three large meta-analyses commissioned by
the US EPA (Bell ez al., 2005; Levy et al., 2005;
Ito et al., 2005). Moreover, a large multi-city
study has found no evidence of a threshold
for O,-mortality; effects were found to occur
down to 24 h mean concentration of 20 ppb
(Bell et al., 2006). In addition, some studies
indicate that the effects of O, might interact
with the effects of heat waves (Filleul ez al.,
2006; Ren et al., 2008).

Further evidence has demonstrated that these
associations are not confounded by tempera-
ture (Schwartz, 2004) or secondary particles
(Franklin and Schwartz, 2008), and are not
due to harvesting (the bringing forward of
deaths by just a week or two) (Zanobetti and
Schwartz, 2008). More recently an analysis of
the ACS study has also demonstrated an as-
sociation between long-term O, exposure and
life expectancy in a cohort. A related econo-
metric study looked at year-to-year deviations
of O, concentrations from their trend and
year-to-year deviations in mortality rates in all
municipalities in England, and found a signifi-
cant association (Janke ¢ al., 2009). Not only
does this support the ACS finding that long-
term exposure matters, it suggests, as with
particles, that there is no long delay.

Other related studies have reported that
O, was associated with oxidative stress in
the lung (Romieu et al., 2008), with growth
of lung function in children (Rojas-Mar-
tinez et al., 2007), systemic inflammation
(Chuang et al., 2007), and with arrhythmia
(Sarnat et al., 2006).

Since the ACS study is the only published
investigation of the effects of longer-term
O, exposure on mortality, and the effects of
longer-term exposure are greater than those
of short-term exposures this Assessment has
taken that study for our effect estimates. This
is consistent with other recent assessments
(Smith et al., 2009; Anenberg ¢t al., 2010). In
addition, modelled estimates of longer-term
O, concentrations have lower uncertainty
than estimates of daily concentrations.
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4.5.3 The impact of indoor particulate
matter on human health

Acute lower respiratory infections (ALRI),
mainly in the form of pneumonia, remains
the most important cause of death among
children under five years (Bryce et al., 2005).
Epidemiological evidence from observational
studies suggests that indoor air pollution (IAP)
exposure from solid fuel use is an important
risk factor for pneumonia (Dherani et al.,
2008; Smith et al., 2000; Bruce et al., 2000;
Smith et al., 2004). A recent WHO risk as-
sessment (WHO, 2009) estimated 1.6 million
premature deaths in 2000 due to respiratory
diseases associated with indoor exposure to
smoke from solid fuel use (both biomass and
coal). Although increased cardiovascular dis-
ease (CVD) is the most important health effect
of both ambient air pollution and secondhand
tobacco smoke exposures, the WHO burden
of disease estimates for biomass fuel smoke
did not include cardiovascular disease because
of alack of epidemiologic studies. Hence
these estimates are likely to be low.

As a component of the WHO Comparative
Quantification of Health Risks project (Chap-
ter 18), Smith et al. (2004) combined data from
a total of 93 countries based on demographic
and health surveys, the WHO World Health
Survey, national censuses, and other sources.
For 36 countries with no household solid fuel
use data, the proportions of households using
solid fuels were predicted based on gross na-
tional income, percentage of the population
that is rural, and whether the country was
located in the Eastern Mediterranean region.
According to this assessment, 52 per cent of
the world’s population (over 3 billion people)
depend on solid fuels (such as fuel wood, coal,
cow dung, etc.), ranging from 77 per cent in
Sub-Saharan Africa and 74 per cent in both
Southeast Asia and the Western Pacific, to 36
per cent in the Eastern Mediterranean region
and 16 per cent in both Latin American and
the Caribbean and in Central and Eastern
Europe. This suggests that reducing emis-
sions from indoor cooking will produce direct
health benefits for this approximately 50 per
cent of the world's population that depend on
solid fuel.

Recently McCracken and Schwartz (2009), in a
report to the US EPA, have used the effects of
biomass smoke on blood pressure to estimate the
premature adult mortality due to cardiovascular
disease. Their estimates are of 237 000 deaths
per year, worldwide, which are in addition to the
respiratory deaths estimated above.

4.5.4 Estimating the impact of indoor
particulate matter on human health for
the reference scenario

Because the selected measures evaluated in
this Assessment reduce indoor air quality as
well as outdoor air quality and SLCIs, it is
also possible to estimate reductions in mortal-
ity from the indoor air quality improvements.
To be conservative, we have limited this to
respiratory mortality.

One of the major strategies to lower emis-
sions of BC and CO is to replace current
biomass combustion with improved stoves that
have better combustion efficiency or to focus
on LPG or non-solid fuel stoves. This would
both reduce exposure indoors and reduce
emissions, influencing outdoor exposures (e.g.
see the global cookstove initiative of the UN
Foundation; India’s National Biomass Cook-
stoves Initiative; Project Surya at projectsurya.
org) (Ramanathan and Balakrishnan, 2007).

Work by ITASA for the new Global Burden
of Disease report contains estimates of expo-
sure for 2030 under the reference scenario.
These have been used to estimate the differ-
ence in health burden presented as deaths per
year avoided, and years of life lost (YLL) (see
Box 4.7). Mortality rates are held constant in
this analysis, which may be conservative. Due
to data limitations, we have only estimated
benefits for India and China. We have taken
data from the Global Burden of Disease re-
port of 2004 for the burden of solid fuel use
in the domestic sector in those countries in
2000 (Ezzati et al. 2004). This report provides
a summary of the health effects and the dose-
response relation.
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4.5.5 Estimating the impact of changes
in particulate matter and ozone

on human health for the reference
scenario

Changes in annual deaths due to changes in
outdoor air pollution are estimated using a
health impact function, taking into account
the exposed population (Pop), baseline
mortality rates (Y,), the CRF () defined by
the epidemiology literature, and the change
in PM, ; and O, (AX), which are examined
separately; this analyses is based on a data
integration methods similar to that used by
Anenberg et al. (2010):

A Deaths = Pop * Y * (1-e?¥)

A number of recent risk assessments have
chosen the CRF (B) from the ACS study (Co-
hen et al., 2004; Liu et al., 2009¢; Anenberg

et al., 2010) as that to use in quantitatively
estimating the effect of particle reductions.
The primary argument has been that this is

a large study. This Assessment has rejected
that approach for a more integrative one for a
number of reasons. First, to choose one study
is to implicitly claim that the other studies
have no information to offer on the size of the
effect, they only help justify the plausibility.
This is believed to be untenable. Some of the
other studies (e.g. the Nurses’ Health Study
(Puett et al., 2009)) were also quite large, oth-
ers, such as the Six City Study (Ferris et al.,
1983) had advantages in random selection of
subjects and less exposure error, and there are
many studies whose cumulative impact on a
judgment of the best CRF can hardly be zero.
Moreover, the ACS study found effect modi-

fication by education (lower effects in college
graduates) but substantially oversampled col-
lege graduates. Secondly, the main ACS anal-
yses assign subjects to air pollution monitors
in the same metropolitan area, even if they
are in a different county. Some of the counties
are very large, so that distances of more than
150 km between subject and monitor can oc-
cur. This induces error in the exposure, which,
as discussed previously, also biases the results.

Of course, integrating the literature on air
pollution and mortality, and incorporating
supporting literature on effects on intermedi-
ary biomarkers is a daunting task; fortunately
this had already been done by the US EPA.
They recruited a panel of 12 experts to re-
view the literature with the aim of estimat-
ing the CRF for all-cause mortality, and the
uncertainty around it. Interestingly, the over-
selection of college-educated participants
and higher than average measurement errors
were cited by many experts as the reason that
all but one expert (including two authors of
the ACS papers) had mean estimates greater
than the AGS slope. The average of the 12
estimates reported as part of the expert elici-
tation gives a mean function of 1.06 per cent
decrease in deaths per 1 pg/m?* decrease in
PM,, ., about 1.8 times higher than the esti-
mate from the ACS study.

Studies of the acute effects of particles at
high dose have shown a logarithmic CRE,
with lower marginal impacts at higher con-
centrations. This suggests the concentration-
response estimate above is likely too high
for developing countries, where exposure is

BOX 4.7: Metrics of health impacts

health outcome.

sence of that risk factor.

she would not have died prematurely.

Concentration-response function (CRF) — the relationship between ambient concentration and a

Premature deaths — the number of deaths occurring earlier due to a risk factor than in the ab-

Years of life lost (YLL) — the average number of additional years a person would have lived if he or

Value of a statistical life (VSL) — The maximum amount an individual would be willing to pay to
reduce his or her chance of dying by a small amount in a specified time period.
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higher. However, due to emission reduction
measures to which developing countries are
already committed, this Assessment’s base-
line pI“OJeCthl’lS for PM, . concentrations in
these regions for 2030 are much lower. For
example, projections show anthropogenic
concentrations (which exclude dust and

sea salt) in the 30’s and 40’s of pg/m?® for
China and India. This is within the range
where the CRT was found to be linear by
Schwartz et al. (2008), and so this Assessment
has assumed a linear relationship with the
1.06% per pg/m’ of PM, , slope above.

The methodology used in this Assessment has
previously been used by the WHO in 2004

to estimate the then current global burden

of outdoor air pollution on human mortality
(Cohen et al., 2004). This WHO comparative
risk assessment estimated that urban PM,
was associated with about 800 000 annual
deaths globally (Cohen et al., 2004). A more
recent study, again for current conditions,
used a global chemical transport model to es-
timate the burden of outdoor anthropogenic
PM, ,and O, in both urban and rural areas,
ﬁndmg about 3.7 million annual premature
deaths due to PM, ; and about 700 000 due to
O, (Anenberg et al , 2010), with about

75 per cent of these occurring in Asia. These
estimates will be revised again by the ongo-
ing Global Burden of Disease 2010 Study
(http://www.globalburden.org/). No study to
date has examined the burden of outdoor air
pollution on mortality in 2030, which would
be influenced in opposite directions by sev-
eral factors. Expected population growth, the
epidemiological shift in developing countries
from infectious disease to chronic disease, and
increased emissions associated with economic
development would lead to a larger burden;
however, air pollution mitigation policies
planned in North America and Europe along
with expected future programmes in Asia
would reduce the overall burden.

This Assessment examines the health impacts
in 2030 due to the change in PM,, , and O,
concentrations projected in 2030 relatlve to
2005 concentrations based on the reference
scenario. Because the PM studies primarily
show effects of exposure on deaths from car-
diopulmonary disease and lung cancer, and
the O, study effects on respiratory mortality,
the estimates in this Assessment are restricted
to changes in those specific causes of deaths.
The equation above produces estimates of
how many fewer deaths per year in 2030
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Figure 4.7. Regional change in annual PM, . cardiopulmonary and lung cancer and O, respiratory mortality (in
millions of lives) in 2030 relative to 2005 for the reference scenario, using simulated concentratlons from the two
models. Confidence intervals of 95 per cent are based on uncertainty in the CRF only.
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Figure 4.8. Change in annual PM, , cardiopulmonary and lung cancer and O, respiratory mortality (lives per
1 000 km?) in 2030 relative to 2005 for the reference scenario.

would occur were the air pollutants lowered.
In addition, YLL have been calculated, based
on current life expectancies.

Regional changes in mortality for the 2030
population are estimated using the change in
surface PM, ; and O, concentrations between
2005 and 2030 simulated by the two models,
GISS-PUCCINI and ECHAM-HAMMOZ
(see Appendix A.4). Globally, emission
changes in 2030 relative to 2005 substantially
impact air pollution-related mortality. For
each region, changes in health impacts from
PM, ; are larger than those from O,, an effect
of both the relative changes in concentration
of the two pollutants and the stronger rela-
tionship of PM, . with mortality (Figure 4.7).
ECHAM-HAMMOZ simulates much larger
PM, , concentration changes and smaller O,
changes compared with GISS-PUCCINI,
though both models show the same direc-
tional change for each region (Figure 4.7).
Both models also show similar spatial pat-
terns, except for small areas in northern
China where surface PM, , increases in
GISS-PUCCINI but decreases in ECHAM-
HAMMOZ (Figure 4.8).

The impact of ambient PM is significant
compared to other causes of death.
Implementation of tight emission regulations
in North America and Europe lead to
0.1-0.8 million avoided PM, .-related deaths
annually (primarily in Europe), corresponding
to 0.5-4.8 million avoided YLL. These
ranges include estimates from both models
and the associated 95 per cent confidence
intervals. Expected regulations in East Asia,
Southeast Asia and the Pacific are estimated
to avoid 0.1-1.1 million annual PM, .-related
deaths (0.4-7.7 million YLL), but O,-related
mortality is estimated to increase by 0-0.2
million (0.1-1.4 million YLL). Continued
rapid emissions growth in South, West and
Central Asia is estimated to increase PM, .-
and O,-related deaths by 0.1-1.8 million
(1.2-15.9 million YLL) and 0-0.2 million
(0.1-2.4 million YLL), respectively. Only
modest changes in air pollution-related
mortality are expected in Africa and Latin
America and the Caribbean.

The 95 per cent confidence intervals
shown by the error bars in Figure 4.7 only
represent the uncertainty in the CRF and
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exclude additional uncertainties that are
more difficult to quantify. Some uncertainties,
such as in emissions and the representation
of atmospheric processes in the models used
to simulate concentrations, occur upstream
of the health impact calculation — the
comparison between the two models gives
some indication of the importance of the
latter of these two factors. Uncertainties

are also associated with extrapolating CRF's
found in the developed world to the rest of
the world. PM, ; concentrations simulated by
ECHAM-HAMMOZ approach 95 pg/m?

in East and Southeast Asia and the Pacific,
which is larger than the maximum of 60 pg/
m’ simulated by GISS-PUCCINI. The true
CREF at these high concentrations is unknown
since no long-term epidemiology studies have
yet included such high exposure levels. The
CRF's used in this Assessment are assumed

to be linear; if the marginal impact of PM, ,
is smaller at high concentrations, these
results would be overestimates, particularly
for results based on concentrations

simulated by ECHAM-HAMMOZ.

These estimates are also based on a conser-
vative population projection to 2030 and
are limited to a population aged 30 and
older, consistent with the ACS study. The
substantial respiratory mortality in develop-
ing countries is likely to be impacted by air
pollution (Carbajal-Arroyo et al., 2011) in
ways our model does not capture. These
results also focus only on mortality and do
not account for substantial changes in mor-
bidity that would result from these changes
in air pollution. The estimated changes in
mortality may therefore be underestimates
of the true health impacts of the projected
changes in concentrations.

Indoor health estimate result

Using the CRYF from Ezzati et al. (2004) and
the exposure changes estimated by ITASA,
we estimate 220 000 deaths and 6 million
disability-adjusted years of life lost could

be avoided in India in 2030 due to reduced
indoor air pollution if the portfolio were
implemented. In China, a reduction of 153
000 deaths in 2030 and 1.9 million disability-
adjusted years of life lost is estimated.

4.5.6 Economic valuation of health
impacts

The standard measure of the monetary value

to an individual of a small change in the risk of
mortality is described as the value per statistical
life (VSL)) (e.g;, Jones-Lee, 1974; Viscusi, 1978;
Hammitt, 2000; Alberini, 2005). The VSL is de-
fined as the maximum rate at which an individual
would pay to reduce his or her chance of dying
by a small amount in a specified time period (e.g,
the current year). This value should not be inter-
preted as the value of a life; this value reflects the
tradeoff that populations make between empiri-
cally measured mortality risks and money:.

It is important to note that the VSL is not a
constant but may vary with a number of fac-
tors including wealth and income, age, antici-
pated health status and total mortality risk.
Since the Assessment spans regions in which
income varies considerably the Assessment
models the impact of income on VSL. The
rate at which VSL varies with income is typi-
cally described by the income elasticity, defined
as the proportional change in VSL that cor-
responds to a proportional change in income.
Adjustment for income is important for esti-
mating VSL in lower-income populations for
which direct estimates do not exist. Additional-
ly, the application of different VSLs to popula-
tions with different incomes reflects differences
in willingness and ability to pay for mortality
risk reductions that have been documented
empirically. This approach does not imply that
lives are worth more or less as a function of
income levels. Rather, income constrains an
individual’s ability to pay for risk reductions.

In this Assessment, the VSL approach is ap-
plied in two ways; both approaches rely on

the US EPA’s preferred VSL (which 1s equal

to US$9 500 000 for the model year of the
analysis: 2030) and are based on both a meta-
analysis and a Science Advisory Board review.
The first approach adjusts the US EPA VSL

to each country based on the relationship be-
tween country-specific income per capita and
income per capita in the USA, using an elastic-
ity of 0.40 between income and VSL (US EPA,
1999). This elasticity reflects the relationship

between percentage changes in two variables.
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So in the current context, an elasticity of 0.40
implies that a 10 per cent increase in per capita
income corresponds to a 4 per cent increase in
the willingness to pay (W'TP) to avoid mortal-
ity risks. The second approach applies the US
EPA VSL uniformly across all countries, re-
gardless of individual nations’ income levels.

Although both PM, . and O, impact the inci-
dence rates of a wide range of morbidity states,
the most economically important of which is
chronic illness, this Assessment does not measure
the impact of air pollution on morbidity due to
a lack of necessary data in many countries.

Table 4.4 shows the results from the mortality
valuation exercises conducted in this Assess-
ment (based on the values provided in Figures
4.7 and 4.8) for the comparison of mortality
incidence in 2030 and 2005.

Table 4.4 indicates that the value of mor-
tality reductions between 2030 and 2005
is considerable in magnitude; the value

of aggregate avoided global mortality is
US$1.28 trillion using GISS concentra-
tion changes. The value of avoided mortal-
ity is considerably larger when the ECHAM
model is used; the value increases to just
over US$H2.7 trillion. Table 4.4 also shows
the regional split of these mortality im-
pacts. Much of the difference between the
two models centres on the change in East
Asia, Southeast Asia and the Pacific, North
America and Europe, and South, West and
Central Asia. Specifically, the (absolute)
value of avoided mortalities increases in
East Asia, Southeast Asia and the Pacific by
nearly US§1.5 trillion when the ECHAM
model is used relative to the GISS model.
In South, West and Central Asia, mortality
damages are US$1 trillion larger when us-
ing the ECHAM model than when GISS is
employed. In North America and Europe,
the reduction in mortality damages is nearly
US$1 trillion larger with ECHAM than
when GISS is employed.

Table 4.4. Valuation of Premature Deaths: 2030 versus 2005 according to emissions and concentrations resulting
from the reference scenario. All values expressed in 2006 US$ billions. 95 per cent confidence intervals in
parenthesis derived from confidence intervals reported for mortality CRF. Values reflect change in mortality
damage; negative values imply improvement in welfare. The first column (left) indicates the geographical

region (either global or each of five regions), and the second and third columns display the results when using
country-specific VSLs for the mortality calculations based on the GISS (2nd column) and ECHAM (3rd column)

modeled concentration changes. The fourth and fifth columns break down the results by exposure to PM, and O,

individually.
Spatial Unit Gross mortality value Gross mortality value (GISS)
(2006 USS billions) (2006 USS billions)
GISS ECHAM PM, -related O, -related
deaths deaths
Global -1 280 -2710 -1 680 400
(-399, -2 360) (-797, -5 200) (-537, -2 990) (139, 623)
Africa 73 -25 66 7
(25, 124) (-8, 50) (23, 112) (2,11)
East Asia, -237 -1720 -564 327
Southeast Asia and (-76, -462) (-550, 3 090) (-186, -986) (111, 523)
the Pacific
Latin America and -3 -38 -11 7
the Caribbean (-1, -6) (-13, -67) (-4, -18) (2,12)
North America and -2040 -2 960 -1 850 -189
Europe (-669, -3 560) (-964 -5 210) (-608, -3 240) (61, -320)
South, West and 931 2030 683 248
Central Asia (322, 1 540) (742, 3 220) (238, 1 140) (84, 397)
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In Africa the GISS model predicts an increase
in mortality damages, while the ECHAM
model indicates that mortality damages will
be smaller in 2030 than in 2005. A much
smaller difference in mortality damages is
seen between the two models for Latin Ameri-
ca and the Caribbean.

Table 4.4 also expresses the country-specific
VSL results according to whether the predicted
deaths are due to PM,, , or O, exposure. These
results are based on the GISS model. The
greatest share of mortality damage is due to
exposures to PM, .. Globally, the reduction in
premature deaths associated with PM, . expo-
sure is valued at US$1.7 trillion. In Contrast,
O, exposure deaths increase and are valued

at US$400 billion. In East Asia, Southeast
Asia and the Pacific and in Latin America and
the Caribbean this pattern of reduced PM, .-
exposure deaths and increasing O,-exposure
deaths holds. And in each of these two regions
the (absolute) value of PM, -exposure deaths is
in excess of that assomated w1th O,. In North
America and Europe, both PM, - and O,-ex-
posure deaths decrease relative to 2005 for the
reference scenario. In Africa and South, West
and Central Asia, premature deaths associated
with both pollution species increase.

4.6 Impacts of black carbon
and ozone on agriculture and
ecosystems

Observational, experimental and modelling
studies have demonstrated the effects of aero-
sols, of which BC is an important fraction,
and O, on a variety of different ecosystems.
Much of the current research has concen-
trated on agriculture, however, since these
pollutants do not discriminate in their impacts
on ecosystems, a wide variety of ecosystem
services may be affected. Important services
affected include the provisioning and support-
ing services associated with the productivity
and biodiversity of forests, grasslands and
wetlands as well as the regulating services re-
lated to the carbon sequestration potential of
ecosystems. In this section the role that both
O, and aerosols play in impairing these par-
ticular ecosystem services is discussed through
references to published studies. For agricul-

ture, results from this Assessment’s modelling
study are also used to quantify O, impacts on
crop yield, production and subsequent eco-
nomic losses.

Ozone 1s a strongly phytotoxic atmospheric
pollutant and a vast body of literature de-
scribing experimental and observational stud-
ies have shown substantial effects of elevated
O, levels — those exceeding pre-industrial O,
concentratlon by upwards of 10 to 20 ppb

— on visible leaf injury, growth, productivity,
and nutrient composition for a large number
of important agricultural, forest and grassland
species and ecosystems (Ashmore, 2005).

The atmospheric brown cloud (ABC) (Ra-
manathan ef al,, 2008) is a name given to the
haze in the sky consisting of anthropogenic
aerosols (BC, OC, SO,* and nitrates (NO,)
among others) and pollutant gases such as
CO and O,. The ABC has been identified
asa partlcular problem across much of Asia
where high atmospheric aerosol loads alter
the amount and quality of solar radiation
reaching the Earth’s surface with implications
for agricultural productivity through influence
on photosynthesis.

Finally, it is also acknowledged that BC and
O, will affect agriculture and ecosystems indi-
rectly through changes in climate. The IPCC
AR4 assessment reports IPCC, 2007) provide
the most comprehensive reviews of the po-
tential impacts to ecosystems associated with
such changes in climate and these will not be
repeated here. However, the conclusions of
Section 4.2.2, that BC and O, are likely to pro-
duce greater regional enhancements to climate
change than would occur from radiative forc-
ing due to LLGHGs, should be emphasized.
This is especially important due to the implica-
tions for the magnitude of the effect on eco-
systems that are likely to suffer most because
of their geographical location in particularly
polluted regions and the subsequent influence
of regional radiative forcing. The implications
of such climate-induced effects for vulnerability
are considered further in this section.
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4.6.1 Impacts on agriculture caused by
ozone and black carbon

Ozone has been shown to cause a wide variety
of impacts to important and staple agricul-
tural crop species; these include visible injury
to leafy crops (e.g. spinach, lettuce) (Emberson
et al., 2003), reductions in crops yields and ef-
fects on crop quality (e.g nitrogen content of
grains, tubers etc. and nutritive quality of for-
age crops) (see review of Fuhrer and Booker,
2003). Ozone also affects grasslands, which is
an important though often overlooked effect on
agricultural systems with potentially significant
impacts on fodder production for livestock.

Since O, is a secondary pollutant it tends

to reach high concentrations some distance
downwind of the industrial and urban sources
of its primary precursors, meaning that it can
cause particular problems in rural agricultural
regions. This becomes particularly important
in regions where agriculture is located close to
large industrial and urban centres as is com-
mon in the rapidly industrializing economies
of some South and East Asian countries.

Free air concentration enrichment (FACE)
studies arguably provide the best estimate of
real-world effects of O, on crops since they
give estimates of yield losses under commer-
cial growing conditions. However, they are
limited in number with only two FACE sites
investigating O, effects on crops; one that has
been established for almost 10 years in II-
linois, USA, and the second, which was only
established in 2007, in Jiangdu, China. Both
studies suggest substantial yield losses at con-
centrations representative of O, episodes that
can occur in each region.

For example, the USA study found that seed
yield of a commercial soybean cultivar, Pio-
neer 93B15, was reduced by 20 per cent when
O, was increased from an 8-hour growing
season average of 50 ppb to 63 ppb (Morgan
et al., 2006). The first year results from China
showed rice yield to be reduced by 6 per cent
in a japonica-type inbred variety and 21 per
cent in an indica-type hybrid by the elevation
of O, concentrations from 43 ppb to 53 ppb
(mean 7-hour O, concentration across the

three months centred on the flowering time)
(Pang et al., 2009). This latter study indicates
the importance of varietal differences in deter-
mining O, sensitivity.

Chamber experimental studies have been used
far more widely than FACE studies, both in
terms of geographical distribution and num-
ber of studies, due largely to their being less
resource intensive. Such financial savings have
meant that standardized pan-regional cham-
ber study programmes have been performed
both in the USA (the National Crop Loss As-
sessment Programme; NCLAN; Heck et al.,
1983) and in Europe (the European Open Top
Chamber Project; Jager et al., 1992). The crop
yield losses found in many of these studies are
corroborated by FACE studies which used simi-
lar increases in O, concentration (Long et al.,
2005 and Box 4.8). Importantly, these chamber
studies have led to the development of CRI's
for arable crops that can be used to assess the
risk of crop yield losses across entire regions in
modelling-based studies. When combined with
O, photochemical modelling and agricultural
production statistics (Emberson et al., 2003),
this allows results from site-specific experimen-
tal studies to be extrapolated to larger regions
providing an estimate of the spatial extent

and magnitude of crop specific yield losses for
whole regions (e.g. Europe, North America and
more recently, parts of Asia).

The CRFs that have been developed during
these pan-regional campaigns have used differ-
ent indices to characterise O, exposure. These
have evolved from average mean growing sea-
son indices (e.g. M, and M, indices; where the
7 or 12 refers to the daylight hourly averaging
period) to indices that give greater weight to
higher or peak O, concentrations deemed more
biologically relevant to the induction of dam-
age (e.g. AOT40 in Europe, SUMO06 and W126
in North America). The profile of the CRF
should also be considered; for example the
curve-linearity of the M./M , indices essen-
tially results in lower average O, concentrations
contributing less to damage thereby having a
similar effect in terms of weighting the relative
importance of higher end O, concentrations
albeit as growing-season values rather than
hourly averages. The importance of this effect
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varies according to the species-specific relation-
ship. It should also be noted that CRF's are
only now being derived for Asian conditions.
This is especially important as a recent meta-
analysis of chamber-derived data expressing
O, impacts on yields of wheat, rice and soy-
bean suggested that Asian cultivars, grown un-
der Asian conditions may be more sensitive to
O, than would have been suggested by North
America derived concentration-response rela-
tionships (Emberson ez al., 2009).

A recent global study by Van Dingenen et al.
(2009) used the AOT40 and M, /M , indices

to assess the current (2000) and future (2030)
impact of O, on the yield and associated pro-
duction and economic losses of four staple
agricultural crops. Emission projections from
which O, concentrations were modelled for the
year 2030 were based on a current legislation
scenario. Present day global relative yield losses
are estimated to range between 7 per cent and
12 per cent for wheat, between 6 per cent and
16 per cent for soybean, between 3 per cent and
4 per cent for rice, and between 3 per cent and
5 per cent for maize (the ranges resulting from
the use of two different indices [AOT40 and
M./M,,] to express dose in the CRFs). These
global yield losses represent an economic loss,
assuming 2000 world market prices, of US$14
to US$26 billion annually. They are based on
figures for wheat production losses due to O,
estimated by Van Dingenen ¢ al. (2009). About
40 per cent of this damage was found to occur
in parts of China and India. For those Asian
countries with an economy largely based on ag-
riculture, O, induced damage was suggested as a
real threat to economic growth, with losses esti-
mated to offset 20 to 80 per cent of the increase
in GDP in the year 2000.

The ABGs found across the Indian sub-con-
tinent and the northern Indian Ocean have
been studied extensively since the Indo-US-Eu-
ropean collaborative field study known as the
Indian Ocean Experiment conducted during
1997 to 1999 (see summary in Ramanathan et
al., 2008). Only a few studies have examined
the impacts of ABCs on agriculture and have
tended to focus just on the impact of solar ra-
diation on yield. Such studies have estimated
that the dimming effect of ABCs reduced rice

yield by 6 to 17 per cent (Ramanathan et al.,
2008). These studies have been criticized for
using process-based crop-response simulation
models, which might not accurately reflect crop
growth under actual field conditions.

Black carbon can also impact agriculture
through its effect on temperatures, cloudiness,
rainfall and river flow via its impact on glacier
melting. A study by Aufthammer ¢t al., (2006)
aimed to overcome limitations associated with
the use of process based crop growth models
by examining the multiple impacts of ABCs
on agriculture using multivariate regression
methods and historical data from nine major
rice-growing states of India. Surface warming
due to greenhouse gases and BC decreased rice
productivity, these reductions were amplified by
further reductions in rice yield due to dimming
and a decrease in monsoon rainfall attributed
to ABGs. Although their study included the ef-
fects of all man-made acrosols (with SO,*, OC
and BC being dominant), BC and OC were
found to contribute at least 70 per cent to their
estimated ABC effects on agriculture. They
estimated the losses of just ABCs on mean
wet-season rice harvest to be 4 per cent during
1966 to 1984 and 11 per cent during 1985 to
1998; simultaneous reduction of ABCs and
greenhouse gases would have increased mean

wet-season rice harvest by 6 per cent for 1966
to 1984 and 14 per cent for 1985 to 1998.

4.6.2 Estimating the impact of
changes in ozone on agriculture for the
reference scenario

This Assessment uses the same methodology
employed in the Van Dingenen ¢t al. (2009) pa-
per to assess changes in yield, production and
economic value of the same four staple crops
between 2005 and 2030.

For this study, the M_ and M,,' O, concentra-
tion indices were applied, rather than AOT40
because of their higher robustness com-

pared to the threshold-based AOT40 metric

! M7 = 3-monthly growing season mean of hourly O,
concentrations during the 7 hour period [09:00 —
15:59] local time (M12: idem, but for the 12 hour
period [08:00 — 19:59] local time).
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(Tuovinen et al., 2007; Van Dingenen et al.,
2009). The methodology calculates O, indices
from global modelled hourly O, fields from
the global circulation ECHAM-HAMMOZ
and GISS-PUCCINI models over a crop-
and location-specific growing season; this pro-
duces gridded estimates of relative yield loss
(RYL) for each relevant crop. The RYL field
was overlaid with a higher resolution 1° x 1°
crop production grid derived from national or
regional agricultural production numbers. For
each grid cell, the crop production loss (CPLi)
is calculated from the RYLi and the actual
crop production for the year 2005 within the
grid cell (CP):

a) South, West, and Central Asia
North America and Europe
Latin America and Caribbean
East Asia, Southeast Asia, and Pacific
Africa

World

RYL;

PL; = ————.
CPLi =13y,

CP,

The national CPL is then obtained by sum-
ming all grid cells belonging to each country.
The economic loss (EL) is estimated by mul-
tiplying the crop production loss (CPL) with
the producer prices for the year 2005 (PP,

005)

as given by FAOSTAT (http:/ /faostat.fao.org,
accessed December 2007). The producer pric-
es are used as a proxy for the domestic market
price, due to the lack of information on actual
crop market prices.

20%  -15% -10% -5% 0% 5% 10% 15%  20%

South, West, and Central Asia

per cent

m Soy
Corn

North America and Europe
Latin America and Caribbean
East Asia, Southeast Asia, and Pacific
Africa

World

H Rice
- ® Wheat

-60 -40

-20 0 20 40 60 80

million tonnes

Figure 4.9. The differences in a) relative yield loss (%) and b) crop production loss (millions of tonnes) between
2005 and 2030 according to the reference scenario. Results are based on the average of the results using O,
concentrations from the GISS PUCCINI and ECHAM-HAMMOZ models. Error bars represent resulting range in
model output from the uncertainty associated with the CRFs at a 95 per cent confidence interval.
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Table 4.5. The change in crop production between 2005 and 2030 under the reference scenario as millions of
tonnes and a percentageof total global production in 2005 (FAO). The ranges cover the central value obtained
from both the GISS-PUCCINI and ECHAM-HAMMOZ models.

Crop Global production in Change in production Change in production as a
2005 2005 to 2030 percentage of 2005
(million tonnes) (million tonnes) production (%)
Wheat 626 -3to-5 -0.5t0-0.8
Rice 634 -4to-14 -0.6to-2.2
Corn 722 +5to +8 +0.7to +1.1
Soybean 214 +2 to +19 +1.2t0 +8.7
South, West, and Central Asia H Soy
Corn
North America and Europe = = Rice
P = m Wheat
I
Latin America and Caribbean
East Asia, Southeast Asia, and Pacific ;'—' .
Africa
World E& .
-10 -5 0 5 10 15

Billion SUS

Figure 4.10. Change in economic losses in US$ billions from 2005 to 2030 (positive values are losses, negative
values are gains). The ranges cover the central value obtained from both the GISS-PUCCINI and ECHAM-

HAMMOZ models.

EL - CPLPPZOUS

PP,,,are not always available for some minor
producing countries. In that case, the median
crop price for the year 2005 was applied. By
using this simple cost calculation, the Assess-
ment neglects possible feedbacks of changes
in supply and the demand on the price evolu-
tion. Adams et al. (1982) estimated that the
simple multiplication approach overestimates
the damage by 20 per cent by not accounting
for economic adjustments and compensating
price effects. The error bars assigned to yield
loss estimates in the present study reflect the
uncertainty in the CRE They result from the
95 per cent confidence interval on the Weibull
function parameters, as reported in the litera-
ture (Lesser et al., 1990).

The differences in RYL, CPL and EL between
2005 and 2030 under the reference scenario
are shown in Figures 4.9. The estimated
changes in CP in million tonnes between 2005
and 2030 are provided as absolute values

and as a fraction of total global production

in 2005 in Table 4.5. Positive RYL values in-
dicate an increase in crop yield loss in 2030
compared with 2005. For the whole Asian
region, all four crops show an increase in yield
loss. Soybean and corn yields are the most
affected, with losses increasing by 7 per cent
(+8 per cent, -5 per cent) for soybean and

by 8 per cent (£7 per cent) for corn in East
Asia, Southeast Asia and the Pacific. The
change in yield losses for wheat and rice are
less than 3 per cent everywhere. However,
corresponding changes in production losses
(Figure 4.9b) for Asia are relatively large
reflecting the importance of wheat-rice crop-
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ping systems in this region, in particular in
the Indo-Gangetic plain region. It should be
noted that the change in absolute production
numbers for rice are highly uncertain due to
the ill-defined CRY for that crop (see Appen-
dix A.4.3). For all four crops nearly 40 million
tonnes of production is lost across the entire
Asian region reflecting the substantial area
under cultivation that is exposed to elevated
O, concentrations.

In contrast, the European and North Ameri-
can regional analysis suggests that all crops
will see an improvement in yields, with soy-
bean yields benefiting the most (in terms

of relative yield). This is likely due to the
relatively high sensitivity of soybean to O,
meaning this crop will benefit to a greater
extent compared to others. This highlights the
benefits for arable production of the reference
scenario emission reduction strategies that will
reduce O, concentrations in these parts of

the world.

Figure 4.10 expresses these losses in economic
terms to provide an insight as to the financial
cost of O, damage assuming current world
market commodity prices. The greatest losses
for a single crop and commodity occur in East
and Southeast Asia for maize with a central
estimate of US$3 ( 3) billion being lost due
to changes in O, exposure from 2005 to 2030
according to projections in emissions and
concentrations according of the reference
scenario. The economic losses for the whole
of Asia are estimated at US$ 1-20 billion.
Conversely, the improvements in air quality
in North America and Europe see increases
in crop yield leading to production and eco-
nomic gains of 11-96 million tonnes and US$
1-11 billion respectively.

It should be noted that this Assessment,
though providing important information
regarding the scale of the impacts associ-
ated with current and future changes in
tropospheric O,, has a number of associated
uncertainties. These can most usefully be
grouped into:

1 Those associated with estimating the crop
yield losses: these include uncertainties

1

with which estimates of global O, con-
centration fields can be expected to rep-
resent conditions at plant canopy height;
uncertainties in relying upon chamber
studies for the derivation of CRF's (see
Box 4.8); uncertainties associated with ac-
curately defining the crop growing season
and crop distribution; varietal differences
in sensitivity to O,; variability in results
dependent upon selection of an O, dose
metric (i.e. AOT40 versus M7/M12);
suitability of O, dose metrics for global
application (Emberson et al., 2009); the
influence of modifying factors which
may decouple O, concentrations from
O, uptake and hence damage. These
uncertainties could to some extent be
overcome through the use of flux-based
exposure-response functions rather than
the concentration based CRF's used here.
For example, the UNECE Convention on
Long-range Transboundary Air Pollution
(CLRTAP) recommends that only flux-
based indices be used for economic loss
assessment (UNECE, 2010). Although
theoretically feasible to perform flux-
based yield-loss assessments, this method
is currently limited both by the ability to
estimate fluxes at the global scale — the
methods have to date been developed
and, more importantly, parameterized

in Europe — and the existence of flux-
response relationships for only a limited
number of crop species (wheat, potato
and tomato).

Those associated with capturing the
entire impact of O, on agricultural pro-
ductivity. Here it is important to stress
that the Assessment investigates only
four crops for a single year in an attempt
to assess the benefits of changes in O,
precursor emissions on agriculture. In
actuality, a large number of other impor-
tant crops are known to be sensitive to
O, Mills et al., 2007) but have not been
included since M7/M12 concentration-
response relationships do not exist. In
addition, for many crops, especially those
grown in the tropics, the sensitivity to O,
1s unknown. Ozone is known to reduce
the productivity and forage quality of
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productive pastures (Krupa et al., 2004),
with potentially important implications
for livestock (Holland et al., 2006).

i1 Those associated with putting a price on
the agricultural impacts resulting from
elevated O, exposures. These include the
fact that the economic assessment has
used global median producer prices for
2005 (from FAO) where country-specific
prices are lacking, and it is important
to recognize that there is heterogeneity
between countries. There is also uncer-
tainty in that prices will have changed by
2030 although this is not accounted for
in the modelling. These estimates also do
not reflect adaptive behaviors by produc-
ers in response to changing O, levels,
but perhaps, even more importantly, the
economic assessments provide only a
macro-scale analyses of the situation, the
influence of yield losses to, for example,
subsistence farmers and hence impacts
on farmers livelihoods are not captured.

The results from this exercise are similar in
terms of the scale of yield, production and
economic losses predicted by a number of oth-
er modelling studies conducted for particular
global regions. For example, in the USA as a
whole, agronomic crop loss to O, is estimated
to range from 5 to 15 per cent, with an ap-
proximate cost of US$3 to US$)5 billion annu-
ally (US EPA, 2006; Fiscus et al., 2005). In Eu-
rope, similar studies have identified substantial
economic losses due to O,, for example, Hol-
land ¢t al., estimated losses for 23 crops in 47
countries in Europe of €4.4 to 9.3 billion/year,
around a best estimate of €6.7 billion for year
2000 emissions (Holland et al., 2006). Stud-

ies performed for East Asia estimate annual
losses of US$5 billion based on four key crops:
wheat, rice, soybean and maize (Wang and
Mauzerall, 2004).

However, all these methods use the same em-
pirical approach derived from chamber studies
to estimate yield losses and subsequent produc-
tion and economic losses. Alternative, epide-
miologic methods are available and have been
applied for crop loss assessments (Fishman et
al., 2010, Kaliakatsou ¢t al., 2010). Those stud-

ies have found that the influence of O, can be
detected in regional production statlstlcs and
field-trial data although damage estimates
have been found to differ from those obtained
from risk assessments performed using empir-
ically-derived CRFs (Kaliakatsou et al., 2010).
This may be due to these methods being most
effective in those regions characterized by
higher average O, concentrations (Fishman e
al., 2010) where the O, signal is strong enough
to overcome the 1nﬂuence of confounding
variables affecting yield. Here it is important
to note that O, stress does not act indepen-
dently but rather as one of many stresses or
environmental modifications that will affect
growth and productivity of crops (e.g nutrient
availability, drought stress, temperature stress,
and in the future, CO, fertilization). Ideally,
risk assessments would incorporate the interac-
tions that occur between these different stress-
es; new flux-based risk assessment methods
should go some way towards addressing these
issues (Ashmore et al., 2004) but, as discussed
earlier; are not yet available for application at
the global scale.

Despite the overwhelming evidence that
current O, concentrations are causing yield
losses, there has been little, if any, effort within
crop breeding programmes to develop O,
tolerant crop cultivars for a future higher-O,
worlO (Ainsworth e al., 2008; Booker et al.,
2009) even though successes in identifying
genetlc elements associated with O, tolerance
in rice indicate that breeding for O tolerance
in food crops is possible (Frei ez al., 2008 Frei
etal., 2010).

4.6.3 Impacts on ecosystems caused by
ozone and black carbon

Ozone has been shown to have substantial
impacts on forest trees including visible foliar
injury, accelerated leaf senescence, reduced pho-
tosynthesis, altered carbon allocation and re-
duced growth and productivity (Karnosky et a/.,
2007; Skarby et al., 1998). These effects vary by
forest tree species and genotype (Karnosky and
Steiner, 1981). Ozone also appears to weaken
trees’ resilience to a range of biotic (e.g. pest and
pathogen attack) and abiotic (e.g. drought, frost
hardiness) stresses. Much of our knowledge of
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Box 4.8: Chamber versus FACE studies

Unfortunately, the numbers of FACE studies that have investigated the influence of crops grown
under elevated O, are limited. Only two sites (one in the USA and the other in China) have inves-
tigated three crops (soybean in the USA; wheat and rice in China). As such the CRFs (M7/M12 and
AQTA40 yield relationships) that are necessary to perform regional estimates of yield, production
and economic loss due to O, are all primarily based on data from field chamber experiments. Con-
cern has been raised that the chamber environment will modify plant response to O, (Elagéz and
Manning, 2005), with environmental differences between the chamber and the open air either
ameliorating or exacerbating the effects of elevated O, (Long et al. 2005).

In an attempt to estimate the potential under- or over-estimation of yield losses, the figure below
compares the yield losses found for soybean in the USA FACE site (Morgan et al., 2006) and for
rice from the Chinese FACE experiments (Pang et al., 2009), with predicted yield losses using the
CRFs from the global modelling study presented here and in Van Dingenen et al. (2009). The re-
sults would suggest that, if anything, the chamber studies would tend to under-estimate the yield
losses found in the FACE experiments though the importance of differential varietal sensitivity and
year to year variability in sensitivity to O, are apparent.
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Ultimately, such comparisons show that there is an urgent need for more FACE experiments to
reduce the uncertainty in future estimates of loss in crop productivity. Ideally these need to be
conducted in a range of locations and to cover different cropping and management systems (see
also Royal Society, 2008).
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forest species sensitivity to O, comes from ex-
periments conducted on seedlings and saplings.
The extent to such results obtained from tree
seedlings/saplings can be extrapolated to ma-
ture trees under real forest conditions has been
severely challenged (Kolb and Matyssek, 2001)
and studies such as that conducted at Kranzberg
Forest, Germany, on naturally growing and late-
successional adult forest trees are being devel-
oped to clarify these issues.

The consequence of such O, impacts on for-
ests will adversely impact timber yields (Reich,
1987). Much like the case of agriculture, the
standard approach to valuing such O,-induced
damage relies on using current market stump-
age prices. However, since yield losses will

not be incurred until the timber is felled and
brought to market, time, and therefore dis-
counting, plays an important role in valuing
timber losses. The yield loss multiplied by the
market price for timber represents the gross
timber damage. Karlsson ¢t al. (2005) estimate
yield losses at 2.2 per cent in Sweden over the
period 1993 to 2003. The resulting economic
loss was estimated to be a 2.6 per cent decline,
which is equivalent to €56 million. Addition-
ally, Muller and Mendelsohn (2007) estimate
annual yield losses equivalent to US$80 million
in the USA. Given the complexities in making
such calculations, it is outside the scope of the
present Assessment to try to quantify such O,
effects on forest timber production (as has been
done for agriculture in Section 4.6.2), though
it should be noted that forest productivity will
also be likely to be substantially affected by
this pollutant.

Ozone can affect the diversity of plants in
semi-natural habitats. For example, semi-nat-
ural grasslands are genetically highly diverse
multi-species communities ranging from low
to high productivity depending on the site
conditions and management. Component
species differ strongly in their sensitivity to O,
(Bungener et al., 1999; Hayes ¢t al., 2007; Tim-
onen ¢t al., 2004) and thus plant community
composition may alter under the influence

of O,. However, changes in productivity and
species composition in established temperate
(Volk et al., 2006), calcareous (Thwaites et al.,
2006) or alpine grassland (Bassin ez al., 2007)

are difficult to detect against a background

of considerable natural spatial and temporal
variability. Existing experimental evidence
would tend to suggest that, in the longer

run, grassland productivity may decline and
species dominance may change in response

to elevated O,. In contrast, observations in
Mediterranean therophytic grasslands of
short-term O, effects on reproductive traits
of annuals have been clearly identified (Gi-
meno ¢t al., 2004). Similar to its impacts of on
agriculture, BC also affects other ecosystems’
carbon uptake through changes in radiation
levels reaching vegetation, by causing changes
to its amount and quality, and changes in
surface air temperature and air-vapour defi-
cit. Because BC absorbs light, it decreases

the amount of solar radiation reaching the
surface but also changes the direct-to-diffuse
radiation ratio. The latter depends on con-
centrations of BC (non-scattering aerosols),
their source (fossil fuel or biomass burning)
(Ramana et al., 2010), and the concentration
of scattering aerosols (i.e SO,”) (Liepert and
Tegen, 2002, Ramana et al., 2010). Increasing
amounts of scattering aerosols enhance the
diffuse component of the radiation reaching
the surface, whereas increasing concentrations
of absorbing aerosols such as BC can have
the opposite effect. There is observational
evidence that plants are overall more efficient
under diffuse radiation conditions (Gu ¢t al.,
2002; Niyogi ¢t al., 2004; Knohl and Baldocci,
2008; Oliveira ¢t al., 2007). Therefore the
overall effect of BC via radiation changes on
plant carbon uptake is likely to be negative.
However, the presence of BC contributes to

a decrease in total radiation and, depend-

ing on the concentration of other aerosol
types, possibly decreases diffuse radiation.
Opverall effects of BC on vegetation carbon
uptake through the reduction of radiation
and through corresponding changes in surface
temperatures and water vapor pressure deficit
can be assessed using process-based models.

4.6.4 Impacts on the carbon cycle and
other potential feedbacks

Vegetation plays an important role in deter-
mining surface O, levels, through flux of O,
to the interior of leaves through stomata. As
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atmospheric CO, levels rise, the stomata will
not need to open as widely to allow sufficient
CO, to enter for photosynthesis. This may
reduce O, uptake, decreasing plant sensitiv-
ity (Sitch et al., 2007). For example, Klingberg
et al. (2011) found that despite substantially
increased modelled future O, concentra-
tions in central and southern Europe, the
flux-based risk for O, damage to vegetation,
which is based on estimates of stomatal con-
ductance, was predicted to remain unchanged
or decrease at most sites, mainly as a result of
projected reductions in stomatal conductance
under rising GO, concentrations; however,
soil moisture and temperature were also
found to play an important role in determin-
ing stomatal O, flux. Such reductions in O,
uptake would also lead to increased O, con-
centrations in the boundary layer. Sanderson
et al. (2007) found that surface O, levels over
parts of Europe, Asia and the Americas were
4-8 ppb larger under CO, fertilization condi-
tions during April, May and June (the approx-
imate growing season for crops in northern
Europe). However, the relationship between
stomatal conductance and CO, concentration
may prove to be more complex and depend
on O,-CO, interactions (Uddling et al., 2010).
In addition, recent research has found that
effective regulation of stomatal conductance
under drought conditions was disrupted by in-

creasing background O, concentration (Mills
et al., 2010; Wilkinson and Davies, 2009,
2010). Further details of the potential climate
change effects on O, fluxes can be found in

Fowler et al. (2009) and Fuhrer (2009).

The mechanistic based modelling study inves-
tigating plant-O, interactions under SRES A2
emission scenarios by Sitch et al. (2007) also
found a significant suppression of the global
land carbon sink due to O, induced damage
to vegetation leading to reduced net primary
productivity, with estimates of the reduction
in land carbon sequestration being up to 260
gigatonnes of carbon (GtC) by 2100. This re-
duced carbon sequestration leads to a higher
atmospheric CO, concentration which was
estimated to constitute an indirect radiative
forcing that could exceed warming due to the
direct radiative effect of tropospheric O, in-
creases. However, as discussed above, elevated
CO, concentrations may provide a degree of
protection against O, damage, though there is
uncertainty as to the magnitude and temporal
longevity of this protection as well as which
species groups would be affected.

The results from the Sitch et al. (2007) study
and a similar investigation conducted by
Sanderson ¢t al. (2003) have been used to
identify eco-regions where a significant effect

% change GPP
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Figure 4.11. Global assessment of the key biodiversity areas at high risk from O, impacts; the figure shows
the projected per cent decrease in gross primary productivity (GPP) due to O, within the Global 200 priority
conservation areas. For further details see the Royal Society (2008).
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on global primary productivity (GPP) might
be expected to occur (Royal Society, 2008).
The results in Figure 4.11 are based on the
low sensitivity simulation of Sitch et al. (2007)
which is overlain with the World Wildlife
Fund (WWF) Global 200 priority conserva-
tion areas and used to assess threats of O, de-
position to biodiversity. This identifies eco-re-
gions of South and East Asia, Central Africa
and Latin America as being at risk from ele-
vated O, levels during this century, in addition
to areas of North America and Europe where
the effects of O, are better documented. How-
ever, there is almost no information available
on whether the plant communities in regions
outside of North America and Europe are as
sensitive to O,, and hence the real significance
of these areas of potential risk to biodiversity
is completely unknown.

As atmospheric CO, concentrations alter in
the future, so too will climate, and particu-
larly temperature and precipitation; both
these factors are also important in deter-
mining stomatal conductance and hence
crop productivity and uptake of pollutants
such as O,. As such, reduced stomatal con-
ductance that might occur in response to
elevated CO, may enhance water use effi-
ciency of plants, which could help to partly
alleviate the effects of reduced rainfall.

The projected increase in temperatures in
many parts of the world mean that yields
from crops may also be reduced (Lobell

and Field, 2007). Increased water stress in

a warmer climate may also be expected to
decrease sensitivity to O, through reduced
uptake; however O, induced damage to
stomatal functioning (Mills et al., 2010;
Wilkinson and Davies, 2009, 2010) might
confound this effect. The exact impacts of
pollutants on vegetation in the future will be
complicated by the differential response of
plants to climate change and rising CO, lev-
els, whereby the latter will increase growth
and might offset some of the projected yield
losses from crops by the former.

There is an impact of BC on the carbon
cycle through the created dimming effect and
its concomitant effects on surface tempera-
ture and air-vapour deficit changes. Only
recently have global models been able to ac-
count for effects of PM on vegetation. This
is done by accounting separately for direct
and diffuse radiation and by dividing photo-
synthesis between sunlit and shaded leaves.
A first attempt to quantify the effects of all
types of PM (scattering and absorbing, in-
cluding BC) and clouds on the regional and
global carbon sinks (Mercado et al., 2009) has
estimated changes in the diffuse fraction of
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Figure 4.12. Simulated change (colour scale, g C/m?/yr) in diffuse fraction contribution to land carbon
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accumulation between 1950 and 1980 (Mercado et al., 2009).
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-5 per cent to 30 per cent during the global
dimming period (1950-1980) which corre-
spond to a contribution to the regional car-
bon sink of up to 30 g C/m?/yr across Eu-
rope, the eastern USA, East Asia and some
tropical regions in Asia (Figure 4.12). Con-
versely, during the brightening period (1980-
2000), a reduction in the diffuse fraction over
Europe, eastern USA, western Australia,
and some regions of Russia and China, led
to a lower regional contribution to the land
carbon sink from diffuse radiation. Globally,
over the 1960-2000 period, diffuse radiation
effects associated with changes in PM and
clouds in the atmosphere enhanced the land
carbon sink by about 25 per cent. This more
than offsets the negative effect of reduced
surface radiation on the land carbon sink,
giving a net effect of changes in radiation on
the land carbon sink of 10 per cent (Mer-
cado et al., 2009). The framework used in
Mercado et al. (2009) could be used to evalu-
ate the impacts of BC alone on land carbon
uptake through the combination of reduc-
tions on surface radiation and concomitant
changes in temperature and atmospheric
vapor pressure deficits.

Vulnerability framowork

4.7 Vulnerability to changes in
climate, black carbon and ozone
concentrations

Vulnerability analysis is a form of risk analysis
concerned with answering the question ‘who
1s vulnerable to what, when and where’. To
answer this in the context of possible impacts
associated with BC and O, this Assessment at-
tempts to provide specific examples of the ex-
posures/stressors that can be either environ-
mental or non-environmental, the sensitivity
of the system and its potential to cope or to
adapt to the resulting change. Such examples
need to be considered for each specific (place-
based) situation that is understood within the
context of the influencing factors outside the
place (hence the need to look multi-scale). An
analytical framework for vulnerability assess-
ment is presented in Figure 4.13.

Ideally, this Assessment would be able to at-
tribute vulnerability to a variety of environ-
mental responses that occur as a result of BC
and O, pollution, either indirectly through
changes in radiative forcing leading to region-
al climate change, or directly through
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Figure 4.13. A framework to understand vulnerability and how it is affected by multiple factors (from Turner
etal., 2003) depicting how the different dimensions and characteristics of vulnerability are related.
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toxicological impacts on human health,
agriculture and ecosystems, leading to the
changes in the provision of ecosystems ser-
vices. However, such accurate attributions are
not possible due to uncertainties associated
with the magnitude, geographical extent and
even sometimes the direction of the response.
As such this Assessment concentrates on as-
sessing more generic vulnerability, identifying
key environmental (regional climate), human
health and ecosystem responses to BC and O,
pollution in those regions, or under those hu-
man conditions where impacts are most likely
to increase people’s vulnerability to hazards.
This section sets the scene, identifying the
core vulnerabilities that might be expected as
a consequence of environmental changes that

could be attributed to BC and Og.

4.7.1 Vulnerability to changes in
regional climate

As discussed in the previous sections, the re-
gional temperature, precipitation and cloud-
cover environmental responses to BC and O,
concentrations layered over large-scale changes
in the global climate system, will have many
implications for the human condition and may
increase risks in regions where populations
have particularly low resilience in the face of
change. This section focuses on two regions of
the world, South Asia and the Arctic, which
have been identified as being particularly sus-
ceptible to environmental change resulting
from BC and O, and whose communities’ are
particularly vulnerable to such change.

South Asia

One region of the world where the links be-
tween BC and O,, regional climate, and hy-
drologic change are particularly acute is South
Asia. In this region, high levels of BC and O,
are likely to change regional weather patterns
(see Section 4.2.2) affecting the availability
and distribution of reliable water supplies.
The link between regional climate and hydrol-
ogy 1s further complicated in South Asia by
the important role that snow and glacier ice
play in the Himalayan Range, defining the
regional hydrology and the links between BC,
albedo and energy balances. At some level,
changes in the regional hydrology would have

implications for the management of installed
hydraulic infrastructure that is operated to
meet multiple objectives, including the gener-
ation of hydropower and the provision of wa-
ter to urban, industrial, and agricultural users.
South Asia is a region which is industrializing
rapidly, yet still a large number of people live
in poverty, and are vulnerable to changes in
climate and water supply. While this is true for
the large number of rural poor reliant on ag-
riculture, these people also lack infrastructure
and resources to withstand natural disasters.
People living in Himalayan valleys below rap-
idly developing glacial lakes (Box 4.6) are vul-
nerable to flooding of large areas that would
result from these lakes bursting,

Whilst there is no evidence to link the recent
floods in Pakistan to climate change, their
impact illustrates the vulnerability of large
numbers of people. The floods that hit Paki-
stan during the summer of 2010 came about
through an unprecedented meteorological
event caused by unusual holding patterns in
the jet stream that coincided with the summer
monsoon rains. The result was a series of sus-
tained, extremely heavy precipitation events,
the worst seen in the country for the past 80
years, leading to floods of unprecedented
ferocity and duration that overwhelmed the
infrastructure and management systems of
the country. What the situation in Pakistan
does indicate is how vulnerable countries can
be to known hydrologic variability. Large in-
vestments in physical infrastructure, including
large dams, are needed, e.g. Pakistan can store
only 30 days of the average flow of the Indus.

This challenge is made more serious by uncer-
tainties about climate change and its effect on
rainfall and snowmelt in the Himalayas. For-
ty-five per cent of the normal flow of the In-
dus comes from glacial and snowmelt and, as
has been shown in previous sections, BG and
O, are potentially very important in deter-
mining the state of these Himalayan glaciers.
While the Ganges basin is less dependent on
glacier meltwater as a source of river flow,
water users on the Gangetic Plain still benefit
from mountain snow and ice, particularly in
dry seasons, and are involved in livelihood ac-
tivities that leave them vulnerable to change.
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The geopolitical situation between nations in
the Himalayas adds yet another level of com-
plexity to this vulnerable system.

The Arctic

The Arctic, which has experienced tempera-
ture rises twice that of the global mean over
recent decades, is a region in which changes
are already resulting in increased impacts in
vulnerable ecosystems and human popula-
tions. In particular, the traditional economic
and cultural activities of Arctic indigenous
communities have already suffered.

Many indigenous communities rely on fishing,
hunting, herding and linked activities. Already
under cultural stress for several centuries, en-
vironmental changes in Arctic flora and fauna
have placed these traditional activities at even
greater risk. Recession of sea-ice around Green-
land has, for example, made travel and hunting
by dogsled or snowmobile dangerous or impossi-
ble during increasingly long periods of the year.

Patterns in fish populations have also
changed, threatening Arctic livelihoods. New
research, conducted under the auspices of
the International Polar Year (2007-09), sug-
gests that already-declining Arctic fish and
sea mammal populations are at extreme
near-term risk from the recession of sea-ice
because of the dependence and specialization
of the Arctic food chain on ice cover. Total
collapse may occur within the space of two to
three years after the disappearance of sum-
mer sea-ice, projected to occur around 2030 if
current rates are not somehow slowed (Sere-

ide et al., 2010).

The combination of permafrost melt and
sea-level rise has proven too much for many
Arctic communities, with flooding, collapse of
roads and buildings causing several communi-
ties to abandon traditional sites and move in-
land. Such damage is anticipated to accelerate
and move further south should present rates
of warming not be slowed. Norway and Swe-
den are among the nations that have already
committed significant resources to managing
these changes, including plans for wholesale
movement of populations in anticipation of
damage from permafrost melt and more fre-

quent and severe weather events (O’Brien et
al., 2006; SOU, 2007).

Large industry has also experienced the im-
pact of these changes. Reports from Russia,
Canada and the USA indicate that repairs to
oil and gas pipelines cannot keep pace with
collapse from permafrost melt, leading to ex-
tensive leakage of CH, which will exacerbate
global warming in addition to presenting in-
creased risk from oil spills and explosions (Ac-
climatise, 2009; USGCRP, 2009; Lesikhina et
al., 2007, Williams and Wallis, 2009).

4.7.2 Increased vulnerability from
black carbon and ozone affects on
human health

Human health can be directly affected by
regional climate change. Impacts can occur
through a number of different means which
include changes in temperature leading to
increased occurrences of heat-stress — though
these may, to some extent, be off-set by
milder winters leading to reduced cold-stress.
Changes in hydrology, mediated by precipi-
tation and glacial melt, leading to riverine
flooding. In the worst case this can lead to
death but also to other flood-related health
problems including both mental and physical
effects through water-borne diseases. These
diseases may be caused by increases in water
temperature and increases in wash-off reduc-
ing water quality leading to poor sanitation;
by increases in vector-borne diseases such

as malaria and tick fever and by increases in
incidences of food poisoning as a result of
food contamination. Physical effects can also
be caused by increased frequencies of storms
and high winds, leading to an increase in in-
juries from flying debris.

Human health impacts, including mortality
and morbidity, directly arising from BC (con-
sidered here as PM, ;) and O, can manifest
themselves as differential responses at an in-
dividual level resulting from exacerbations of
the effect of exposure by underlying disease
status, by psychosocial factors such as stress,
or by socio-material factors including poverty.
Examples include: people with diabetes have
twice the risk of cardiovascular mortality
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following exposure to PM air pollution (Bates-
on and Schwartz, 2004), race and educational
level strongly modify the mortality risk on
very hot days (O'Neill ez al., 2003), and genes
related to oxidative stress defenses modify the
risk of air pollution (Madrigano et al., 2009;
Curjuric ¢ al., 2009; Chahine et al., 2007).
Opverall, there is some evidence of gender dif-
ferences in the health effects of air pollutants,
and clear evidence of susceptibility being
modified by obesity and diabetes, the preva-
lence of which is rapidly increasing in the de-
veloping world especially in China and India.

Of particular importance, the health effects
of O, have been shown to be higher when
temperature is higher, suggesting the pat-
tern of increased temperature and O, will be
particularly toxic, especially in populations
unable to afford or use air conditioning. The
health effects of BC on birth weight were
found to be worse in people with a poor
standard of living (Zeka et al., 2008). These
issues can be addressed through attempts

to define subpopulations with two or three
times the risk, providing evidence that expo-
sure contributes to health disparities as well
as 1ll health. This can then be coupled with
differential exposure, where the wealthier
people have cleaner cooking fuels, live in less
polluted areas, etc, which also contribute to
health disparities. For example, exposure to
BC is highest in less developed countries that
depend on biomass fuels but within these
countries, this is more prevalent amongst
poorest people. Using such covariation of
exposures with susceptibility factors, a recent
risk assessment showed a considerable dispar-
ity in the impact of air pollution on mortality
in Mexico (Stevens ¢t al., 2008), and, relevant
to cumulative risk assessment, showed the
same disparity gradient for poor water quality
and cooking fuel use.

These countries, and many of their inhabit-
ants, often lack the resilience to deal suc-
cessfully with challenges. Most studies of air
pollution and mortality have reported CRF
slopes that increase with age. The age pyra-
mid is changing in the developing world and
an increased age of the population, as well as
increased prevalence of diabetes is expected

by 2030. This will exacerbate the effects of
pollution. Finally, these differential impacts,
both within and between countries, gener-
ally result in a greater additional burden to
the people who have the worst health in the
first place.

4.7.3 Increased vulnerability of
agriculture and ecosystems to black
carbon and ozone

Agricultural production will be affected by
changes in regional climate especially through
alterations in precipitation reliability and tim-
ing. Such changes may lead to increases in the
frequency and severity of flooding or droughts,
warmer temperatures may increase demand
for irrigation, and can also reduce yields.

The study of O, impacts on agriculture per-
formed in this Assessment uses national pro-
duction and world market prices to estimate
economic losses. It ignores subsistence farm-
ing — where products tend to be produced and
consumed within households or local commu-
nities. The study is also unable to capture the
importance of changes in supply affecting food
prices that, in turn, will affect access to food,
for low-income households, where a large frac-
tion of income goes for food provision, such
price increases can substantially affect food se-
curity of the poor and the most vulnerable.

Finally, vulnerability to O, impacts on ag-
riculture vary, in the same way as discussed
previously for human health, according to the
co-variation of a number of different factors
such as O, exposure, agricultural management
practices, geographical location and growing-
season distribution of sensitive crops and

crop varieties. Other stressors to agricultural
production that may interact with O, impacts
include the ability of farming systems to adapt
to such stresses and the capacity of consum-
ers to cope with increased prices of key com-
modities; these factors will vary regionally and
with socio-economic demographics. All these
combine to determine vulnerability and need
to be understood to provide an accurate assess-
ment of which individuals, communities and
farming practices are most at risk from impacts
resulting from BC and O,.
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Appendix 4.A

The impact assessment methodology used in
Chapter 4, describing the Assessments refer-
ence scenario, is further described within this
Appendix A.4. This methodology is the same
as that is used in Chapter 5 to evaluate the
impacts of the emission reductions measures
identified in this Assessment.

A.4.1. Methodology for the

composition-climate modeling

A methodology was developed to place the
results of the new modelling performed specifi-
cally for this Assessment into context with the
wider assessment of the literature. As such,

use 1s made of the radiative forcing calculated
by the two models used (GISS-PUCINNI and
ECHAM-HAMMOY), but those results are
scaled according to the best estimates of total
anthropogenic forcing described in Chapter 3.
Hence the values from the specific models are
used as initial inputs to the temperature projec-
tions, but the results are unlikely to be sensitive
to potential systematic biases in the models
(e.g. the direct forcing from BC being on the
low end of the range) due to the scaling to the
literature range. Furthermore, the scaling pro-
vides an uncertainty range on the temperature
projections that is far more representative of
the current state of knowledge than would

be the results from only the two models. Note
that the results presented in this appendix are
based upon the reference scenario described in
Chapter 4 and the emissions control measures
described in Chapter 5.

Ozone forcing and direct forcings for aerosols
were calculated internally within the climate
models. The two models produced very simi-
lar values for aerosols (within 10 per cent), but
somewhat larger differences of 30 to 50 per
cent for O, (Table A.4.1). Forcing from NO,’
aerosols 1s based only on the GISS model as
ECHAM did not simulate them, but this is

a very small component of aerosol forcing
(global mean 0.01 W/m? or less for the 2030
reference versus 2005 or for any of the 2030
measures versus reference).

As aerosol indirect effects (AIE) have very
high uncertainties (Chapter 3) and are difficult
to diagnose in climate models, using results
from the pair of models run for this Assess-
ment has been avoided. Instead it includes
an estimate of AIE based on the range of
values given in the literature. For scattering
aerosols, the assumption that they are equal
to the direct effect from SO,* aerosols is used.
Calculations based on detailed modeling and
observations suggest that the ratio of AIE to
direct SO,* radiative forcing (RF) is 1.5 to
2.0 (Kvalevag and Myhre, 2007), but a lower
value of 1.0 is used as recent analyses based
on satellite data suggest that at least a portion
of the AIE may in fact be fairly weak (Quaas
et al., 2008) and that adjustments to cloud lig-
uid water path may offset changes in particle
size, and models that now include aerosol
effects on mixed-phase clouds tend to show
smaller indirect forcings than earlier models
(Isaksen et al., 2009). While there are many
studies showing substantial AIE for sulfate
aerosols (as many early simulations included
only sulfate aerosols), we were unable to find
any publications isolating AIE attributable

to other scattering aerosol species. In the
absence of any quantification of AIE due to
OC or nitrate, we assigned the full scattering
aerosol AIE to sulfate. Dominance of sulfate
in AIE is consistent with its greater solubility
and mass relative to carbonaceous or nitrate
aerosols, but we caution that apportionment
of AIE to individual aerosol species is not well
constrained and requires further study. An
uncertainty of 66 per cent on the reflective
aerosols NO," and SO,* is included, based on
a recent assessment (Isaksen et al., 2009); for
NO, assuming their impact is only through
direct effects while for the SO, * it is included
for both the direct and indirect effects.

As discussed, there is a wide range of

results in the literature for both the direct
forcing by BC and its many indirect effects.
Following the discussion in Chapter 3, all the
forcing results are scaled to a range of 0.3 to
0.6 W/m? as the most probable range for the
preindustrial to present-day direct forcing,
with the central value simply the midpoint of
this range. Hence the effect of measures are
the direct BG forcings calculated in the GISS
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model, for example, scaled by 0.45/0.32

to get the central estimate of direct forcing
from BC and by 0.3/0.32 and 0.6/0.32 to
get the lower and upper bounds where 0.32
is the preindustrial to present-day forcing in
the GISS model. Note that the positive scal-
ing for even the central estimate is consistent
with the underestimate of Absorbing Aero-
sol Optical Depth (AAOD) in the model in
some regions discussed in the Appendix to
Chapter 3. Again based on the studies dis-
cussed in 3.A, the assumed combined effect
of the semi-direct and indirect effects of

BC is from -0.4 to +0.4 W/m? from prein-
dustrial time to the present day, and hence
add an uncertainty of +£0.4/0.32 times the
direct forcing calculated in this Assessment’s
models. Black carbon’s effect on snow and
ice albedo (Warren and Wiscombe, 1980) is
included as an effective forcing equal to 0.05
to 0.25 W/m? from preindustrial time to

the present day (see Chapter 3), but rather
than base this on the direct forcing the As-
sessment uses the change in BC deposition
calculated in the GISS simulations relative
to the preindustrial-time to present-day BC
deposition change — the latter was not avail-
able for ECHAM, but the deposition chang-
es appear to be quite similar in the two mod-
els (Chapter 3). Finally, given that there are
constraints on the total aerosol forcing, the
scalings applied to BC’s direct forcing are
limited so that the total value cannot exceed
1 W/m? (see Chapter 3).

For consistency in the treatment of differ-
ent pollutants, a similar methodology was
adopted for organic carbon, scaling GISS
results, for example, by -0.20/-0.095 for

the central estimate, and -0.09/-0.095 and
-0.31/-0.095 for the bounds. For O,, the
central estimate was scaled by 0.35/0.27,
and 0.25/0.27 and 0.45/0.27 for the bounds.
These ranges are again based on the evalua-
tions in Chapter 3. This provides a consistent
framework for evaluation of the key spe-

cies involved in the recommended measures
other than CH, (see below). No adjustments
were applied to SO,* or NO, forcings, as
these were very similar to the central range
from the IPCC AR4 at -0.29 W/m?

and - 0.10 W/m? respectively (GISS model).

Aerosol forcings were assumed not to be inde-
pendent given constraints on their total, and
hence were summed, based on their absolute
value, to obtain upper and lower bounds. The
total aerosol forcing and all other forcing un-
certainties were assumed to be independent, so
the larger values and the smaller values were
summed separately to derive upper and lower
bounds (the study did not sum in quadrature
as it did not know the probability distribution
within the ranges and it was believed that sum-
mation in quadrature would produce unrealis-
tically small uncertainties).

The response to CO, emissions was calculated
using impulse response functions derived from
the Bern Carbon Cycle Model (Siegenthaler
and Joos, 1992) based on the version used in
the IPCC TAR. Exponential fits to those func-
tions are used to calculate the CO, concentra-
tion at a given year resulting from all emissions
in prior years. This approach is limited com-
pared with a more sophisticated carbon cycle
model, especially in the latter part of the 21%
century when CO, levels become substantially
larger in some scenarios and could induce
additional feedbacks. Historical emissions of
CO, are taken from the Carbon Dioxide In-
formation Analysis Center database (Marland
et al., 2008). Carbon dioxide emissions for both
the reference and the 450 scenario, the latter
corresponding to the long-term stabilisation of
the atmospheric concentration of greenhouse
gases at 450 ppm COe, are from the Interna-
tional Energy Agency World Energy Outlook
2009 report (IEA, 2009). In the period from
2030 to 2050 the CO, emissions increase by
~12 Gt in the reference scenario but decrease
by ~16 Gt in the IEA 450 scenario.

The Assessment also performed an offline
calculation of the CH, response to changes

in emissions over time using an analogous
model but with a single impulse-response
function that uses the CH, lifetime. Emissions
under the reference or IEA 450 scenarios were
used along with the lifetime calculated for
those scenarios in the full global composition
model (emissions after 2030 are assumed to be
constant). For other scenarios, the difference
between the average year 15 to 19 methane
abundance simulated in the full composition
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model and the baseline model was linearly
imposed upon the baseline concentration
trends between 2005 and 2040, as the bulk

of the response to emissions changes through
2030 would have been realized given a
decade or more response time. Radiative
forcing from CO, and CH, are calculated
using the standard IPCC TAR formulation
(Ramaswamy et al., 2001), with an uncertainty
of 10 per cent for the radiative effect of each
as in previous studies (e.g. Forster et al., 2007)
plus additional uncertainties of 1 per cent for
the CH, response to hydroxide (OH) changes
(Prather et al., 2001) and 5 per cent for CO, to
account for carbon-cycle feedbacks. All values
are instantaneous forcings at the tropopause.

The surface temperature response to the
calculated radiative forcings is estimated
following the methodology used in calculation
of global temperature potentials (Shine et al.,
2005). This is further extended to regional
temperatures following the method described
in Shindell and Faluvegi (2010). In essence, a
rough approximation of global and regional
responses was obtained by multiplying the
calculated RF by the global or regional
transient sensitivity and accounting for ocean
inertia by including a tapering influence of
forcing during the prior 20 years (based on

a fit to the prior model runs). While many
simple global energy balance models exist, the
calculations that allow estimation of regional
responses which include the influence of both
local and remote forcings using the results of
Shindell and Faluvegi (2009) and the spatial
patterns of forcing calculated here.

In the calculations, the surface temperature
change in area a between time 0 and time ¢ is
given by:

t
di[;(t) = [J: (<kSH6xl,a*FSHexl<t,> + k’l"x'oplcs,a*FTmpics<t’> +

kNHlnl,a *FNHml<t,) + k;\rclic,n *FArclic(t’)K GkGlobal,aﬁff(t-t,) de

where F__is the radiative forcing in the particu-
lar area (where NHml is northern hemisphere
mid-latitudes, SHext is Southern Hemisphere
extratropics), and the £_s are the response
coeflicients giving temperature response in

the area y to forcing in area x (Shindell and

Faluvegi, 2009) (Table A.4.1). The first term

in the integral represents the RI" weighted by
regional sensitivities while the second term, f(t),
describes the climate system’s inertial response.
The latter is defined as:

Sit) = 0.541/8.4 exp(-t/8.4) +
0.368/409.5 exp(-t/409.5)

where ¢1s the time in years and the two
exponentials represent the relatively rapid
response of the land and upper ocean, and
the slower response of the deep ocean as
reported for simulations with the Hadley
Centre climate model (Boucher et al., 2009),
with absolute responses scaled by 0.857 to
match the transient climate sensitivity of the
GISS model (0.53°C per W/m? for increasing
greenhouse gases) for consistency with the
other model results used in this Assessment
and as the sensitivity in the simulations

used to derive the responses was high even
compared with standard Hadley Centre
simulations.

Historical forcing is based solely on CO,, emis-
sions as forcing from GO, alone is approxi-
mately equal to the net forcing to date (Forster
et al., 2007), so that the inertial response to
historical CO, forcing provides a good esti-
mate for the total inertial climate response.
Forcings for aerosols and O, were linearly
interpolated between 2010 and 2030. We as-
sumed that these forcings remained constant
after 2030 in these temperature response
calculations. Methane emissions also re-
mained constant after 2030, though methane
concentration continued to evolve. Garbon
dioxide emissions were linearly extrapolated
past 2030, increasing at 1.53 per cent per year
in the reference scenario and decreasing by
0.84 per cent per year under the low-carbon
scenario. Calculations were performed for
each latitude band and for the global mean.
Uncertainties were derived by adding the
forcing uncertainty in quadrature with the
uncertainty in climate sensitivity, where for
the latter we use the 2 to 4.5 °C range about
a central estimate of 3 °C for a doubling of
CO, given in Hegerl et al. (2007) and deemed
there to represent the 67 per cent confidence
interval for climate sensitivity (corresponding
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Table A.4.1. GISS-PUCCINI and ECHAM-HAMMOZ 2030 forcing relative to the reference due to the measures (W/m?).

GISS aerosols* (BC, OC, S0.%, NO3)

(.00, .00, -.02, .00)

(-.10, .06, -.02, .01)

CH4; measures CH4+BC Group 1 measures | All measures
ECHAM O3 -.09 -.10 -.10
GISS O3 -.10 -.17 -.19
ECHAM aerosols* -.01 -.06 -.15

-.01 -.06 -17

(-.22,.07,-.02,.01)

ECHAM CHq4

=22

-22

-.20

GISS CHy

-.20

-.20

-.18

*For aerosols, the value for ECHAM is the sum of the direct BC+OC+S0,* forcing, while for GISS the same sum

is presented first with individual components listed afterwards (the ECHAM model has more realistic internally
mixed aerosols, so components are not separable). Note that methane forcing at 2030 is roughly 70-75 per cent
of the forcing that is eventually realized from methane emission changes through 2030.

Table A.4.2. Derivation of forcing values used in the temperature response calculations.

Average forcing from

Forcing as a percentage

Assessment range for

Resulting forcing used

GISS and ECHAM of total anthropogenic | anthropogenic forcing | in temperature response
models forcing from literature calculation
CH4 measures 03:-.10 -37% 03:.35 03:-.13
(25 to .45) (-.09 to -.17)
CH4: -.21 -44% CH4: 48 CH4: -21
(43to .53) (-19 to -.23)
BC direct: .00 0% BC direct: .45 BC direct: .00
(.30 to .60) (.00 to .00)
BC semi-direct N/A BC semi-direct BC semi-direct
+indirect: .00 +indirect: .00 +indirect: .00
(-.40 to .40) (.00 to .00)
BC dep: N/A 0% BC dep: .15 BC dep: .00
(.05 to .25) (.00 to .00)
0C: .00 0% 0C: -.20 OC: .00
(-.09 to -.31) (.00 to .00)
S04 71 -.02 7% S0427:-29 80427 :-.02
(-.10 to -.48) (-.01 to -.03)
$042” indirect: -.02 7% $042” indirect: -.29 8042 indirect: -.02
(-.10 to -.48) (-.01 to -.03)
NO3 " :.00 0% NO3 " :-.10 NO3 :.00
(-.03 to -.17) (.00 to .00)
Sum: -.38
(-.30 to -.46)
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Average forcing from Forcing as a percentage | Assessment range for Resulting forcing used
GISS and ECHAM of total anthropogenic | anthropogenic forcing | in temperature response
models forcing from literature calculation
CH4 + BC Group 1 03:-.14 -52% 03:-.18
measures (-.13 to -.23)
CHy: -21 -44% CHy: -21
(-.19 to -.23)
BC direct: -.10 -31% BC direct: -.14
(-.09 to -.19)
BC semi-direct N/A BC semi-direct
+indirect: .00 +indirect: .00
-38% (-13 t0 .13)
BC dep: N/A BC dep: -.06
-63% (-.02 to -.10)
0C: .06 0C: .13
7% (.06 to .20)
$0427: -.02 80427 -.02
7% (-.01 to -.03)
SO42- indirect: -.02 5042_ indirect: -.02
-10% (-.01 to -.03)
NO3:.01 NO3 :.01
(.00 to .02)
Sum: -.49
(.32 to -.66)
CHy + All BC meas- 03:-.15 -56% 03:-.20
ures (-.14 to -.25)
CHy: -.19 -40% CHy: -.19
(-.17 to -.21)
BC direct: -.21 -66% BC direct: -.30
(-.20 to -.40)
BC semi-direct N/A BC semi-direct
+indirect: .00 +indirect: .00
(-.26 to .26)
BC dep: N/A -66% BC dep: -.10
(-.03to-.17)
0C: .07 -74% 0C: .15
(.07 to .23)
$0427: -.02 7% S04%:-.02
(-.01 to -.03)
8042 indirect: -.02 7% $04% indirect: -.02
(-.01 to -.03)
NO3 : .01 10% NO3 : .01
(.00 to .02)
Sum: -.67
(-.23 to -1.10)

Notes: Radiative forcing due to BC deposition (called BC dep) was not calculated, rather BC deposition itself was used to derive
the fractional change, which was multiplied by the assessed value of the effective forcing from BC deposition. The ECHAM

model has more realistic internally mixed aerosols, so components are not separable, hence the relative contribution to aerosol
forcing from individual species is based on the GISS model. The assessment range for anthropogenic forcing is not repeated for

each measure as it is independent of measure.
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Table A.4.3. Regional response coefficients (°C per W/m? local forcing)

Forcing region  SHext Tropics NHml Arctic Global
Response

region

SHext 0.19 0.05 0.02 0.00 0.39
Tropics 0.09 0.24 0.10 0.02 0.47
NHml 0.07 0.17 0.24 0.06 0.53
Arctic 0.06 0.16 0.17 0.31 0.64

Regional responses per unit forcing are the mean of responses to CO, and SO, taken from Figure 1 of (Shindell and

Faluvegi, 2009).

to a transient climate response of 1.3 to 3 °C
for a doubling of CO,). In cases with large
forcing from BC, uncertainties may be even
larger as the surface temperature response per
unit radiative forcing can vary substantially
depending on the vertical profile of the BC
(Hansen ez al., 2005).

Regional estimates of temperature change
from climate models are not reliable in many
cases. Hence the estimates of the regional
temperature response to the measures ana-
lyzed in this Assessment are based on the
regional temperature changes calculated for
cach latitude band. The temperature changes
were multiplied by the ratio of land area
versus the total latitude band change seen in
observations (Hansen ¢t al., 2005) to account
for the more rapid response of land to forc-
ing. For each region, the temperature changes
were then averaged by latitude band weight-
ing the result by the land area of that region
within each band.

A.4.2. Methodology for the health

impact assessment

Health impacts of changes in outdoor air
pollution from 2005 to 2030 according to the
reference scenarion are based on PM, . and
O, concentrations simulated by the GISS and
ECHAM global chemical transport models
(see Chapter 1). For assessment of the impacts
related to PM a scaling methodology has been
used to allow for the within grid variation in
PM concentrations resulting from proximity
to urban centers and hence emissions sources.

Methodology for urban increment

A parameterization of the urban increment
for non-reactive primary emitted
anthropogenic BC and organic matter has

been developed and tested with a global

air quality model with 1°x1° resolution
(TM5, Krol et al., 2005). The correction

is applied off-line after the mean grid cell
PM, , values have been calculated with the
air quality model. The correction takes into
account that within a single model grid cell,
PM, , concentration gradients may occur,
in particular if part of the grid cell is more
densely populated than the remainder of
the grid cell. This is accomplished using a
high-resolution (2.5’x2.5’) population dataset
(CIESIN, university of Columbia) which
subdivides the 1°x1° “native” grid in (in this
case) 24x24 subgrids. A subgrid is labelled
as ‘urban’ if the population density exceeds
600/km?, and ‘rural’ otherwise. The same
methodology can be applied to any model
resolution larger or smaller than 1°x1° as
long as it contains at least 4 population sub-
grid cells.

Let f, be the urban population fraction, de-
fined as the fraction of the population within
the native grid cell which resides in the urban-
flagged sub-grids, and f;, the urban area frac-
tion, being the fraction of the native grid area
occupied by the urban-flagged sub-grids (the
number of urban sub-grids divided by the to-
tal number of sub-grids).

Let E, be the emission strength of the an-
thropogenic BC of the whole native grid cell.
The assumption is made that the fraction

f pEpe 1s emitted from area f;,.A (A being
the grid cell area) and (1- f ,).E, , from area
(1- £, )-A.

Under steady-state conditions, neglecting the
incoming concentration of BC from neigh-
bouring grid cells, the native grid-average BC

Integrated Assessment of Black Carbon and Tropospheric Ozone
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concentration can be written as:

150 +
o = — with 2 = ventilation factor.
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Assuming the ventilation factor 4 is also valid b
for the urban and rural part of the grid cell 3
(equivalent with the assumption that mixing E .
layer height and wind speed are the same), the &
steady-state concentration in the urban and &
rural sub-areas can be written as:
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The ventilation factor 1, including an implicit
correction factor for the non-zero background 0 . . y=0-68 .
concentration in neighbouring cells, is 0 50 100 150
obtained by taking advantage of the explicitly PM, 5 measured, pg/m?
modelled grid cell concentration with the air Figure A.4.2.1. Validation of modelled Chinese
quality model: urban PM, , data versus measured values. (a)
unadjusted PM, . model concentrations from grid-
E average, and (b) urban increment algorithm applied.
/1 — BC
Chear a factor of five.
Hence, In any case, the urban and rural adjustments
for each of the primary components must ful-
fow . fill the condition:
Crpormpg =—0 ;- and
1

f.;'_l(--‘f.'}{h’ + (l - f:; )(--‘Rf.'R = ('.Ym‘
C (l_f'.‘f’](-

BC.RUR — m BC.av _ .
s U4 The adjusted urban and rural concentrations

of the primary emitted components can be

In order to avoid artificial spikes in urban cast in one native grid population-weighted

concentrations when occasionally a very small ~ average value:

fraction of the native grid cell contains a very

large fraction of the population, empirical

bounds are applied on the adjustment factors: CHr o= fop Coerps + (1- for ). (G

1) Rural Primary BC and POM (1 (O
should not be lower than 0.5 times

the native grid average; After substituting ' and ¢ the pop-

R . BC,URB . B(},RUR’
ulation-weighted concentration is expressed as

2) Urban primary BC and POM should a function of the original grid-averaged con- .
not exceed the rural concentration by . 143

Chapter 4. Impacts of black carbon and tropospheric ozone .



144

centration at the native resolution:

(‘ pop (f’ ’) (

2
l P ) v
BC.av — -( BC .av
-ff A f A

And similar for primary anthropogenic or-
ganic carbon.

All secondary components (SO,*, NO,’) and
primary natural PM (mineral dust, sea salt)
are assumed to be distributed uniformly over
the native grid cell and hence are not incre-
mented.

Validation of the urban increment
methodology

Use is made of a consolidated database of ur-
ban measurements established in the frame of
the Global Burden of Disease project (Brauer
etal., 2011). Because the database contains
exclusively urban measurements, the adjusted
urban PM, . is extracted from the model,
rather than the population-weighted average
for the whole grid cell. The scatter plots (Fig-
ure A.4.2.1.) show that, on average, the ap-
plied parameterization significantly improves
the performance of the model compared to
the non-adjusted PM, , concentration, al-
though the scatter remains high. Reproducing
the high variability of primary PM, . levels in
the vicinity of its sources is beyond the scope
and possibilities of the current global models,
however it is believed that that region-wide
exposure estimates are improved by applying
the methodology described above.

Defining the human health dose-
response relationships for PM,

and ozone

Global chemical transport models have been
used previously to estimate the global burden
of anthropogenic air pollution on mortality
(Anenberg et al., 2010) and mortality impacts
due to future changes in emissions (West et al.,
2006, 2007), changes in one sector’s emissions
(Corbett et al., 2007), and long-range transport
of air pollution (Anenberg et al., 2009, Liu

et al., 2009¢, West et al., 2009). These studies
have varied have used acute or chronic CRFs

and assumed health effect thresholds at low
and high concentrations.

This Assessment uses logarithmic PM, , CRFs
from the American Cancer Society Study
(Pope et al., 2002), scaled by the substantially
higher mean of the US EPA Expert Elicita-
tion (Roman et al., 2008). The methodology
used here is supported by recent advice from
the US EPA Science Advisory Board to use
the mean of the American Cancer Society
and Harvard Six Cities Studies, which is
generally consistent with the mean of the US
EPA Expert Elicitation. This assessment does
not apply health effect thresholds at low or
high concentrations for PM, _; however, the
logarithmic CRF results in a smaller marginal
impact of PM, ; at high concentrations than
at low concentrations.

For O,, this Assessment uses long-term rela-
tive risk estimates from the American Cancer
Society Study (Jerrett e al., 2009). A large
body of literature from around the world
finds a significant relationship between daily
mortality and acute O, exposure (e.g. Bell

et al., 2005, Bell e al.,, 2006, Ito et al., 2005,
Levy et al., 2005, Anderson ¢t al., 2004). Jer-
rett et al. (2009) 1s the first major study to find
a relationship between chronic O, exposure
and mortality. While European and US EPA
health impact assessments continue to use
short-term CRFs, the long-term relationships
include both short-term and long-term ef-
fects of O,, and are thus more comprehensive
than the short-term impacts alone. Following
recommendations from the National Acad-
emy of Sciences (2008), this Assessment does
not apply health effect thresholds at low or
high concentrations.

Because major causes of death differ around
the world, the Assessment focuses on cause-
specific mortality, rather than all-cause mor-
tality. Since the US EPA Expert Elicitation fo-
cused only on all-cause mortality, logarithmic
CRI's are used for cause-specific mortality
based on the American Cancer Society Study
(pers. comm. Burnett; Cohen et al., (2004)
which included the log relationships in a sen-
sitivity analysis), which is then scaled up by a
factor of 1.8, the ratio of all-cause mortality
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CRFs from the mean of the US EPA Expert
Elicitation to that from the American Cancer

Society study.

Health impacts resulting from the change in
concentration from 2005 to 2030 according
to the reference scenario and of the policy
measures relative to the 2030 reference sce-
nario are calculated for the 2030 population,
projected using the conservative B2 growth
scenario (global population increases to 8.4
billion in 2030) from the Intergovernmental
Panel on Climate Change (IPCC) Special Re-
port on Emissions Scenarios (SRES). Health
impacts are calculated only for the population
aged 30 and older, consistent with the Ameri-
can Cancer Society study. Baseline mortality
rates are from the World Health Organiza-
tion, following Anenberg ¢t al. (2010), and

are held constant to 2030, though continued
development in many parts of the world will
likely shift the disease burden from infectious
disease to chronic and degenerative diseases,
which are linked more closely to air pollution.

Several uncertainties are associated with using
global chemical transport models to estimate
the impacts of outdoor air pollution on mor-
tality. These include:

« CRF;

» Extrapolating to high
concentrations;

* Extrapolating to global
populations;

¢ Assumption that all PM, , components are
equally toxic;

» Assumption that baseline mortality
rates are unchanged from the present
to 2030;

* Population projection to 2030;

* Large grid cells may not accurately
capture exposure;

Table 4.3.1. Parameter estimates for the Weibull average response to O, in each crop species (wheat, rice, maize

and soybean).

Crop o Reference

Wheat 0.136 (0.006) 2.56 (0.41) Adams et al., 1989
Rice 0.202 (0.05) 247 (1.1) Adams et al., 1989
Maize 0.124 (0.002) 2.83 (0.23) Lesser et al., 1990
Soybean 0.107 (0.003) 1.58 (0.16) Lesser et al., 1990

N.B. Estimated approximate standard errors are shown in paranthesis.
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Figure A4.3.1. The 95 per cent point wise uncertainty bounds around the median for wheat estimated in 1 ppb

(0.001 ppm) O, increments up to 100 ppb (0.1 ppm).
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¢ Summation of O3 and PMQ_5
mortalities assumes no interaction
between the two.

A.4.3. Methodology for the crop
impact assessment

The crop-yield loss estimates presented in
this study use dose-response relationships
that relate average mean growing season in-
dices (termed M, and M, indices relating to
the 7 or 12 hours over which O, concentra-
tions are averaged for the full growing season
period). The indices used in the analysis were
derived from a pan-US experimental cam-
paign commonly referred to as the North
American Crop Loss Assessment Network
(NCLAN; Heck et al., 1988). The indices and
associated Weibull parameterization used

for the four crops (wheat, rice, maize and
soybean) investigated are provided in Table
4.3.1 along with their estimated approximate
standard errors that were used in the uncer-
tainty analysis.

The Weibull dose-response model expresses
the mean response to O, as:

v=arep )]

Where a * is the theoretical yield at zero O,,
® is a scale parameter on O, dose and reflects
the dose at which expected response is re-
duced to 0.37 o *, and A is a shape parameter
affected the change in the rate of loss in
expected response.

Crop yield uncertainty analysis

Figure A.4.3.1 shows the 95 per cent point-
wise uncertainty bounds around the median
for wheat estimated in 1 ppb (0.001 ppm) O,
increments up to 100 ppb (0.1 ppm). The un-
certainties for the other crops were estimated
using the same method. These uncertainty es-
timates assume no covariance of the Weibull
parameters between exposures. Note the large
uncertainty associated with rice, compared
with the other crops, that has a standard error
of 0.05 and 1.1 for ® and A respectively. The
uncertainty estimates are applied to provide

uncertainty of crop yield losses between 2005
and the reference scenario 2030 according to:

Var(Y2 —Y1)=Var(Y2) + Var(Y1), and so the

standard derivation (sd) of the difference is:

sd =/ sd’ + sd;

Where Y1 is the yield in 2005 and Y2 is the
yield in 2030.

Since the 95 per cent confidence interval
has a standard deviation of 3.92, the 95 per
cent confidence interval of the difference is
estimated by dividing the two confidence
intervals by 3.92, squaring them, adding
them, taking the square root, and finally
multiplying by + 1.96 to get the amounts to
add and subtract from the difference.

Integrated Assessment of Black Carbon and Tropospheric Ozone
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Key findings

A package of 16 measures has been
identified that could yield the largest
reductions in radiative forcing from
short-lived substances at the global
scale in 2030. They are in two groups: mea-
sures that address methane (CH,); and mea-
sures that reduce emissions of black carbon
(BC) and other products of incomplete com-
bustion. These were selected from approxi-
mately 400 measures in the technology and
emission databases of the International Insti-
tute for Applied Systems Analysis Greenhouse
Gas and Air Pollution Interactions and Syner-
gies model. The net effect of these emission
changes on radiative forcing at the global
scale, integrated over a 100-year period, has
been estimated for each measure and the top
16 that collectively achieve nearly 90 per cent
of the overall mitigation potential have been
selected.

Most of the measures targeted at CH,
involve action by large international
and national energy companies (coal
mining, oil and gas production), mu-
nicipalities (treatment of waste and
wastewater), and the agricultural sec-
tor (rice fields). Mecasures to reduce emis-
sions of BC and other products of incomplete
combustion require action in the transport,
domestic and agricultural sectors, and in a few
industrial sectors in developing countries. In
addition to the introduction of new technolo-
gies, some BC measures will also require bet-
ter governance, for example, to remove high-
emitting vehicles from the road or to ban the
open-burning of agricultural waste, as well as
providing access to cleaner forms of energy to
the poor in developing countries.

Reductions in CH, emissions are vir-
tually certain to mitigate near-term
warming. The effects of BC measures
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have a much larger uncertainty, but
are also likely to mitigate near-term
warming. These measures have an espe-
cially significant influence in the northern
hemisphere mid-latitudes and in the Arctic.
In these areas, warming is projected to be
~1.1£0.5°C in 2040 relative to 2010 for the
reference scenario. The combination of CH,
and BC measures is able to eliminate approxi-
mately 0.6£0.4°C of this warming. These
regional temperature changes, as well as the
global mean, are consistent with the output
of a fully-coupled ocean-atmosphere climate
calculation by one climate model. Impacts
may also be enhanced in glaciated areas such
as the Himalayas, where deposition of BC is
substantially reduced in the two climate mod-
els used in this study by the BC measures.

The effects of the measures recom-
mended by this Assessment are com-
plementary to those of an aggressive
low-carbon dioxide (CO,) scenario
aimed at achieving a global concen-
tration of 450 ppm CO, equivalent
(CO,e). At the end-point of 2070 used
here, the impact on temperatures of the low-
carbon measures is comparable to the joint
air quality/climate measures analysed in this
Assessment. However, the temperature paths
up to 2070 are very different. While the low-
carbon measures result in strong warming

in the next two decades due to the domi-
nance of GO, already in the atmosphere,
they show their full effect in the more distant
future and lead to lower rates of warming
by 2070. In contrast, the air quality/climate
measures analysed for this Assessment lower
the rate of temperature increase in the com-
ing decades. Once they have unfolded their
full effect in the second half of the century,
however, temperature will increase at a
faster rate due to the absence of CO,
reduction measures.

The measures analysed substantially
decrease the regional atmospheric
forcing by aerosols, and are hence
very likely to reduce projected region-
al shifts in precipitation relative to
what occurs in the reference scenario.
As the reductions of atmospheric forcing are

greatest over South Asia, the emissions re-
ductions may have a substantial effect on the
Asian monsoon. Results from global climate
models are not yet robust in the magnitude
or timing of monsoon shifts due to either
greenhouse gas (GHG) increases or absorb-
ing aerosol changes, however.

The influence of the adoption of these
measures during the 2010-2030 has been
compared with the adoption of the same
measures over 2030-2050. In effect, this ad-
dresses the question of whether, as air quality
improvements involving ozone (O,) precur-
sors and BC will be made eventually any-
way, there is any climate benefit in making
them now. The results show that there
is clearly much less warming during
the 2020-2060 period if the measures
were adopted earlier. Over the longer
term, from 2070 onwards, there 1s still a
reduction in warming in the early measures
case, but the value becomes quite small.
This reinforces the conclusions drawn from
previous analyses that reducing emissions of
O, precursors and BC can have substantial
benefits in the near term, but that long-term
climate change is much more dependent on
emissions of long-lived GHGs such as CO,,.

These measures have a particularly
large impact on warming in the Arc-
tic: the CH, and Group 1 and 2 BC
measures may reduce Arctic warming
by 0.37°C, 0.33°C and 0.14°C, respec-
tively, which is 35 per cent of the over-
all temperature increase expected.
The CH, measures result in the largest ef-
fect on temperature, while the BG group

1 measures are of particular relevance are
the widespread introduction of pellet stoves
and boilers replacing the use of fuelwood in
industrialized countries, and the substitution
of coal by coal briquettes in the residential
sector. These lead to substantial reductions
in northern hemisphere high-latitude emis-
sions of carbonaceous aerosols and O, pre-
cursors, and account for about a quarter of
the avoided temperature increase that could
be achieved through implementation of all
the measures. However, as with the other BC
measures, uncertainty ranges are large.
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The combustion of both fossil fuels and bio-
fuels are substantial sources of carbonaceous
aerosol emissions, but the organic carbon
(OQ) to black carbon (OC/BC) ratio of
these sources can vary substantially. In par-
ticular, emissions from biofuel combustion
that are affected by the measures examined
here (mainly in small and industrial combus-
tion and in waste burning) tend to have a
higher OC/BC ratio, suggesting that their
control might be less likely to mitigate warm-
ing. However, the analysis indicates that
controls on these particular biofuel
combustion sources are likely to pro-
vide substantial global warming miti-
gation due to the combined influences
of BC and OC reductions, although
there remains a small probability that
these measures produce little or no
global benefit (though they would still
produce substantial regional climate
change mitigation, health and agricul-
tural benefits). In our analysis, CH, mea-
sures lead to a reduction of about 0.31°C in
2070, while BC measures (including the ad-
ditional pellet stoves and residential briquette
measures) add another 0.26°C reduction, of
which ~0.12°C is from measures on biofuel
combustion and 0.14°C from all other BC
measures (mainly on fossil fuel combustion).
The chosen measures for biofuel combustion
also have substantial health benefits, contrib-
uting about 61 per cent of the global avoided
deaths due to all the measures together,
mostly due to reductions in fine particulate
matter (PM, ).

The measures have substantial ben-
efits for global public health, resulting
in large decreases in mortality related
to outdoor exposure to PM, ; and O,.
Opverall, PM, . mortality impacts are an or-
der of magnitude larger than those for O,
owing to both changes in concentration and
the stronger relationship between PM, . and
mortality. Implementing all measures avoids
an estimated 0.6—4.4 million annual PM, .-
related deaths, associated with 5.3—37.4 mil-
lion years of life lost. More than 80 per cent
of the mortality benefits from implementing
all measures occur in Asia. If valued in mon-
etary terms, these health benefits amount to

about US$5 (US$1.6-10.1) trillion (in 2006
US$ dollars).

Reducing emissions of BC and CO
from biomass combustion will result
in reductions in exposure to those
combustion products indoors, with at-
tendant health benefits. Approximately
220 000 deaths and 6 million disability-
adjusted years of life lost could be avoided
each year in India due to reduced indoor air
pollution if the portfolio were implemented.
In China, these could lead to a reduction

of 153 000 deaths per year and 1.9 million
disability-adjusted years of life lost.

The combined impact of the package
of measures studied here would lead
to a worldwide benefit in crop yields
compared to the 2030 reference sce-
nario from a 1.3 per cent (+1.5 per
cent, -1.2 per cent) yield increase for
rice to a 3.2 per cent (+1.6 per cent,
-1.1 per cent) increase for soybeans.
These benefits arise from the reductions in
tropospheric O, resulting from application
of the measures. The largest benefits emerge
in the two Asian regions studied. The total
global production gains of all crops range
between 30 and 140 million tonnes (model
mean: 52 million tonnes). The economic
gains for all four crops in all regions range
between US$4 billion and US$33 billion, of
which US$2-28 billion are in Asia.

Case studies from across the world, in both
developed and developing countries, are pre-
sented which describe the successful implemen-
tation of the mitigation measures included in
the analysis. These examples demonstrate that
technologies and practices are available and
currently in use in various locations around the
world. The challenge that remains is facilitating
their widespread implementation.

An enhanced understanding of cost-
effective technical and policy options
for BC and tropospheric O,/CH, un-
der different national circumstances
would help to inform national air
quality and climate policy-makers as
well as regional agreements. Initia-
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tion of a review of BC and tropospheric O,
reduction technologies and regulatory ap-
proaches, based on local knowledge, could
contribute to advancing adoption of effective
mitigation action at multiple levels.

Improved international governance,
policies and finance mechanisms
would accelerate the adoption of the
key mitigation measures. In particular,
international coordination building on exist-
ing regional air quality agreements may be the
most effective approach in the near term. In-
ternational financing and technology transfer
would facilitate more rapid action, especially
in developing countries with multiple pressing
needs. Any strengthened governance regime
would be most effective if it included financ-
ing targeted specifically at pollution mitigation
to maximize climate and air quality benefits.

5.1 Introduction

The purpose of this chapter is to assess the
potential for reductions in emissions and,
where possible, identify the impact these
reductions will have on public health, ecosys-
tems and climate. It assesses the options for
reducing emissions of BC and O, precursors.
The goal of these reductions is to mitigate the
impacts of these pollutants not solely on cli-
mate, but also on public health and the wider
environment. An account of these effects has
been given in Chapter 4.

Environmental impacts resulting from emis-
sion changes, and hence concentration
changes in the atmosphere, are driven by
activity in economic sectors. Technical and
non-technical measures are available and can
be applied to priority source categories. Emis-
sion changes resulting from these measures
are expected to reduce the targeted pollutant,
such as BC, but in most instances will also
result in changes to emissions of other pollut-
ants. For example, energy efficiency measures
would be expected to reduce emissions of all
pollutants. As a result, to understand the full
climate and public health implications of each
measure, it is important to look at the suite of
pollutants affected by any given measure. This

this Assessment as traditional pollutants and
climate forcers are often emitted from the same
sources and many emitted substances affect
both climate and air quality. This chapter pres-
ents a discussion and analysis by sector, which
will provide a more integrated and coordinated
assessment of overall impacts and efficacy of
mitigation measures.

An integrated approach is also necessary be-
cause co-emissions associated with both BC
and tropospheric O, will differ markedly from
one sector and source to another, an important
consideration in deriving effective mitigation
strategies to reduce climate impacts. As has
been noted, the behaviour of OC as a cooling
aerosol can potentially offset the climate ben-
efits of reducing BC depending on the relative
amounts of the two pollutants in each source/
sector emission profile, as well as the location
of the emission source. Similarly, address-

ing O, by mitigating CH, or nitrogen oxides
(NO,) will have different climate impacts. This
Assessment also identifies and quantifies the
negative consequences associated with each
mitigation strategy. These can be significant

— examples include the potentially enhanced
emissions of health-damaging particulates en-
tailed in switching from gasoline to diesel ve-
hicles, and the use of wood burning to replace
“cleaner” fuels.

The regional nature of the impacts of short-
lived climate forcers (SLCFs) is of particular
relevance to identifying effective mitigation
strategies for these components. The regional
nature applies to their impacts as directly act-
ing air pollutants as well as their impacts on
climate. As described elsewhere in this Assess-
ment, the short lifetimes of SLCFs imply that
their impacts on a range of climate variables
depend on where and when emissions take
place. For instance, impacts of BC on snow
and ice albedo imply that the efficacy of the
radiative forcing from BC emission reductions
differs from one region to another.

The evaluation of mitigation strategies uses the
existing peer-reviewed literature, but also includes
some analyses carried out specifically for this
report based on emission scenarios developed at

integrated approach is particularly relevant in the International Institute for Applied Systems . 161
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Analysis (ITASA), making use of energy scenarios
of the World Energy Outlook 2009 of the Inter-
national Energy Agency (IEA).

The sections below present an assessment of
the impacts of a selected set of measures on
radiative forcing and regional and global tem-
perature changes, and on both the physical
and economic aspects of human health, agri-
culture, and ecosystems. Particular attention
is paid to impacts on vulnerable communi-
ties. Identifying mitigation policies, measures
and strategies from a dispassionate modelling
analysis is but one step in the practical realiza-
tion of such measures and this chapter will
also examine the practicability and feasibility
of implementing the identified measures and
policies in the real world, including possible
institutional arrangements that could facilitate
implementation in different parts of the world.

5.2 Analysis of the mitigation
potential of black carbon and
tropospheric ozone precursors

As part of a specific analysis of possible miti-
gation options for reducing the impacts of BC
and tropospheric O,, a number of key mea-
sures have been chosen by taking into account
the following considerations:

1 There is a need to reduce climate change
in the long term — this leads to a natural
focus on long-lived GHGs that must de-
cline dramatically.

i Climate change also causes damage in
the near term (the rate of temperature
change could exceed the capacity of
ecosystems to adapt — e.g. Himalayas,
Arctic, biodiversity), and rainfall patterns
respond rapidly to changes in regional
forcing.

iii.  Climatic changes in the near future will
be determined more by CO, already in
the atmosphere than by the CO, emis-
sions over next 20 years, and by SLCFs.
Therefore reducing climate impacts in
the near term requires an additional focus
on reducing SLCFs to avoid irreversible
damage in the long term.

The following section gives more detail on the
selection of the measures.

5.2.1 Measures to reduce precursor
emissions of SLCFs

In the reference scenario, global anthropogen-
ic emissions of CH, are expected to increase
by approximately a third between 2000 and
2030 as a consequence of the growing human
population and higher levels of economic ac-
tivity. At the same time, anthropogenic emis-
sions of BG, OC, carbon monoxide (CO) and
sulphur dioxide (SO,) are likely to stabilize, or
even decline slightly at the global level, due to
changes in lifestyles and industrial structures
that are implied by anticipated economic
development, as well as due to progressing
implementation of current air pollution emis-
sion control legislation (see Chapter 2).

In addition to what is planned under current
legislation, a host of technical and non-tech-
nical measures is available that could reduce
emissions of the various substances in 2030
substantially more than is expected under the
current legislation reference scenario.

As discussed in Chapter 3, however,

emissions of different substances have dif-
ferent impacts on near-term climate change,
some of them heating and others cooling. At
the same time, virtually all emission control
measures have simultaneous impacts on a wide
range of emitted substances. Only the net ef-
fect on forcing that results from these emission
changes will determine the overall effect of a
particular measure.

As the net effect of specific emission control
measures can be positive or negative, a small
portfolio with the most important measures
has been identified that could yield in 2030
the largest reductions in radiative forcing
from SLCFs at the global scale. Measures that
have only a relatively small net impact or that
would even increase radiative forcing have
been excluded from this portfolio.

This analysis uses the technology and emission
databases of the IIASA Greenhouse gas: Air
pollution Interactions and Synergies (GAINS)
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model, which estimates mitigation potentials
for the full range of air pollutants and GHGs
of approximately 1650 individual measures
in 108 regions in the world that have different
impacts on emissions. These can be grouped
into roughly 400 broader emission control
categories such as those used here (e.g. EU-
ROVI on diesel cars, on light duty trucks, and
on heavy duty trucks have distinct effects on
emissions but can all be categorized as part of
a diesel vehicle measure).

The analysis estimated, for each of the 400
mitigation measures included in GAINS, their
impacts on the emissions of all pollutants that
are affected (i.e., GH,, GO, BG, OC, SO,,
NO,, volatile organic compounds (VOCs) and
CO,) in each source region. In a further step,
the net effect of these emission changes on
global radiative forcing has been estimated us-
ing the global warming potentials (GWP100)
listed in Table 4.1. Finally, the measures were
ranked according to their effect of reducing
that global radiative forcing.

An uncertainty analysis quantified the prob-
ability distributions of the net effects of each
measure on radiative forcing given the un-
certainty ranges in the radiative impacts of
the different substances (Figure 5.1). This was
achieved through a Monte-Carlo analysis with
uncertainty ranges for the radiative forcing of
different substances derived from the scientific
literature (Table 4.1). It should be noted here
that the radiative forcings shown in Figure

5.1 were used solely to identify the emission
reduction measures, and were not used in

the climate modelling carried out as part of
this Assessment. The global climate model-
ling used the values of the forcings discussed
in Chapter 3. It was found that all measures
targeted at CH, (including the co-controls

for other pollutants) result in net reductions
of radiative forcing, while net effects of mea-
sures to reduce BCG emissions from biomass
combustion are less certain as they reduce OC
and other co-emitted species at the same time.
Reducing atmospheric concentrations of PM
and O, brings concomitant reductions in ad-
verse impacts on human health as well as veg-
etation and crops. The selection criterion for
the measures was the reduction in radiative

forcing, so no attempt has been made in this
analysis to optimize the health, vegetation and
crop impacts of the selected measures.

Finally, out of about 130 measures that lead
to lower global average radiative forcing, the
top 16 have been selected that collectively
achieve nearly 90 per cent of the overall miti-
gation potential according to the GWP100
metric. Many of these measures have already
been applied, at least in some parts of the
world. While the benefits of the measures

are assessed and valued, an assessment of

the costs of all the measures was outside the
scope of this report. However, the examples
of implementation of the measures discussed
in Section 5.4 demonstrate that costs need not
be a barrier to implementation and in some
cases, such as gas recovery, may even be prof-
itable in direct monetary terms.

Three groups of measures are distinguished
(see also Box 5.1 and Figure A 5.1 in
Appendix A.5):

i.  Measures that affect emissions of CH,
and that can be implemented centrally
by large national and international en-
ergy companies and municipalities and
through modified agricultural practices.
If implemented globally, these measures
could reduce the long-term impact of
2030 emissions of SLCFs by about one-
third compared to the reference scenario.

ii. BC Group 1 measures are those that
reduce emissions of BC and other prod-
ucts of incomplete combustion, mainly
at small stationary and mobile sources,
through the direct application of technol-
ogies. Together with the CH, measures
these could reduce the long-term impact
of emissions of SLCF's by about half
compared to the 2030 reference scenario.

iii. BC Group 2 measures that largely re-
quire national legislation and infrastruc-
ture development for implementation.
Inclusion of these measures in the port-
folio would reduce net radiative forcing
from SLCF by about two-thirds com-
pared to the 2030 reference scenario.

Chapter 5. Options for policy responses and their impacts
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Figure 5.1. Probability distributions of the impacts of the key measures on avoidable global radiative forcing
(integrated over 100 years). The top graph shows measures for CH,, the bottom for BC. The analysis used the IIASA

GAINS model.

Since this portfolio has been chosen based

on the capacity to reduce global average
radiative forcing, it excludes emission con-
trol measures that would increase radiative
forcing. If all 400 available measures were
selected, radiative forcing would be about

50 per cent higher than from the selected sub-
set of measures (see for example Figure A.5.1
in Appendix A.5.1).

The impacts of full application of these mea-
sures have been explored for the reference
scenario described in Chapter 2, as well as for
aggressive climate scenarios directed at the
long-lived GHGs, referred to in this report as

the GHG and CO, scenarios. It builds on a
scenario of the IEA's World Energy Outlook
2009 that explores how global energy markets
could evolve were countries to take coordi-
nated action to restrict the global temperature
increase to 2°C by stabilizing GHG concen-
trations at at a level equivalent to 450 ppm
CO,. Countries of the Organisation for
Economic Cooperation and Development
(OECD) are assumed to take on national
emission reduction commitments for 2020.
All other countries are assumed to adopt
domestic policies and measures, and to gener-
ate and sell emission credits. In this scenario,
global energy-related CO, emissions peak just

Integrated Assessment of Black Carbon and Tropospheric Ozone
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potentials. The analysis used the [IASA GAINS model.

before 2020 at 30.9 Gt and decline thereafter
to 26.4 Gtin 2030 (IEA, 2009). For CH,,

the scenario assumes for 2030 a 30 per cent
reduction compared to 2000, mainly through
reductions in emissions from fossil fuel pro-
duction and distribution (coal mines, oil and
gas). (Uncertainties of emission estimates are
discussed in Chapter 2).

5.2.2 Impacts of the packages of
measures on emissions

The BC Group 1 and Group 2 measures have
a large effect on emissions in the year 2030,
as shown in Figure 5.3 in conjunction with
the reference scenario and Figure 5.4 in con-
junction with the GHG scenario. The reduc-
tion in total global emissions by the different
measures is shown numerically in Table A.5.1
in Appendix A.5.1.

Relative to the reference scenario, these 16
measures achieve 75—-80 per cent reductions
of BC and OC, reduce PM, . and CO by
50-60 per cent, CH, by 40 per cent, and
NO_ by 30 per cent, but affect SO, and CO,

emissions only marginally. In contrast, full

application of all 400 measures — maximum
feasible reduction (MFR) — would reduce all
compounds by 70-90 per cent, except CH,
(by 45 per cent) and GO,. As shown in Fig-
ure 5.3, the biggest effect on radiative forc-
ing from the application of all 400 measures
comes from the reductions in SO,. The GHG
scenario without further emission controls,
due to its lower consumption of fossil fuels
and CH,, leads to 30 per cent lower CO,,
CH, and SO, emissions and 20 per cent lower
NO,, but does not significantly change emis-
sions of BC, OC and CO. Thus, the 10 BC
Group 1 and Group 2 measures affecting
incomplete combustion would yield similar
reductions as in the reference scenario, and
are therefore not contingent upon the policies
in the GHG scenario analysed here.

At the global level, for both scenarios, the
largest potential for reductions of BC, OC
and CO emissions emerges in the residential
and transport sectors. However, in developing
countries a sizeable potential has been identi-
fied for brick kilns, coke ovens and the open
burning of agricultural waste.

Chapter 5. Options for policy responses and their impacts
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Box 5.1: Identified measures to reduce radiative forcing from short-lived substances

Measurel

Sector

CH, measures

Extended pre-mine degasification and recovery and oxidation of CH, from ventila-
tion air from coal mines

Extended recovery and utilization, rather than venting, of associated gas and
improved control of unintended fugitive emissions from the production of oil and
natural gas

Reduced gas leakage from long-distance transmission pipelines

Extraction
and
transport of
fossil fuel

Separation and treatment of biodegradable municipal waste through recycling,
composting and anaerobic digestion as well as landfill gas collection with combus-
tion/utilization

Upgrading primary wastewater treatment to secondary/tertiary treatment with
gas recovery and overflow control

Waste man-
agement

Control of CH, emissions from livestock, mainly through farm-scale anaerobic
digestion of manure from cattle and pigs

Intermittent aeration of continuously flooded rice paddies

Agriculture

BC Group 1 measures, affecting BC and other co-emitted compounds

Diesel particle filters as part of a Euro 6/VI package for road and off-road diesel vehicles

Transport

Replacing coal by coal briquettes in cooking and heating stoves

Pellet stoves and boilers, using fuel made from recycled wood waste or sawdust, to
replace current wood-burning technologies in the residential sector in industrial-
ized countries

Introduction of clean-burning biomass stoves for cooking and heating in develop-
ing countries® 2,

Residential

Replacing traditional brick kilns with vertical shaft kilns and with Hoffman kilns.

Replacing traditional coke ovens with modern recovery ovens, including the im-
provement of end-of-pipe abatement measures in developing countries.

Industry

BC Group 2 measures affecting BC and other co-emitted compounds

Elimination of high-emitting vehicles for road and off-road transport.

Transport

Ban of open field burning of agricultural waste?!

Agriculture

Substitution of clean-burning cook stoves using modern fuels for traditional bio-
mass cook stoves in developing countries’?

Residential

' Motivated in part by its effect on health and regional climate, including areas of ice and snow.
2 For cookstoves, given their importance for BC emissions, two alternative measures are included.

3 There are other measures than those identified that could be implemented. For example, electric cars would have a similar
impact on diesel particulate filters but these are not yet widely available; forest fire controls could also be important but are

not included due to the difficulty in establishing the proportion of fires that are anthropogenic.

For CH,, the 30 per cent reduction in the
GHG scenario results from the lower pro-
duction of fossil fuels, and from targeted
measures for coal, oil and gas production and
distribution. The largest contribution from
additional measures for CH, that are not in-
cluded in the GHG scenario originates from
waste treatment and livestock.

restdential sector

Impacts of additional measures in the

Two BC Group 1 emission-reduction mea-
sures were analysed separately in the calcula-
tions using full three-dimensional composi-
tion-climate models. These are the emission
reductions due to a switch from currently
installed fires and boiler designs to biomass

pellet stoves in North America and Europe,

Integrated Assessment of Black Carbon and Tropospheric Ozone
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Figure 5.4. Emission reductions in 2030 from the three packages of measures under the GHG scenario, compared
to the emissions of the reference scenario. All data are from IIASA GAINS for this Assessment.

and the substitution of raw coal chunks with
honeycomb coal briquettes in the residen-
tial sector, mainly in China. The impacts

of these measures are shown in Table A.5.1
in Appendix A.5.1. For North America and
Europe, the importance of the BC emission
reductions, despite representing a small over-
all global reduction, lies in the fact that many
sources lie close to the Arctic and so have a
potentially larger impact there due to this
proximity (see Section 5.3.1.2). Although not
analysed specifically, the same is likely to be
true for high-altitude regions of snow and ice
near these sources.

In summary, the measures were implemented
in the analysis in three packages as shown in
Table 5.1.

5.3 Impacts of the measures

The impact of the measures on global tem-
peratures, sensitive regions, human health and
vegetation and crops are explored in the fol-
lowing sections.

5.3.1 Impacts of the emission reduc-
tion measures on global temperatures

The impacts of the three packages of selected
measures on radiative forcing have been re-
calculated using two state-of-the-art global
climate-composition models: GISS-PUCCINI
and ECHAM-HAMMOZ. The results were
scaled using the ratios between the best esti-
mate of the radiative forcing of the individual
compounds, as described in Chapter 3, and
the average of the radiative forcing calculated
by the models. The effects on global and
regional temperatures were subsequently cal-
culated using global and regional temperature
potentials (Shine et al., 2005; Shindell and Fa-
luvegi, 2010; see Method description).

5.3.1.1 Packages of measures

As analysis of the impact of each measure
individually with the full composition-climate
models would have been overly demanding
computationally, the measures were examined
in groups or packages for CH4, BC Group 1
and BC Group 2 as described in Box 5.1. Anal-

Integrated Assessment of Black Carbon and Tropospheric Ozone



Table 5.1. Policy packages used in this Assessment

Scenario Description!

Reference Includes all presently agreed policies based on the IEA World Energy
Outlook 2009.

CHsmeasures Reference scenario plus CHs measures.

CH4 + BC measures

Reference scenario plus CHs4 and BC measures (Group 1 + Group 2; the BC
measures affect many pollutants, especially BC, OC and CO).

GHG measures

Emissions modelled using the assumptions of the IEA World Energy
Outlook 2009 450 ppm CO.e scenario and the IIASA GAINS database.
Includes CO; and some CH; measures. The CO; measures affect other
emissions, especially SO,.2

CO2 measures

Emissions modelled using the assumptions of the IEA World Energy
Outlook 2009 450 ppm CO.e scenario and the IIASA GAINS database.
Includes COz measures only.?

CO, + CH, + BC

Climate change mitigation scenario plus the additional CHs and BC
measures.

“In all scenarios, trends in all pollutant emissions are included up to 2030, after which only CO, trends are included.
? Emissions of SO, are reduced by 35—40 per cent due to the implementation of CO, measures. A further reduction would
be beneficial to health but would increase global warming. This is because sulphate particles act to cool the climate by

reflecting sunlight back to space.

ysis of BC Group 1 measures was performed
in two stages, with the impact of 14 measures
assessed by both models and, because of poten-
tial interest in their impacts, the remaining two
— pellet stoves and coal briquettes — assessed
separately by one model. The impacts analyses
for BC Group 1 measures in this section were
restricted to the 14 measures examined with
both models (impacts of the remaining two are
presented in Section 5.2.1.2).

Implemented in full, the measures would be able
to reduce the rate and total magnitude of global
and regional warming by about half over the
next 25 years relative to the reference scenario
(see Figures 5.5a and 5.5d). In fact, the measures
would be able to entirely eliminate warming
due to emissions changes relative to 2010 for
roughly 25 years. However, the response to forc-
ing experienced prior to 2010 is so large that
despite the lack of additional positive forcing
from 2010 to 2035, the Earth would continue

to warm even with all measures examined here.
In the reference scenario, increases in O, forc-
ing and decreases in sulphate forcing cause the
northern hemisphere to warm more rapidly
than the southern hemisphere. In the reference
scenario plus all measures case, there is strong
negative forcing due to decreases in O, and BC
in the northern hemisphere relative to the refer-

ence scenario so that the two hemispheres warm
equally (Figure 5.5d).

A key point to emerge from these results is

the complementarity between the measures

to counteract SLCFs and the longer-term
measures addressing CO,. The effect of the
reductions in SLCFs begins to disappear after
about 2040 when temperatures begin to rise
more steeply; it i3 at this point, however, that
the benefits of the GHG scenario appear, with
the result that the steeper temperature rise in
Figure 5.5d 1s slowed significantly (Figure 5.5¢
and 5.6¢ and d). What is also clear from these
results is that the strategy to reduce GO, in the
GHG scenario analysed here will do nothing to
mitigate near-term temperature increases.

Reductions in CH, emissions are virtually
certain to mitigate near-term warming (Figure
5.6). The effects of BC Group 1 and Group 2
measures have a much larger uncertainty (see
also Table 5.2), but are also likely to mitigate
near-term warming. These measures have

an especially large influence in the northern
hemisphere mid-latitudes and in the Arctic.
In those areas, warming is projected to be
~1.1£0.5°C in 2040 under the reference sce-
nario relative to 2010. The combination of
CH,, BC Group | and Group 2 measures is

Chapter 5. Options for policy responses and their impacts
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able to eliminate approximately 0.6+0.4°C
of this warming. These regional tempera-
ture changes, as well as the global mean, are
consistent with the output of a fully-coupled
ocean-atmosphere climate calculation by one
climate model (see section on methodology).
Reductions in impacts may also be enhanced
in glaciated areas such as the Himalayas,
where deposition of BC is substantially re-
duced in both models by the BC Group 1 and
2 measures (Figure 5.9).

Uncertainty ranges are much smaller for
CH, reductions (or the predominantly CO,-
driven changes under the low-carbon CO,
measures) than for reductions in emissions
of products of incomplete combustion.
Variations in temperature response from
one region to another are also much less for
CH,- (or CO,-) driven changes, as these are
quasi-uniform forcings, than for reductions
in emissions of products of incomplete com-
bustion. The CH, forcing calculated in the
GISS-PUCCINI and ECHAM-HAMMOZ
models are almost identical. Differences be-
tween the two models are larger for O, and
aerosol forcing, where the GISS model has
a 44 per cent greater net negative forcing
for the BC Group 1 measures or for the BC
Group 1 plus Group 2 measures (primar-
ily due to differences in the O, response, as
the aerosol responses are within 15 per cent
of one another). The spatial patterns are
extremely similar, however (Figure 5.7).
Likewise, the spatial pattern of changes in
BC deposition is similar in the two models,
which implies a similar effect on climate
through BC darkening snow and ice.

The uncertainty ranges for the temperature
response to BC Groups 1 and 2 measures
usually encompass zero (Table 5.2). This is
true even when accounting for systematic
uncertainty (uncertainty in climate sensitivity
is entirely systematic across scenarios; uncer-
tainty due to forcing is partially systematic).
However, over ~85 per cent of the range of
the influence of the measures is cooling (e.g.
the global response to all BC measures is
between 0.05°C and -0.30°C). This implies
that it is very likely that reduced emissions of
products of incomplete combustion lead to

temperature reductions, but there is also some
chance that the net effect of these measures
could be roughly zero, or even a small warm-
ing. Note that looking at BC alone or even
BC+OC, as in many prior studies, the results
would overlap much more as O,’s forcing helps
make the net impact of emissions of products
of incomplete combustion positive. The uncer-
tainties for the impact of BC Groups 1 and 2
measures are skewed based on the assumption
that constraints on total aerosol forcing make

a very high positive value for BC unlikely (see
Chapter 3), yielding an asymmetric uncertainty
for BC forcing.

Since the GHG scenario CH, reduction mea-
sures overlap with the measures analysed here
(section 5.2.2), both the full GHG scenario and
also the GHG with low CO, measures only

are presented, which avoids duplication of the
near-term measures (see Figure 5.5). At the
end-point of 2070 used here, the impact of

the low-carbon CO, measures is comparable
to the joint air quality/climate measures anal-
ysed in this Assessment. However, the warming
rates at 2070 are extremely different, with very
rapid warming in the absence of CO, reduc-
tion measures. The near-term impact of the
low-carbon measures, which reduce CO, and
co-emitted pollutants (mainly SO,), is a slight
warming due to the more rapid response of
sulphate aerosols than of CO, concentrations
(consistent with the “bumpy road” of Raes and
Seinfeld (2009)).

The measures analysed here substantially
decrease the regional atmospheric forcing by
aerosols and are hence very likely to reduce pro-
jected regional shifts in precipitation relative to
what occurs in response to higher atmospheric
aerosol loadings of the reference scenario (see
Figure 5.8). As the reductions of atmospheric
forcing are greatest over South and other parts
of Asia, the emissions reductions may have a
substantial effect on the Asian monsoon, miti-
gating disruption of traditional rainfall patterns.
However, results from global climate models are
not yet robust in the magnitude or timing of
monsoon shifts due to either GHG increases or
absorbing aerosol changes. Nonetheless, results
from climate models provide an example of

the type of change that might be expected (e.g.
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Section 4.2.3). Shifts in the timing and strength
of precipitation can have large impacts on hu-
man well-being because of changes in water
supply, drought, flooding and agricultural pro-
ductivity. Figure 5.8 (c and d) shows that in Afri-
ca there could also be a considerable reduction
in the disruption of traditional rainfall patterns.

While the measures analysed here can clearly
have a substantial impact on climate change
in the coming decades, their long-term effect
is highly dependent on the reference scenario
against which they are compared. For exam-
ple, it is frequently assumed that over the long
term, economic advancement in the develop-
ing world will lead to the eventual adoption
of air quality regulations similar to those in
place and projected for North America, Eu-
rope and Japan (e.g., Riahi ¢t al., 2007; Fujino
et al., 2006; Clarke et al., 2007; van Vuuren

et al., 2006). This prompts the question of
whether comparison with a reference case in
which emissions of aerosols and O, precur-
sors remain constant at 2030 levels through
2070 is appropriate. While no one can predict
emissions many decades from now with con-
fidence, the influence of the measures with
respect to a less polluted future atmosphere

is examined by contrasting the influence of
adoption of these measures during the 2010—
2030 time frame with adoption of the same
measures over 2030-2050 (using the same
magnitude of forcing for a simpler compari-
son rather than the same percentage reduction
applied to different reference 2030 emissions).
In effect, this addresses the question that if air
quality improvements involving O, precursors
and BC will be made eventually anyway;, is
there any climate benefit in making them now
rather than later. The results show that there
1s clearly much less warming during the 2020~
2060 period if the measures are adopted ear-
lier (Figure 5.12). From 2070 onwards, there
is still a reduction in warming in the early
measures case, but the value over the longer
term becomes quite small. This reinforces the
conclusions drawn from the previous analyses
(Figures 5.5 and 5.6), that reducing emissions
of O, precursors and BC can have substantial
benefits in the near term, but that long term

The temperature response calculations dem-
onstrate that the time scale of climate change
mitigation in response to the near-term mea-
sures is quite different from that for the GHG
measures. We also find that the impact of the
near-term measures is largely independent

of whether the GHG measures are imposed.
For example, the forcing from BC due to all
near-term measures when the GHG measures
have been imposed is within 3 per cent of the
forcing when these measures have not been
imposed. In general, forcings are all within 10
per cent in these two cases, since, as shown by
the emissions changes, the GHG measures are
largely independent of those identified here
(other than for CH , where this is overlap).

5.3.1.2 The effects of widespread
introduction of pellet stoves and boilers
in industrialized countries and coal
briquettes in the residential sector

The impact of these two BC measures was
explored separately. These measures lead to
substantial reductions in northern hemisphere
high-latitude BC emissions and in carbona-
ceous aerosol and O, precursor emissions
from countries where coal is used in residential
settings, notably China but also, among oth-
ers, parts of Russia and Eastern Europe. The
potential effect of these measures on global
mean temperatures is fairly modest, but not
insubstantial, adding about 0.05°C of avoided
warming to the 0.4°C achieved by the other
BC Group 1 measures (Figure 5.13 and Table
5.2). The effect on the Arctic is large, however,
with an additional 0.1°C warming in the near
term 1.e.avoided during the next 25-30 years
on top of the 0.45°C at 2035-2040 due to the
CH, plus other BC Group 1 measures, an
enhancement of 20-25 per cent (and an en-
hancement of ~35 per cent over the other BC
Group | measures alone). As with the other BC
Group 1 and Group 2 measures, uncertainty
ranges are large (Table 5.2).

5.3.2 Benefits to polar and
glaciated regions

Implementation of the measures would
substantially slow, but not halt, the current

rapid pace of temperature rise and other .
changes already occurring at the poles and . 171
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Table 5.2. Temperature changes at 2070 relative to 2010 for the reference scenario, and relative to the reference

Global Southern Tropics Northern Arctic
. hemisphere hemisphere
extratropics mid-latitudes
2010 1.93 1.46 2.01 2.14 2.31
baseline
(+1.06,-0.77) (+0.80, -0.59) (+1.11,-0.81) (+1.20,-0.84) (+1.27,-0.86)
Methane -0.31 -0.21 -0.32 -0.39 -0.37
(+0.10,-0.16) (+0.07,-0.11) (+0.11,-0.16) (+0.13,-0.20) (+0.21,-0.30)
BCGroup1 | -0.11 -0.02 -0.11 -0.19 -0.21
(+0.12,-0.07) (+0.02,-0.01) (+0.13,-0.06) (+0.20,-0.13) (+0.20,-0.15)
Two -0.05 -0.01 -0.05 -0.10 -0.12
additional
BC Group 1* | (+0.06,-0.04) (+0.01,-0.01) (+0.05,-0.03) (+0.10,-0.07) (+0.12,-0.09)
BC Group 2 | -0.10 -0.01 -0.11 -0.15 -0.14
(+0.13,-0.07) (+0.03,-0.01) (+0.15,-0.08) (+0.18,-0.11) (+0.16,-0.11)
Positive and negative uncertainties are given separately in parentheses.
'These two additional measures are those on pellet stoves and coal briquettes.
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Figure 5.5a-f. Global and regional temperature changes relative to 2010 projected under the reference scenario,
with the addition of emissions control measures and under the low-carbon scenarios. Values are based on O,,
aerosol and CH, radiative forcings and responses in the GISS and ECHAM climate models and also include forcings
from both historical and projected CO, increases. Bars on the right side of each plot give the temperature range at
2070 based on uncertainty in radiative forcing and climate sensitivity. Uncertainties at earlier times are not shown
for clarity, but have roughly the same proportion to the temperature change as the 2070 uncertainties.

Year

Note: SH and NH mean Southern hemisphere and Northern hemisphere, accordingly.
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Figure 5.6. Global and regional temperature differences relative to the reference due to the various emissions con-
trol measures (a, b and ¢) and due to the CO, scenario (d). Values and uncertainties are calculated as in Figure 5.5.
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Figure 5.7. Radiative forcing at 2030 from O, and aerosols in the two models relative to the reference case (direct .
aerosol forcing only). 173
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Figure 5.8. Change in atmospheric forcing at 2030 relative to the reference case in the two models.
'Excluding measures on pellet stoves and coal briquettes.
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Figure 5.9. Change in BC deposition at 2030 relative to the reference case in the two models.
174 'Excluding measures on pellet stoves and coal briquettes.
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Figure 5.10. Change in surface PM,, at 2030 relative to the reference case in the two models.

'Excluding measures on pellet stoves and coal briquettes.

high-altitude glacier regions. This is in

part because particles co-emitted with BC,
which are reflecting and therefore cooling
over other regions, are still dark and absorb
heat over ice and snow, leading to greater
warming impacts.

Studies in the Arctic indicate that it is highly
sensitive both to local pollutants and those
transported from sources close to the Arctic,
as well as to the climate impact of pollutants
in the mid latitudes of the northern hemi-
sphere. Much of the needed implementation
lies within Europe and North America.

In all scenarios, Arctic warming in 2070 is
greater than the global-mean temperature in-
crease because of high-latitude radiative and
dynamical feedbacks. As described above (Ta-
ble 5.2), however, the CH,, BC Group 1 and

Group 2 measures may reduce Arctic warm-
ing in 2070 by 0.37°C, 0.21°C and 0.14°C, re-
spectively. The two additional Group 1 mea-
sures (pellet stoves and coal briquettes) drive
the highest ratio of Arctic/global climate ben-
efit in 2070, reducing Arctic warming by an
additional 0.12°C (Table 5.2). Hence, if Arctic
climate change becomes a focus of targeted
mitigation action (e.g. because of threats from
sea-level rise), these two technical actions may
warrant deeper consideration. Moreover, co-
emitted OC, which has a global cooling effect,
has much less influence in the Arctic because
it does not brighten snow and ice and can ac-
tually increase atmospheric solar absorption
over reflective Arctic surfaces (Section 4.2).

As snow and sea-ice melt in a warming world,

Arctic BC forcing and the strength of the
snow/ice positive feedback mechanism will
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Figure 5.11. Change in surface O, (maximum six-month average of the one-hour daily maximum) for the different
scenarios relative to the 2030 reference scenario, simulated by the two models. The scenarios are: CH, measures;
CH, + BC Group 1 measures (but without the measures on pellet stoves and coal briquettes), and ‘All measures’
refer to CH,+BC measures (BC Groups 1 and 2, but without the measures on pellet stoves and coal briquettes).

both wane, even without reductions in emis-
sions. As described in section 4.2, BC darken-
ing of snow and ice drives a roughly three to
five-fold greater temperature response than
greenhouse and atmospheric aerosol forcings
of equal magnitude, highlighting the impor-
tance of how the different measures influence
BC deposition to snow and ice. This depends
not only on pollutant transport pathways and
deposition processes, but also on the spatial

and temporal patterns of snow and sea-ice
cover. The forcing depends further on coin-
cident sunlight. In the GISS and ECHAM
simulations described here, Arctic-mean BC
deposition is reduced by 19-20 per cent in
the 2030 reference scenario relative to 2005.
The BC Group 1 measures (excluding the two
additional measures) decrease Arctic BC de-
position by an additional 12—13 per cent rela-
tive to 2030 while the combined Group 1 and

Integrated Assessment of Black Carbon and Tropospheric Ozone
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Figure 5.12. Projected global mean temperature changes for the reference scenario and for the reference plus
measures to limit emissions of O, precursors and BC immediately or delayed by 20 years. Values calculated as in
Figure 5.5.

Group 2 measures reduce it by 19-22 per model is 0.23Tg. This compares well (12 per

cent (Figure 5.9). The additional two mea- cent greater) with base present-day Arctic BC

sures on pellet stoves and coal briquettes deposition simulated by Flanner ¢t al. (2009),

reduce deposition by an additional 15 per who estimated 60—90°N snow/ice direct forc-

cent (GISS model only). Base case (2005) to- ing of 0.28 W/m?. Because snow/ice forcing

tal annual Arctic BC deposition in the GISS scales about linearly with BC concentration
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Figure 5.13. Global and regional temperature changes due to widespread use of pellet stoves and boilers in in-

dustrialized countries and coal briquettes in the residential sector in China. Values are relative to the simulations of

the other BC Group 1 measures. Temperature responses are calculated using the same methodology, except that

these results include only the GISS model values for the fraction of total anthropogenic impact reduced by these

measures (both BC Group 1and 2). . 177
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Box 5.2: The effect of fossil fuel versus biofuel emissions controls

As discussed in Chapter 2, combustion of both fossil fuels and biofuels are substantial sources of carbonaceous
aerosol emissions, but the OC/BC ratio of these can be substantially different. In particular, emissions from
biofuel combustion that are affected by the measures examined here, mainly in small and industrial combustion
and in waste burning, tend to have a higher ratio, suggesting that their control is less likely to mitigate warming,
Comparison of the temperature response to all measures with the response to all measures other than biofuel
combustion using this Assessment’s methodology indicates that controls on these particular biofuel combustion
emissions are likely to provide substantial warming mitigation (Figure a). The biofuel measures examined
separately here are (see Box 5.1) those on pellet stoves, the introduction of clean-burning biomass stoves in
developing countries and the clean-burning cookstoves using modern fuels substituting for biomass cookstoves in
developing countries. In the analysis, CH4 measures lead to a reduction of about 0.31°C in 2070, while BC.
Group 1 measures, including the additional pellet stoves and residential briquette measures, add another
0.16°C, while BC Group 2 measures add 0.10°C.. The total contribution of BC measures is thus about 0.26°C,
of which ~0.12°C is from measures on biofuel combustion and 0.14°C. from all other BC measures (mainly fossil
fuel combustion) see Table 5.2 The greater warming influence of fossil fuel emissions over biofuel emissions is in

line with other studies examining the effect of all BC/OC emissions rather than specific measures
(e.g. Jacobson (2010)).

The biofuel combustion measures also have substantial health benefits, contributing about 61 per cent of the
global avoided deaths due to all the measures together, mostly due to PMy 5 reductions. As a percentage of the
health response to all measures together, the contribution of biofuel combustion measures to avoided deaths is
greatest in Africa (83 per cent) and South, West and Central Asia (65 per cent), more than the contribution from
all other measures in East Asia, Southeast Asia and Pacific (56 per cent) and Latin America and Caribbean (53
per cent), and smallest in North America and Europe (37 per cent), as shown in Figure 5.17. Estimated changes
in mortality due to these measures are for outdoor exposures only and do not account for the significant
expected improvements in indoor air quality.
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Note: SH and NH mean Southern hemisphere and Northern hemisphere.

Figure a. Global and regional temperature changes due to all near-term measures (solid) and all measures
except biofuels. Values are relative to the reference scenario. Temperature responses are calculated using the
same methodology, except that these results include only the GISS model values for forcing relative to total
anthropogenic forcing (in both reference and measures cases, where the measures are all measures includ-
ing the additional pellet stoves and residential briquettes). Uncertainties are shown (bars on right) for the
all-measures case at 2070, with comparable percentage values at other times or for the all except biofuels
case (uncertainties for northern hemisphere mid-latitudes and the Arctic extend to values below -1°C).
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Box 5.3: Elimination of black carbon from cookstoves: a regional model study for Asia

Black carbon from cooking with biofuels (firewood, cow-dung and crop residues) contributes
as much as 70% per cent to South Asian BC emissions while it is about 25% per cent in China.
A regional aerosol-transport model (Adhikary et al., 2007) that has been tuned and validated

a) With Biofuel BC from cooking

005 UOM 00N OO UOOM 0D OO OO0 OS O OO0

with satellite and ground-based data was used to simulate the impact of eliminating BC
emissions from biofuel cooking (over all of Asia) on BC optical depths. Over India the BC
optical depths (and hence its forcing) reduced by a factor of 2 to 3, while the reductions in
East Asia were about 25% per cent to 50% per cent (Figure a).

The effect of biofuel cooking on Asian BC loading. (a). The simulated annual mean optical depth of BC aerosols
for 2004-2005 using the regional aerosol/chemical/ transport model. The values include BC emissions from
biofuel cooking (indoor cooking with wood/dung/crop residues), fossil fuels and biomass burning (b) as for left
panel, but without biofuel cooking. (Ramanathan and Carmichael, 2008).

Scaling the changes in optical depths with the warming trends over elevated regions of the
Himalayan region shown earlier (see Chapters 3 and 4), reductions in BC could reduce the
anomalously large warming trends over the Tibetan region (Liu and Chen, 2000) and the

b) Without Biofuel BC from cooking

s 00M OO 00N 000 OO0 00V OO 0N 0o O

Indian Himalayas (Ramanathan et al., 2005; Gautam et al., 2009), by about 0.3°Cor larger. In
addition, the large reductions in BC deposition that should result from the BC reductions
(Flanner et al., 2009) shown above, should result in additional cooling over the Himalayas. Furthermore, reduc-
tion in the dimming, the reductions in the BC impact on the monsoons (Chapter 4.1.2) and reduction in warming
trends should lead to additional benefits for agriculture productivity (Aufhammer et al., 2006) and public health.

when the BC load is small, it is estimated that
the combined BC measures Groups 1 and 2
can reduce eflicacy-scaled Arctic forcing by
about 0.21 W/m?, indicating some potential
to slow high-latitude climate change during
the next several decades.

Extra-Arctic glaciated regions will also benefit
from BC reductions. In many cases, these re-
gions are closer to large BC emissions sources
than the Arctic and are consequently more
polluted, indicating greater capacity for miti-
gation. Measurements are sparse, however,
and uncertainty in the spatial heterogeneity of
aerosol deposition in mountainous regions is

large. See Figure 4.8 for ice core time series of
BC deposition in the Tibetan Plateau/Hindu
Kush region. Flanner ¢t al. (2009) estimated
BC/snow forcing on the Tibetan Plateau,
averaged only over the snow-covered surfaces,
of 1.7 W/m? more than 4-fold greater than
the snow/ice-cover averaged forcing in the
Arctic. Larger snow forcing is enabled by
greater surface insolation and more BC depo-
sition on the Tibetan Plateau. This estimate
may be representative of the effect on local
glaciers (Box 4.5) and other non-Arctic north-
ern latitude regions where there is winter
snow cover, though large uncertainties persist
in BC impacts on glaciers (Section 4.2).
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The Antarctic is a far-less studied region in
terms of SLCF impacts. However, there are
studies demonstrating BC deposition even in
central portions of the continent, and reduc-
tions in O, and CH, should slow warming in
places like the Antarctic Peninsula, currently
the area on the globe showing the most rapid
temperature rise of all.

5.3.3 Benefits to human health

The impacts of the policy measures on human
health are estimated using the methodology
described in Chapter 4, and have incorporated
estimates of uncertainties in the health effect
outcomes. The sets of policy measures exam-
ined are increasingly stringent, beginning with
CH, measures, then the addition of BC Group
1, and finally the addition of the Group 2 mea-
sures. Changes in mortality relative to the 2030
reference scenario are calculated using surface
PM, , and O, concentrations simulated by the
two models GISS PUCCINI and ECHAM-
HAMMO (see Figures 5.10 and 5.11.)

The measures have substantial benefits for
global public health, resulting in significant
decreases in PM, .- and O,-related mortal-
ity. Overall, PM mortahty impacts are an
order of magnltude larger than O, mortality
impacts, owing to both changes in concentra—
tion and the stronger relationship between
PM, . and mortality. The spatial patterns of
total PM ;and O, mortality impacts are very
similar for both models (Figure 5.14). The
only exception is for the CH, measures where
ECHAM-HAMMOYZ simulates a small in-
crease in PM, ; concentrations in South, West
and Central A51a due to oxidant chemistry
that affects particle formation (see Figure
5.15). ECHAM-HAMMOZ also simulates
greater O, decreases from the CH, measures
in East Asia, Southeast Asia and the Pacific,
which are more visible on the scale shown
than the O, reductions simulated by GISS-
PUCCINL

For the impacts of the three sets of policy mea-
sures on PM, .-related mortality, both models
yield similar magmtudes and regional distribu-
tions (Figure 5.15), with ECHAM-HAMMOZ
slightly larger in magnitude but well within the

confidence intervals. Both models also agree
that BC Group | measures benefit PM, .-
related mortality most, followed by the Group
2 measures. The CH, measures have a negh—
gible impact on PM, —related mortality, since
only CH, emissions are affected. Implement-
ing all measures could avoid 2.4 million pre-
mature deaths (within a range of 0.7—4.6 mil-
lion) associated with reductions in PM, ., a
sociated with 5.3—37.4 million years of life lost
(YLL), based on the 2030 population. This
range includes both models and associated 95
per cent confidence intervals. For both mod-
els, 72 per cent of these benefits are achieved
by implementing BC technology measures
with the rest achieved through the other mea-
sures. Both models agree that over 80 per cent
of the mortality benefits from implementing
all measures would occur in Asia. For the
GISS model, avoided deaths are about evenly
distributed between East Asia, Southeast

Asia and the Pacific (41 per cent) and South,
West and Central Asia (44 per cent), while

for ECHAM-HAMMOZ, 49 per cent of the
total avoided mortalities occur in South, West
and Central Asia and 34 per cent in East Asia,
Southeast Asia and the Pacific. For both mod-
els, about 10 per cent, 5 per cent, and 1| per
cent of the total avoided mortalities occur in
Africa, North America and Europe, and Latin
America and the Caribbean, respectively.

The measures also have substantial benefits
for O,-related mortality, but the two mod-

els yield different patterns for the impact of
each set of policy measures (Figure 5.16).

For GISS-PUCCINI, BC Group 1 measures
in provide the greatest O, mortality benefit,
contributing about 68 per cent of the health
benefits from all measures together, followed
by CH, measures (22 per cent), and Group 2
measures (10 per cent). The large O, impact
from BC Group 1 measures results from sub-
stantial reductions in co-emitted O, precur-
sors (NO, VOC, and CO). Contrastingly,
the CH, measures produced the majority of
the O, benefits in ECHAM-HAMMOYZ, with
little impact from BC Group 1 and a small
disbenefit from Group 2 measures. Despite
the large differences in modelled O, responses
to the BC measures, the total impact of O,
and PM, ; on health is fairly similar as it is
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dominated by PM, .-related impacts. In gen-
eral, the differences between the two models
are less than the uncertainty arising from the
concentration-response relationship.

Incorporating the avoided deaths calculated
from both models and the associated 95 per
cent confidence intervals from the concen-
tration-response relationship, all measures
together avoid an estimated 0.04—0.52 million
O,-related deaths annually (0.35-4.7 million
YLL), based on the 2030 population. As with
PM, , mortality benefits, the vast majority of
O,-related benefits occur in Asia: about 35-50
per cent of the benefits from implementing all
measures together occur in South, West and
Central Asia and 35-38 per cent in East Asia,
Southeast Asia and the Pacific, depending on
the model. The rest are about evenly distrib-
uted between Africa, North America and Eu-
rope, and Latin America and the Caribbean.

With low-carbon CO, measures included in
the reference scenario, the impacts of the joint
air quality/climate measures are estimated to
be similar but about 10 per cent smaller in East
Asia, Southeast Asia and the Pacific and South,
West and Central Asia. These results demon-
strate that the joint air quality/climate mea-
sures have very substantial benefits for global
public health regardless of whether low-carbon
CO, measures are enacted.

The health impact of the BC measures on pel-
let stoves and coal briquettes have a further
impact on health as they lead to reductions in
PM, ., with the largest number of additional
annually avoided premature mortalities (rela-
tive to the main package of BC Group 1 mea-
sures in each region) from both PM, ; and O,
in East, Southeast Asia and the Pacific (~86
000, 13 per cent), South, West and Central
Asia (~22 000, 3 per cent) and North America
and Europe (~22 000, 30 per cent). As with
climate impacts results in this case are based on
a single global composition model.

Benefits from improved indoor

air quality

The benefits to public health from improved
indoor air quality have also been estimated.
Reducing emissions of BC and CO from bio-

mass combustion will result in reductions in ex-
posure to those combustion products indoors,
with attendant health benefits. Due to data
limitations, these have only estimated benefits
for India and China. The data are taken from
the Global Burden of Disease report of 2004
for the burden of solid fuel use in the domestic
sector in those countries in 2000 (WHO, 2004).
This report provides a summary of the health
effects and the dose-response relation. Work by
ITASA for the new Global Burden of Disease
report contains estimates of exposure for 2030
under the reference scenario, and under the
alternative scenario. From these, estimates of
the difference in health burden can be made.
These are again presented as deaths avoided
per year by the strategy, and years of life lost.
Again, mortality rates have been held constant
in the analysis, which may be conservative.

Using the methodology outlined above,

220 000 deaths and 6 million disability-adjust-
ed years of life lost could be avoided each year
in India due to reduced indoor air pollution

if the portfolio were implemented. In China,
there would be a reduction of 153 000 deaths
per year and 1.9 million disability-adjusted
years of life lost.

Valuation of the benefits to

human health

The analysis presented in this section employs
the methods discussed in Chapter 4. Specifical-
ly, the results reported in Table 5.3 use coun-
try-specific values of a statistical life (VSLs) for
both the GISS and ECHAM modelling results,
and the health impacts are estimated from the
changes in total PM, ; mass which result from
the measures. (Results using the uniform VSLs
are reported in the appendix to Chapter 5.).
The results are shown in Table 5.3 which fo-
cuses on the valuation of avoided mortalities
associated with the three policy scenarios: CH,,
CH, plus BC Group 1 measures (not including
those for pellet stoves or coal briquettes), and
CH, plus BC Groups | and 2 measures.

The increasing stringency of these measures is
evident in table 5.3 when looking at the global
results. Beginning with the results from the
GISS model (reported in column 3), in global
aggregate terms the value of avoided mortali-
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ties increases from US$150 billion for the
application of the CH, measures, to US$ 3.7
trillion for the CH, plus BC Group 1 mea-
sures. The application of all three packages
of measures yields avoided mortalities that
are valued at $US5.0 trillion. Employing the
ECHAM model, the value of avoided mor-
talities is equal to $US145 billion, $US4.1 tril-
lion and $USS.6 trillion for the three increas-
ingly stringent packages of measures.

Table 5.3 also reveals that when the ECHAM
model is applied to gauge the mortality im-
pacts of these three policy scenarios, the abso-
lute value of avoided mortalities increases for
the two most stringent scenarios. The value
of avoided mortalities is nearly equal between
GISS and ECHAM for the CH, package. The
differences are well within the overlap of the
uncertainty bounds for these estimates.

The fifth and sixth columns indicate the ra-
tio of the change in mortalities in 2030 due
to the three policy scenarios relative to the
predicted change in the reference scenarios
from 2005 to 2030. Beginning with the coun-
try-specific VSLs, Table 5.3 indicates that
the CH, package yields additional mortality
reductions that are 12 per cent of the value
of reductions predicted to occur between the
2005 and 2030 reference cases. The CH, plus
BC Group 1 measures yields mortality im-
provements that are nearly three times larger
than the 2005—2030 change, while the three
combined packages produce mortality reduc-
tions that are just under four times greater
than in the reference cases.

The next three sections of Table 5.3 present
the regional impacts of the policy scenarios.
In all the scenarios, when using the GISS
model, values are negative for all regions. This
implies that the mortality burden due to expo-
sures to PM, . and O, declines. However, it is
important to note that Africa and South, West
and Central Asia experience changes in mor-
tality that are of different signs (direction of
change in mortality) than in the 2005-2030
reference scenario. Specifically, these two
regions are predicted to incur a mortality im-
provement under each policy scenario while
mortalities were predicted to increase between

2005 and 2030 in the business as usual refer-

€nce case.

For Africa, the magnitude of the change due
to the CH, package is of the order of 20 per
cent of the mortality change between 2005
and 2030; however, note again that the direc-
tion of impact is different between these two
cases. The results are similar for South, West
and Central Asia with the principal difference
being the relatively small share (approximately
3 per cent) of the mortalities avoided under
the CH, package relative to the 2005-2030
reference comparison. East Asia, Latin Amer-
ica and the Caribbean, and North America
and Europe experience mortality impacts that
are of the same direction as the 2005-2030
change; mortalities continue to decrease un-
der the CH, package. For East Asia and North
America and Europe, the value of the addi-
tional mortality reduction is 22 per cent and

2 per cent of the value of reduced mortalities
predicted to occur in the 20052030 change,
respectively. Finally, Latin America and the
Caribbean are predicted to incur mortality
improvement under the CH, package that is
roughly 4.4 times larger than the mortality
improvement between 2005 and 2030.

The results when using the ECHAM model
are in broad agreement with the results de-
rived from GISS, but there are two excep-
tions. First, South, West and Central Asia
incur an increase in mortalities valued at
US$58 billion employing ECHAM (compared
to a reduction in mortalities valued at US$28
billion for GISS). Second, with ECHAM the
magnitude of the reduction in mortalities in
Latin America and the Caribbean under the
CH, package is 50 per cent of the predicted
reduction for the 2005—-2030 reference case
comparison. In contrast, GISS suggests that
this package yields mortality improvements
in Latin America and the Caribbean that are
over four times greater than in the reference
case comparison.

With the application of the CH, plus BC
Group | measures, all regions experience a
reduction in mortalities in both GISS and
ECHAM. Perhaps most notable under this
scenario is the magnitude of the difference

Integrated Assessment of Black Carbon and Tropospheric Ozone



GISS-PUCCINI, methane measures

s

ECHAM-HAMMOZ, methane measures

Figure 5.14. Change in annual total PM,  cardiopulmonary and lung cancer and O, respiratory mortality (lives
per 1 000 km?) in 2030 relative to the 2030 reference case, using concentrations simulated by both models. The
scenarios are CH, measures; CH, + BC Group 1 measures (but without those on pellet stoves and coal briquettes),
and all measures refers to CH,+BC measures (BC Groups 1 and 2, but without the measures on pellet stoves and
coal briquettes).

in mortality impacts in Africa, East Asia, and
Latin America and the Caribbean relative to
the reference case comparison. Specifically,
using GISS, in Africa, the reduction in mor-
tality impacts is just over three times larger
than the mortality reductions between 2005
and 2030. East Asia, Southeast Asia and the
Pacific experiences mortality reductions with
a value that is more than six times greater
than the reduction in mortalities predicted to
occur in the 2005—2030 comparison. In Latin
America and the Caribbean, the mortality

improvements are approximately 35 times
greater than in the reference comparison.

When using ECHAM, although the value

of the mortality impacts of the CH, plus BC
Group 1 measures are quite similar to that
derived from GISS, the magnitude of these
impacts relative to the 2005-2030 comparison
is quite different than for GISS. Specifically,
Africa shows the largest increase in mortality
reductions relative to the reference comparison;
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Figure 5.15. Regional change in annual PM, , cardiopulmonary and lung cancer mortality in 2030 relative to
the 2030 reference scenario, using simulated concentrations from the two models. Confidence intervals (95 per
cent) are based on uncertainty in the concentration-response relationship only. BC technology measures refers
to BC Group 1 measures. All measures refers to CH,+BC Groups 1 and 2 (but without those on pellet stoves and
coal briquettes).
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Figure 5.16. Regional change in annual O, respiratory mortality in 2030 relative to the 2030 reference scenario,
using simulated concentrations from the two models. Confidence intervals (95 per cent) are based on uncertainty
in the concentration-response relationship only. BC technology measures refers to BC Group 1 measures. All
measures refers to CH,+BC Groups 1 and 2 (but without those on pellet stoves and coal briquettes).
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Figure 5.17. Regional change in annual PM, , cardiopulmonary and lung cancer and O, respiratory mortality
(in millions of lives) in 2030 due to biofuel combustion measures and all other measures. Confidence intervals
(95 per cent) are based on uncertainty in the concentration-response factor only. Estimated changes in mortality

do not account for indoor exposure.

the magnitude of mortality reductions is 13
times greater than in the reference case. In con-
trast, when using GISS, the greatest increase
occurs in Latin America and the Caribbean.

The policy scenario with all three packages
of measures also yields mortality reductions
in all regions. Much like the CH, plus BC
Groupl measures package, the agreement
between GISS and ECHAM in terms of the
value of these mortality reductions is quite
good. The value of these reductions is uni-
formly larger than the reductions projected
to occur under the other two packages. In
addition to increasing values of mortality re-
ductions, the ratios of the mortality changes
under the three combined packages relative
to the 2005-2030 comparison are also larger
than for the CH, plus BC Group 1 measures.
In Africa, East Asia, Latin America and the
Caribbean, when using GISS, the differences
in the value of mortality reductions (relative
to the 2005-2030 comparison) are substantial.
In Africa, the reduction is more than four
times larger than the mortality reductions
between 2005 and 2030. In East Asia, the
mortality improvements are approximately
10 times greater than the reference compari-
son. Latin America and the Caribbean show

the greatest increase in the value of mortality
reductions; under this policy scenario, mortal-
ity reductions are projected to be nearly 50
times greater than the change determined to
occur in the 2005-2030 comparison.

Similar to the case of the CH, plus BC Group
1 measures policy scenario, when using
ECHAM to model the impacts of all three
combined packages, Africa shows the greatest
impact relative to the 2005—2030 comparison;
the reduction in mortality damage in Africa is
projected to be nearly 18 times greater than in
the 2005—2030 reference case.

Valuation of climate benefits

As well as estimating the value of the im-
pacts of the emission control measures

on human health, the valuation of global
climate impacts associated with emission
changes for each of the policy scenarios have
also been estimated, and these are shown

in Table 5.4. (The reader is encouraged to
return to 4.1.4 for a discussion both of the
motivation for and analytical issues associ-
ated with this exercise). Table 5.4 reports the
benefits due to emissions abatement due to
each of the policy scenarios. Hence, positive
values reported in Table 5.4 indicate benefits
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Table 5.3: Valuation of premature mortalities: Three policy scenarios relative to the reference scenario.

Model scenario Region Gross Mortality Value Impact Ratio*
(2006 USS$, billions)
GISS ECHAM GISS ECHAM
CH4 Global -150 -145 0.12 0.05
(-49, -247) (-46, -236)
CH4+BC Group 1 Global -3670 -4 060 2.88 1.5
(-1 200, (1330,
-6 460) -7 200)
CH4+ BC Groups Global -4 980 -5 600 3.90 2.06
1+2 (-1610, (-1 820,
-8 870) -10 100)
CH4 Africa -13 -13 0.17 0.51
(-4, -21) (-4, -21)
East Asia, Southeast -53 -141 0.22 0.08
Asia and the Pacific  (-17,-87) (-47,-236)
Latin America and -14 -20 4.36 0.52
the Caribbean (-5,-23) (-7,-33)
North America and -43 -29 0.02 0.01
Europe (-14,-71) (-9,-47)
South, West and -28 58 0.03 0.03
Central Asia (-9, -46) (21, 101)
CH4+BC Group 1 Africa -248 -336
(-83, -436) (-111, -598) 3.39 13.28
East Asia, Southeast -1580 -1530
Asia and the Pacific  (-516,-2770)  (-503,-2680)  6.67 0.89
Latin America and -113 -116
the Caribbean (-38,-192) (-39, -198) 35.20 3.03
North America and -353 -410
Europe (-118, -601) (-137, -701) 0.17 0.14
South, West and -1380 -1670
Central Asia (-450, -2 460)  (-543, -3 020) 1.48 0.82
CH4+BC Groups Africa -319 -453 4.36 17.91
142 (-105, -565) (-148, -818)
East Asia, Southeast -2 240 -2 180 9.45 1.27
Asia and the Pacific ~ (-722,-3990)  (-709, -3 890)
Latin America and -154 -180 47.98 4.70
the Caribbean (-51,-264) (-60, -310)
North America and -472 -597 0.23 0.20
Europe (-158, -805) (-199, -1 020)
South, West and -1790 -2190 1.92 1.08
Central Asig (-578, -3 250) (-700, -4 020)

- All values expressed in (2006 USS$, billions), and represent the annual monetary benefit arising in 2030.

- Values reflect change in mortality damage; negative values imply improvement in welfare.

- 95 per cent confidence intervals in parenthesis, confidence intervals derived from reported 95 per cent confidence intervals

for mortality dose-response parameter.

* Impact ratio: These columns show the ratio of the change in mortality values resulting from the policy measures relative to the

change in mortality values resulting from the comparison between the 2030 reference scenario and the base 2005 impacts.

to society due to emission reductions, while
negative values indicate additional (harmful)
climate impacts due to emission increases.

For each pollutant, to allow for uncertain-
ties, two values for the social cost of carbon

(SCC) are used, US$265/tC and US$21/tC
(Tol, 2008) and two GWP parameters are
employed. GWP, , refers to the 100-year
time scale and GWP, refers to the 20-year
time scale. There are no reductions of BC,

GO, OC, 50,, CO, or NO_ for the policy
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Table 5.4. Valuation of BC, CO, NOX, and CH, emission changes: policy measures compared to 2030 reference.

Social Pollutant | Policy BC CH, co NOx ocC SO, | CO; | Total

cost of / global

carbon warming

(sco) potential

US$265/tC | GWP1g0 CH,4 0 331 0 0 0 0 0 331
CH4+BC Group 1 112 347 71 -264 40 2 1 309
CH4+BC Groups 205 357 110 -318 52 3 1 410
1+2

US$265/tC | GWPy CH, 0] 1050 0 0 0 0 0] 1050
CH4+BC Group 1 401 | 1110 271 -984 142 8 1 949
CH4+BC Groups 731 1140 419 -1190 186 | 10 1] 1297
142

US$21/tC_ | GWP1q0 CH, 0] 262 0 0 0 0 0 26.2
CH4+BC Group 1 89| 275 5.7 -20.9 31| 02] 01 24.6
CH4+BC Groups 16.2 28.3 8.7 -25.2 41| 0.2 0.1 32.5
1+2

US$21/tC_ [ GWPy CH, 0] 834 0 0 0 0 0 83.4
CH4+BC Group 1 318 87.6] 215 -788 | 113]| 0.6 0.1 74.9
CH4+BC Groups 57.9 90.1 33.2 -94.1 148 ] 0.8 0.1 103
1+2

All values expressed in (2006 USS$, billions), and represent the annual monetary benefit arising in 2030.

scenario dealing with GCH, measures. Emis-
sion reductions of CH, generate benefits that
range between US$330 billion and US$1.1
trillion in 2030. (Note that the range is associ-
ated with the different assumption regarding
the timescale of GWP,) For the CH, plus BC
Group | measures scenario, total emission
reductions generate benefits of between
US$309 billion and US$949 billion. Note
that reductions in NO,, emissions lead to in-
creased climate damage (negative benefits)
that nearly cancel the benefits associated with
reductions in CH,. For the policy scenario
involving all three packages, the benefits range
between US$410 billion and US$1.3 tril-
lion. Employing the lower US$21/tC value
for the SCC decreases (in absolute value) the
value of the modelled emission changes by
approximately one order of magnitude across
emitted pollutants.

5.3.4 Benefits to agriculture
and ecosystems

This section describes the impact of the
various measures on crops, using the meth-
odology described in Chapter 4. Results are
shown from two composition-climate models
(ECHAM-HAMMOZ and GISS-PUCCINI).
Where central values are shown, they are the
mean of the models’ outputs; the error bars

show the minimum and maximum values
from the model ensemble, resulting from the
95 per cent confidence interval on the crop O,
damage function.

The combined impact of the complete con-
trol package (in the absence of the GHG
controls in the GHG scenario) leads to a
worldwide benefit in crop yields compared

to the 2030 base case: from 1.3 per cent

(+1.5 per cent, -1.2 per cent) yield increase for
rice to 3.2 per cent (+1.6 per cent, - 1.1 per
cent) increase for soybeans. The largest ben-
efits emerge in the two Asian regions studies
as shown in Figure 5.18.

The two models, however, assign a differ-

ent weight to each of the individual measure
packages: whereas ECHAM realizes virtually
the complete benefit through CH, measures,
GISS has about 60 per cent of the benefit
achieved through BC Group 1 measures (la-
beled LGWP) and 30 per cent through CH,
measures. The additional implementation of
BC Group 2 measures (labeled LWST) has no
significant effect on O, levels and crop yields.

The corresponding annual production gains
are highest for corn, 21 million tonnes),
and most beneficial in Asia with an aggre-
gated production gain for the four crops
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of 32 million tonnes. Total global produc-
tion gains of all crops ranges between 30
and 140 million tonnes (model mean:

52 million tonnes). The annual economic
gains for all four crops in all regions ranges
between US$4billion and US$33 billion, of
which US$2-28 billion in Asia.

There is a clear additional benefit on O, levels
and crop yields in all regions from CO, emis-
sion controls under the GHG scenario, thanks
to associated NO, emission reductions. Also
under this scenario, largest benefits are ex-
pected in Asia as shown in Figure 5.20.

5.3.5 Relative importance and
scientific confidence in the measures

Methane measures have a large impact

on global and regional warming, which 1s
achieved by reducing CH, and O, emissions.
The climate mitigation impacts of the CH,
measures are also the least uncertain because
there is a high degree of confidence in the
warming effects of this GHG. The reduced
CH, and hence O, concentrations also lead to
significant benefits for crop yields.

The BC measures identified here reduce
concentrations of BG, OC and O,, the lat-
ter largely through reductions in emissions

of CO. The warming effect of BC and O,
and the compensating cooling effect of OC,
introduces large uncertainty into the net effect
of some BC measures on global warming (re-
flected in Figure 5.1). This uncertainty is par-
ticularly large for the biomass cookstoves and
open burning of biomass measures. Hence,
with respect to global warming, there is much
higher confidence in measures that mitigate
diesel emissions than those that reduce bio-
mass burning because the proportion of co-
emitted cooling OC particles is much lower.

On the other hand, the BC measures have
large impacts on local and regional health
through reducing concentrations of inhalable
PM, on crop yields through reduced O3, and
on regional climate such as the impacts on
tropical rainfall, monsoons and snow and ice
melt. These regional impacts are largely inde-
pendent of their impact on global warming;

In fact, biomass cookstoves and open biomass
burning can have much larger effects than fos-
sil fuels regionally. This is because BC directly
increases atmospheric heating by intercepting
sunlight, which, according to numerous pub-
lished studies, affects the monsoon and tropi-
cal rainfall and this is largely separate from
the effect of co-emitted OC. The same con-
clusion applies with respect to the impact of
BC measures on snow and ice. Black carbon,
because it is dark, significantly increases ab-
sorption of sunlight by snow and ice when it
is deposited on these bright surfaces. Organic
carbon that is deposited along with BC, has
very little effect on sunlight reflected by snow
and ice since these surfaces are already very
white. Hence knowledge of these regional
impacts is in some cases more robust than the
global impacts, and with respect to regional
impacts, all the BC measures are likely to be
important. Confidence is high that a large
proportion of the health and crop benefits
would occur in Asia.

3.4 Policy approaches to promote
the mitigation measures

This Assessment shows that measures to re-
duce short-lived climate forcers, implemented
in combination with CO, control measures,
would increase the chances of staying below
the 2°C goal agreed under the United Nations
Framework Convention on Climate Change
(UNFCCC). The measures would also slow
the rate of near-term temperature rise and
lead to significant improvements in health,
decreased disruption of regional precipita-
tion patterns and water supply, and improved
food security. The impacts of the measures on
temperature change would be felt over larger
geographical areas, while the air quality and
regional precipitation impacts would be more
localized near the regions where emissions
changes take place.

Therefore, areas that control their emissions
will receive the greatest human health and
agricultural benefits, but also many of the
climate benefits will be felt close to the region
taking action. Moreover, the benefits would be
realized in the near term, thereby providing
additional incentives to overcome financial

Integrated Assessment of Black Carbon and Tropospheric Ozone



Change in relative yield loss for all measures compared to 2030 base
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Figure 5.18. Impact of CH, and BC measures on regional crop yield losses (negative values correspond to a gain in
crop yield compared to the reference run for 2030).
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Figure 5.19. Contribution of individual measure packages to the annual reduction in global crop-yield losses
from ECHAM-HAMMOZ (hatched bars) and GISS-PUCCINI (solid bars). Note LGWP = BC Group 1 measures; LWST = .
BC group 2 measures. .
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Change in relative yield loss for 450ppm scenario compared to 2030 base
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Figure 5.20. Impact of GHG reduction measures under the GHG scenario on crop yield losses.

and institutional hurdles to the adoption of
these measures.

Countries in all regions of the world have suc-
cessfully implemented the identified measures
to differing degrees for multiple environment
and development objectives. These experienc-
es provide a considerable body of knowledge
and potential models for others that wish to
take action.

In most countries, responding to public con-
cern, mechanisms, albeit at different levels of
maturity, have already been put in place to
address air pollution. Mechanisms to tackle
GHG emissions are less well deployed, and
systems to maximize the co-benefits from
reducing air pollution and address climate
change are virtually non-existent. Coordina-
tion across institutions to address climate, air

pollution, energy and development policy

is particularly important to maximize the
achievement of synergistic goals across mul-
tiple sectors.

Many BC control measures require imple-
mentation by multiple actors on diffuse
emission sources including diesel vehicles,
field burning, cooking stoves and residential
heating. Although air quality and emission
standards exist for particulate matter in some
regions, they may or may not reduce BC,
and implementation remains a challenge.
Relevance, benefits and costs of different
measures vary from region to region. Many of
the measures entail cost savings over time but
require substantial upfront investments. Ac-
counting for air quality, climate and develop-
ment co-benefits will be key to scaling up the
implementation of identified measures.

Integrated Assessment of Black Carbon and Tropospheric Ozone



Methane is one of the six GHGs governed
by the Kyoto Protocol, but there are no ex-
plicit targets for it. Health and safety have
been traditional drivers of national CH,
controls, not climate. Many CH, measures
are cost-effective and its recovery is, in many
cases, economically profitable. There have
been many Clean Development Mechanism
(CDM) project proposals in key CH, emitting
sectors, though few such projects have been
approved in recent years.

Case studies from both developed and devel-
oping countries show that technical solutions
are available to deliver all of the measures
(described below). Given appropriate policy
mechanisms, the measures can be imple-
mented. However, to achieve the benefits at
the scale described much wider implementa-
tion is required.

For those regions or countries where policies
are not already in place to reduce emissions
of these SLCFs, there are several approaches
that could be considered, including regulatory,
economic, planning, informational, and vol-
untary ones.

Regulatory approaches include rules or stan-
dards that define allowable levels of emissions,
types of pollution control technologies, qual-
ity of fuel or resource inputs, and amount

of emission activity. A typical example is

an emissions standard for light-duty diesel-
powered vehicles. In contrast, economic, or
market-driven approaches use financial incen-
tives or disincentives in the form of taxes, fees,
subsidies and markets to encourage emissions
reductions. By giving sources more discretion
over abatement options, this approach may
bring down the costs of abatement. A typical
example is an emissions trading scheme.

Planning approaches can be effective in re-
ducing pollution. These often focus on infra-
structure investments and land-use changes
that can limit the amount of pollution activ-
ity, especially in the transportation sector. A
typical example is transport-oriented urban
planning that reduces travel activity and dis-

in other, new institutions might need to be cre-
ated.

Informational approaches increase awareness
of unsustainable consumption patterns and
alternative production techniques. Dissemi-
nating that information to the public in easily
accessible formats can change behaviour or
generate pressure on pollution sources to re-
duce emissions. Finally, voluntary approaches
typically involve setting agreements between
private companies, industry associations and
government agencies to reduce emissions to
mutually agreed levels.

Each of these approaches are reflected in the
case studies of successful BC and O, precur-
sor (i.e. GH,) reduction measures profiled in
the next section of this chapter. It is impor-
tant to recognize the significant governance
and finance challenges to the successful im-
plementation of pollution reduction policies
that are faced in many resource-constrained
countries. For example, coordination across
agencies is particularly important for suc-
cessful implementation of the mitigation
measures for SLCFs, as frequently different
agencies address climate change and air pol-
lution agendas. Additionally, successful im-
plementation and enforcement often require
adequate funding and this can be a challenge
for some agencies.

Many of the identified measures require high
initial investments and have long-term pay-
back periods. These initial costs can act as a
significant constraint on policy action. Equally
importantly, in many instances there is not

a full appreciation of the economic value of
the myriad benefits that accrue from pollu-
tion control measures. Policymakers often lack
the tools to measure and monetize benefits
from policies. Dependable data and techni-
cal knowledge are especially critical for iden-
tifying, prioritizing and justifying pollution
control investments, yet they are typically less
available in developing countries.

Related challenges are the subsidies or price
supports provided to fossil fuels. For instance,

the price of diesel is frequently suppressed .
to make it more affordable to non-road us- . 191
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ers. This can result in the overuse of diesel in
off-road sources but may also establish lower
diesel prices generally, incentivising the use of
on-road diesel vehicles as well, in effect, subsi-
dizing particulate matter pollution.

The very fact that reduction in emissions of
SLCFs provides multiple health, climate and
development co-benefits may hold a key to
overcoming implementation and financial
challenges. As suggested in the next section,
from the dissemination of successful experi-
ence of good practice could significantly help
make this possibility a reality.

The following section presents a selection

of case studies from different regions on the
implementation of the 16 identified BC and
CH, mitigation measures. In those cases where
this could be identified the important enabling
conditions for policy implementation is de-
scribed and prospects for wider implementa-
tion are discussed. As financing mechanisms
for BC and tropospheric O3 mitigation is
regarded as one key route to enhanced mitiga-
tion, particularly in developing countries, exist-
ing and potential future sources of financing
are addressed in a separate section below.

5.5 Examples of successful
mitigation of black carbon and
tropospheric ozone precursors

This section reviews initiatives around the
world that have successfully reduced emissions
in major BC and CH, source sectors. The
initiatives profiled here implement the 16 key
measures identified at the beginning of this
chapter, including measures that reduce CH,,
and measures which address the products of
incomplete combustion including BC. The
measures cover a range of sectors: coal, oil and
gas production, transportation and other diesel
machinery, municipal waste treatment, agricul-
ture and residential heating and cookstoves.

Many, if not most, of the BC measures were
adopted to satisfy air quality concerns, urban
congestion and energy efficiency objectives.
Recognition of and accounting for the climate
benefits was, in most cases, not part of the
original policy reasoning. When the climate

co-benefits are considered, in addition to
health and development benefits, cost effective-
ness is even greater. Reducing BC emissions
that reach the Arctic and other sensitive eco-
systems will have yet greater benefit. The iden-
tified measures to reduce BC emissions also
reduce some precursors of tropospheric O,,
notably CO and to a lesser extent NO, thus
conferring further health and climate benefits.

In contrast, climate mitigation was a key driver
for many of the CH, measures profiled here,
along with health and safety (e.g: landfills) and
economic drivers. Methane emission reductions
through recovery should be profitable, generat-
ing energy or carbon credits.

The objective of this section is to illustrate the
practical feasibility of BC and CH, emissions
reductions in key sectors that may be replicat-
ed or scaled up in response to national circum-
stances and priorities. Where data were readily
available a suite of key drivers and outcomes is
described, such as the motivation for the initia-
tive; emissions data; and air quality and health
impact analyses.

Finally, several observations with respect to BC
and CH, control measures merit note. First,
the technology now exists to reduce emissions
significantly (see Section 5.1) although rel-
evance, costs and benefits vary across regions.
Secondly, many BC mitigation measures re-
quire implementation by multiple individual
actors on diffuse emission sources; for example,
diesel vehicles, field burning, cookstoves and
residential heating. Although air-quality and
emissions standards exist for PM in some

parts of the world, some are more effective at
reducing BC than others, and, overall, imple-
mentation remains a challenge. Incentive pro-
grammes and a full accounting of the air qual-
ity, climate and development co-benefits will
be key to scaling up mitigation measures, espe-
cially, but not exclusively, in poorer countries.

Methane mitigation has largely been volun-
tary; with limited exceptions such as coal mine
safety, there are few standards per se. Most
CH, mitigation projects explicitly account for
the climate benefit, whereas BC mitigation
projects typically do not. Methane mitigation

Integrated Assessment of Black Carbon and Tropospheric Ozone



measures, with the exception of small-scale
rice cultivation and livestock husbandry, are
implemented primarily by large private and
public sector actors, such as oil and gas extrac-
tion and transmission companies; large-scale
agribusiness; coal mine operators and munici-
pal landfills and wastewater treatment facilities,
thus regulatory approaches, as well as incentive
approaches, may be appropriate.'

Methane is one of the six GHGs governed

by the Kyoto Protocol; there have been some
CDM projects in key CH, emitting sectors in
many countries. Finally, while both the suite of
BC and CH, measures are cost effective, CH,
mitigation recovery in many cases is economi-
cally profitable. Natural gas used in energy and
heating is composed almost entirely of CH,, so
recovery should be profitable. Moreover, miti-
gation projects may qualify for carbon credits
as CH, is part of the Kyoto basket of GHG
gases. A finance mechanism, such as the pro-
posed CH, fund that would guarantee a mini-
mum return or floor price (see Section 5.5.4),
has the potential to significantly increase the
number of CDM CH, mitigation initiatives.

5.5.1 Methane mitigation

Major measures for reducing CH, emissions
include:

1. Recovery of coal mine CH, (CMM);

2. Recovery and flaring (instead of venting) of
associated gas in the production of oil and
national gas;

3. Reducing gas leakage at compressor sta-
tions in long-distance gas transmission
pipelines;

4. Separation and treatment of biodegradable
municipal landfill waste;

5. Upgrading primary wastewater treatment
to secondary/tertiary treatment with gas

recovery and overflow control;

6. Livestock manure management;

' Congressional Research Service. Methane Capture: Options
for Greenhouse Gas Emission Reduction. http://fpc.state.
gov/documents/organization/130799.pdf.

7. Intermittent aeration of continuously

flooded rice paddies.

Recovery of coal mine methane (CMM)
CMM refers to the CH, released from under-
ground rock formations during mining activities.
In active mines it can create an explosive hazard
and must be vented; in abandoned mines CH,
may escape through natural fissures.

Countries from India to Mexico and the Unit-
ed States of America are exploring approach-
es to reduce minimize CMM emissions.?
China is a leader in CMM projects with

39 registered with the CDM including the
world’s largest at the Sihe mine in Jincheng
City, Shanxi Province.? The Sihe mine project
is projected to avoid 3 016 714 tonnes CO,e
of CH, emissions per year.* A description of
the Sihe mine project in China is given in Ap-
pendix A.5.2. China accounts for 34 per cent
of global CMM emissions; followed by the
United States of America with 13 per cent,
and Russia and Ukraine with 7 per cent each.

In many countries CMM recovery is lagging
in large part because the policy environment
does not incentivize CH, recovery, and in
many cases acts as a disincentive. For ex-
ample, in some countries occupational safety
rules require venting for miner safety, but do
not require CH, recovery.

Clarity with respect to the property rights to
CMM is a key issue. In most countries a coal
lease/permit holder does not automatically
acquire the rights to the associated CMM;
separate licensing for mine gas recovery and
utilization is required. This is the case in the
United States of America where a mining
company wanting to utilize extracted CMM

2 United States Environmental Protection Agency, Coal-
bed Methane Extra, Office of Air and Radiation, EPA-
430-N-00-004, Fall 2010. Available at: www.epa.gov/cmop/
docs/fall_2010.pdf. See also United States Environmental
Protection Agency Coalbed Methane Outreach Program,
http://www.epa.gov/cmop/.

w

http://cdm.unfccc.int/Projects/DB/DNV-
CUK1214826895.32/view.

IS

Additional references:

International Energy Agency, Coal Mine Methane in China:
A Budding Asset with the Potential to Bloom. IEA Informa-
tion Paper, February 2009, IEA.
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must get a second federal permit in addition
to the coal permit and pay royalties on the
extracted gas. In contrast, Germany adopted
federal legislation transferring CMM owner-
ship rights to the coal mining company for the
duration of the coal lease, after which a sepa-
rate gas lease must be renewed. By establishing
a favourable policy environment Germany has
become a global leader in utilizing GCMM as

a per cent of its total mine-related CH, emis-
sions (US EPA, 2009).

Recovery and flaring of methane from
oil and natural gas production

When drilling for crude oil, natural gas often
comes to the surface along with the oil. This
associated gas is often vented or flared to
maintain safe pressure in the well. Venting is
simply the release of the CH, directly into the
atmosphere, while flaring is the burning of the
vented gas. Various barriers such as lack of ad-
equate infrastructure, markets, and regulations
have slowed or stopped the development of
CH, capture technologies, which could trans-
form the gas from a waste to a commodity. As
a second tier option, CH, may be flared rather
than vented or recovered. The 100-year GWP
of CH, is 21 times that of CO,; flaring trans-
forms it into CO, plus water thus eliminating
95 per cent of its warming potential.

In the past venting and flaring were necessary
safety and waste management practices. Today
however, technologies exist for the capture

of CH, during oil drilling. However, market
forces have yet to turn the tide in the industry
towards a de facto capture and reuse regime.
Data indicate that CH, emissions have been
reduced by current efforts, but not in amounts
that would signify a real shift in industry prac-
tice.” Without regulatory frameworks to push
innovations in technology and force best prac-
tice in developed and developing countries, the
pace of CH, release abatement from crude oil
drilling operations may not correspond to the
urgency of the effect of the emissions.

The Global Gas Flaring Reduction Partner-
ship (GGFR) launched at the World Summit on
Sustainable Development in 2002 aims to sup-

5 Seetable A.5.2, Appendix A.5.2.

port national efforts to use currently flared gas
by promoting effective regulatory frameworks
and tackling the constraints on gas utilization,
such as insufficient infrastructure and poor ac-
cess to local and international energy markets,
particularly in developing countries. The part-
nership promotes voluntary standards as there
1s currently no international regulation of gas
flaring. The GGFR funded a multi-year global
satellite-monitoring project for flare activity
conducted by the United States National Oce-
anic and Atmospheric Administration (NOAA,
2010) but there is currently no global inventory
of CH, venting’®

Short summaries of CDM and GGFR proj-
ects in Angola, India, Indonesia, Nigeria,
Russia,and the United Arab Emirates are pro-
vided in Appendix A.5.2.

Reducing gas leakage in long-distance
transmission pipelines

Gas leakage from long-distance gas transmis-
sion pipelines compressor stations is a sig-
nificant source of CGH, emissions for which
mitigation measures are readily available. A
handful of nations with significant CH, leak-
age have begun to successfully implement
regulations or other initiatives to reduce leak-
age from this sector. According to the most
recent information available from the United
States Environmental Protection Agency (US
EPA), the world’s largest emitters of CH, from
the oil and natural gas industry are Russia, the
United States of America, Ukraine, Mexico,
and Iran (US EPA, 2010). International initia-
tives such as the Methane to Markets Part-
nership (M2M) focus on identifying sources
of emissions and promoting cost-effective
near-term CH, recovery and use as a clean
energy source.” Most of the major national
programmes outside the United States of
America, for example in Russia, Ukraine and
Mexico, are driven largely by the respective
nations’ largest oil and gas companies. A brief
discussion of four countries, Mexico, Russia,
USA and Ukraine, activities in reducing gas
leakage is given in Appendix A.5.2.

6 See table A.5.2, Appendix A.5.2.

7 Methane to Markets, Methane to Markets Homepage,
http://www.methanetomarkets.org/index.aspx (last visited
July 19,2010).

Integrated Assessment of Black Carbon and Tropospheric Ozone



Municipal landfill waste separation
and treatment

Landfills are the third largest anthropogenic
emissions source of CH, globally, accounting
for about 12 per cent of emissions.® Factors
that determine the level of landfill gas emis-
sions include the amount of organic material
deposited, the type of landfill practice, the
extent of anaerobic decomposition and the
extent of landfill CH, recovery (energy pro-
duction) or combustion (flaring). Options for
energy use include direct electricity produc-
tion with turbines and other technologies;
processing landfill gas for use as an alterna-
tive fuel for local industry and processing into
pipeline-quality gas or alternative vehicle
fuel. National solid-waste management poli-
cies that provide a supportive enabling en-
vironment for landfill gas energy projects by
promoting alternative energy and requiring
or incentivizing GHG reductions are critical.
The Durban, South Africa, and Monterrey,
Mexico, projects profiled here were selected
from dozens of CDM Landfill Gas (LFG)
energy projects around the world because
they are two of the earliest projects, and have
already served as a model for others in their
countries.” Avoided CH, emissions from the
Durban project are 68 833 tonnes CO,e per
year. The Monterrey project currently fuels

a 12.7 megawatt plant and is projected to
increase to fuel a 25 megawatt plant to be
completed in 2016. Descriptions are given in
Appendix A.5.2.

Wastewater treatment with

gas recovery

Municipalities around the world are applying
biogas treatment technologies to wastewater,
such as anaerobic-aerobic activated sludge
processes, to mitigate CH, emissions and gen-
erate energy. CDM wastewater CH, reduc-
tion projects are in train in India, Indonesia,

Morocco and elsewhere around the world the.

For information on the India and Morocco
wastewater CH, reduction CDM projects.’

8 Methane to Markets. Landfill Methane Recovery and Use
Opportunities. March 28. Available at: www.methaneto-
markets.org. Last visited, August 23, 2010.

° Project documentation available at: http://cdm.unfccc.int/
Projects/projsearch.html, and brief summaries of a set of
regionally representative LFG projects can be found in the
Appendix.

In China numerous biogas applications are
found in the urban municipal and commercial
wastewater treatment sector, helping to reduce
pollution from wastewater to meet growing
energy needs."”

Another example is Bolivia’s Urban Waste-
water Methane Gas Capture Project to
capture CH, emissions at a private water-
works company (SAGUAPAC) emitted by
the primary anaerobic treatment lagoons at
all of the company’s wastewater treatment
facilities. The CH, gas will be captured from
the lagoons using high-density polyethylene
geo-membrane sheets and perforated PVC
tubes, and then transported to a flare system
through an intercommunicating pipe system
(World Bank Group 2010). In the United
States of America, the Blue Lake Wastewater
Treatment Plant, the third largest plant in
the state of Minnesota, hosts a project to re-
cover CH, from the plant’s wastewater solids
and use it to replace natural gas in the fuel
part of the solids management process that
has been under construction since 2009 and
1s expected to be completed by 2012. Once
completed, the new facilities should lessen
the plant’s reliance on fossil fuels and thereby
reduce its annual energy bill by approximately
US$800 000-900 000. The basic idea is that
the plant will add anaerobic digestion to the
solid waste management process, which will
break down organic matter into gas before the
solids go through further dewatering on their
way to the heat dryer; the captured CH, gas
being used to directly power the heat dryer
(Metropolitan Council, 2010).

Livestock manure management
Ruminant livestock industries alone are esti-
mated to produce about 80 million tonnes of
CH, a year and to account for approximately
22 per cent of global CH, emissions associ-
ated with human activity (US EPA, 2010).
Moreover, all livestock facilities produce
significant CH, emissions with poor waste
management. Many CDM projects imple-
ment improved animal waste management

1% For more information on wastewater treatment methane
capture projects in China, please see: http://www.world-
watch.org/node/4889, and http://www.wilsoncenter.org/
topics/docs/wastewater_jan09.pdf.
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systems (AWMS) to reduce the emissions as-
sociated with animal effluent."

Projects fall broadly into two categories:

1. Livestock waste is used as a feedstock for
energy and fertilize production; and,

2. Biogas projects in which CH, is captured
and combusted for energy.

Livestock CH, emissions are typically con-
trolled by the use of anaerobic digesters.
Where the captured CH, is burned on site

to produce energy, a double benefit can be
achieved — the reduction of CH, emissions
and a reduction in use of conventional fuel.
Even simply covering lagoons of manure and
slurry can help recover CH,, which can then
be flared."" CDM project examples of AWMS
in a large Brazilian pig farm, replacing open-
air lagoons with anaerobic digesters, and a
small Indian poultry-waste based power gen-
eration are noted in Appendix A.5.2.

Aeration of continuously flooded
rice paddies

Rice is grown on more than 140 million hect-
ares worldwide. Ninety per cent of the world’s
rice is produced in Asia, and 90 per cent of
rice land 1s — at least temporarily — flooded.

Methane emissions from rice fields are de-
termined mainly by the water regime and
organic inputs, but are also influenced by
soil type, weather, tillage and residue man-
agement, fertilizer use, and the rice cultivar.
Flooding the soil is a prerequisite for sus-
tained emissions of CH,. Recent assessments
of CH, emissions from irrigated rice cultiva-
tion estimate global emissions for the year
2000 at 625 million tonnes of CO,e. Mid-
season drainage, a fairly common irrigation
practice in major rice growing regions of
China and Japan, and intermittent irriga-
tion, common in northwest India, signifi-
cantly reduce CH, emissions. Rain-fed rice

" CDM Executive Board, Project Design Form, Granja Becker
GHG Mitigation Project (Dec. 9, 2005), available at http://
cdm.unfccc.int/UserManagement/FileStorage/MT3KUN-
DZSEL2050E2M0B3DB63S2MYP.

has a lower CH, emission potential than irri-
gated rice. A brief description of agricultural
practices employed in China, Japan and the
Philippines to reduce CH, emissions is given

in Appendix A.5.2.
5.5.2 Black carbon mitigation

Significant BC emission mitigation opportuni-
ties include:

1. Retrofitting diesel engines in on-road vehi-
cles, off-road mobile and stationary source
with diesel particle filters;

2. Retiring high emitting on- and off-road
diesel vehicles;

3. Modernizing traditional brick kilns and
coke ovens;

4. Switching to liquefied petroleum gas
(LPG) cookstoves or improved efficiency
cookstoves in developing countries;

5. Use of more efficient pellet stoves and
boilers in industrialized countries; and

6. Reducing open burning of agricultural
wastes (crop residues).

The measures in general reduce particulate
emissions in total rather than BC per se.

Black carbon emissions near sensitive eco-
systems in regions such as the Arctic and the
Himalayas, or that are carried by atmospheric
transport to sensitive ecosystems, are par-
ticularly important mitigation targets. Where
these vulnerable areas are close to areas of
high pollution emissions, such as major urban
areas in Asia, mitigation measures to reduce
BC and O, would be particularly beneficial
both for regional climate and air quality (see
Section 5.3).

Although this assessment focuses on the sixteen
measures identified on the basis of their ef-
fectiveness at reducing global radiative forcing,
relatively smaller emissions sources in proxim-
ity to sensitive ecosystems, such as shipping
emissions in the Arctic, are also critical. Melt-
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ing Arctic sea ice is opening up new shipping
routes. Based on models of likely increases in
Arctic vessel traffic by 2030, projections indi-
cate a 4.5 gigatonne increase in BC emissions
over Arctic snow and ice (Corbett, 2010). A
variety of control options exist to reduce BC
emissions from marine diesel engines. A 2010
submission by Norway, Sweden and the U.S.
to the Marine Environment Protection Com-
mittee (MEPC) of the International Maritime
Organization (IMO, the intergovernmental or-
ganization with standard setting authority) de-
scribes the technologies as part of their request
to the IMO to examine potential measures to
significantly reduce BC emission from shipping
that has an impact in the Arctic."

Diesel particulate filters and other
approaches for reducing diesel
emissions

Diesel engines are a key mitigation target in
both developed and developing countries. It
estimated that in the United States of Amer-
ica and the European Union nearly 60 per
cent of the BC emissions come from diesel en-
gines (Bond, 2004), while in developing coun-
tries diesel engines are estimated to represent

the fastest growing source of BC emissions
(Streets et al., 2004).

Technical measures such as the use of diesel
particle filters (DPFs) and fuel switching, as well
as non-technical approaches such as improved
public rapid transit and the retirement of high-
emitting diesel vehicles have been implemented
around the world to reduce fine particle and
BC emissions. Improved fuel standards, partic-
ularly the introduction of low-sulphur fuels, are
a prerequisite for the fitting of after-treatment
devices such as DPFs. This section reviews
measures in several categories:

1. Measures requiring use of DPI's for road
and off-road sources;

2. Scrappage programmes to retire or re-
place old, high-emission diesel vehicles;

2 MEPC 60/4/24. Prevention of Air Pollution from Ships:
Reduction of emissions of black carbon from shipping in
the Arctic. Submitted by Norway, Sweden and the United
States. 15 January 2010. Available at: http://www.rina.org.
uk/c2/uploads/mepc%2060_4_24.pdf.

3. Transportation planning, for example,
congestion pricing and diesel low emis-
sions zones (LEZs) and bus rapid transport
(BRT systems); and

4. Fuel switching from diesel to compressed
natural gas (CNG).

Successful policies incentivizing or mandat-
ing the use of DPFs have been implemented
around the world. The United States of Amer-
ica’s regulations on particulate matter (PM)
emissions from new engines have been effective
in reducing BC from on-road vehicles — mainly
diesel trucks — and non-road diesel engines, lo-
comotives, and commercial marine vessels. For
example, since the 2007 model year, virtually
all new road diesels in the United States have
been equipped with DPFs.

The phase-in period for these new regulations
extends to 2015, but given long life of diesel
engines fleet turnover is slow. The US EPA
estimates that the new standards under the
Clean Air Non-road Diesel Rule will cut PM
and BC emissions from non-road diesel en-
gines by more than 90 per cent. US EPA rules
covering locomotive diesel engines and com-
mercial marine engines (categories

C1/C2 but not C3 ocean-going vessels) will
result in use of DPFs on these engines in

the coming years, and an expected overall
decrease in PM emissions of 90 per cent

and similar reductions in BC emissions. It is
important to note that the economic global
downturn has significantly slowed the diesel
fleet turnover to newer, cleaner engines, thus
programmes to retrofit the existing on-road
and legacy fleets with DPFs still offer impor-
tant opportunities for BC mitigation.

The European Union has adopted specific
PM emission standards for new on-road
heavy-duty diesel engines, and others for new
non-road diesel engines. Taken together, these
are projected to drive similar adoption of the
DPF technology in the EU as in the United
States of America (EC 2009).

Successful BC initiatives requiring DPFs can
also be found at the municipal level, for ex-
ample in New York, London and Santiago.
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New York City adopted Local law 77 in 2003
requiring the early use of ultra-low-sulfur die-
sel (ULSD) fuel and best available technology
including DPT for emissions reduction in off-
road construction equipment working on con-
struction projects.'” Similarly, Transport for
London, which has responsibility for the city’s
transport system, fitted DPTs to all buses over
several years, beginning in 2003. In Santiago,
Chile, a 2010 municipal law required all city
buses to meet an EU emissions standard and
be fitted with DPFs.

Appendix A.5.2 gives further examples of ini-
tiatives that can reduce emissions of BC and
other pollutants from diesel vehicles. These
include new bus rapid transit (BRT) systems
which, insofar as they usually result in the
replacement of old, more polluting vehicles,
and may also involve a change from diesel
to a cleaner fuel such as CNG, can result

in improved emissions. Examples are given
from Bogota, Columbia, Mexico City and
Jakarta, Indonesia.

Industrial facilities — traditional brick
kilns and coke ovens

Brick kilns and coke ovens are two important
industrial sources of BC emissions in many
parts of the world. Old traditional brick kilns
have been recognized in several developing
countries as having major environmental and
health impacts (Heierli and Maithel, 2008). In
some regions, improved kiln designs that are
more efficient and significantly reduce air pol-
lution and CO, emissions have been widely
adopted. There are numerous examples of ini-
tiatives to close highly polluting kilns, although
there is very little data on how effective these
have been. For example, China, India and
Nepal have all banned the operation of several
old, highly polluting kiln types, but there is
neither reported information on the imple-
mentation of the bans nor the emissions reduc-
tions achieved (Zhang, 1996). And in 2009 it
was reported that the Pakistani environmental
authority ordered the closure of 12 brick kilns
operating in the urban area around the Benazir

'* New York City Local Law 77 is available at
http://www.nycouncil.info. More information available at
http://www.nyc.gov/html/dep/html/news/lowsulfu.shtml.

Bhutto International Airport to improve visibil-

ity (Rehman, 2009).

Developing country contexts often include
various obstacles or disincentives for tech-
nology upgrades including limited access

to credit and other constraints to achieving
the scale required to make the new technol-
ogy profitable. However, initiatives to reduce
air pollution from traditional kilns through
a combination of health regulations and
economic incentives have proven effective.
For example, in Ciudad Juarez, Mexico, im-
proved kiln designs boosted fuel efficiency by
50 per cent and reduced PM pollution by 80
per cent. Further description of brick kiln
initiatives in Mexico and Vietnam are given

in Appendix A.5.2.

Coke production is concentrated in a rela-
tively small number of coke-making facilities
globally, primarily in China, which accounted
for 60 per cent of global production in 2008
and 96 per cent of global production growth
since 2000 (Polenske et al., 2009). China is re-
portedly preparing a plan to expand the phase
out of its highly polluting coke oven technol-
ogy (Polenske, 2006).

Implementation of environmental regula-
tion in the United States of America and
the European Union has demonstrated

that air emissions — including PM, , emis-
sions likely including BC — can be reduced
to very low levels through proper mainte-
nance practices and the installation of ap-
propriate air emissions control technology
(Polenske et al., 2009). Until recently even

in the United States of America though,

the emissions from one coke oven facility
were largely responsible for the works failing
to meet national ambient air quality stan-
dards for PM , , (Weitkamp ez al., 2005). In

a memorandum of understanding in 2010,
U.S. Steel, the owner of Clairton Coke Work
(one of the largest in the country), agreed

to cut the plant's PM emissions by at least
320 tonnes by December 2013. The compa-
ny will shut down three of its oldest batteries
in 2012 and replace a quenching tower with
a low-emissions one. The emissions reduc-
tions are projected to be sufficient to attain
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the national air quality standard for fine par-
ticulate pollution the area (Napsha, 2010).

Improved cook stoves and fuel
switching in developing countries
Improved cookstoves and clean cooking fu-
els are key to reducing indoor and outdoor
air pollution, reducing climate emissions
(both GHG and aerosols), reducing social
impacts on women (e.g. time spent collect-
ing fuelwood) and combatting deforesta-
tion thereby preserving biodiversity. There
is considerable literature describing this
(MacCarty, 2008).

A range of approaches to reduce cookstove
emissions have been implemented around the
world, including:

1. Switching to clean fuels such as LPG and
biogas;

2. Introducing improved natural draft stoves
to increase efficiency, reduce fuel use (and
GO, emissions), and reduce traditional air
pollutants including fine particulates and

CO; and

3. Introducing various advanced combustion
forced air stoves with low PM emissions
which achieve anywhere from a factor of
10-15 PM, . reductions (e.g., the Phillips,
Turbococina and Oorja stoves®).

Fuel switching to LPG is the cleanest, glob-
ally available strategy to reduce CO, and
BC (and other harmful pollution) emissions.
This may require subsidies to offset the high-
er fuel and stove costs and achieve signifi-
cant adoption rates. In Senegal for example,
a major initiative to switch to LPG stoves

to avoid deforestation was very successful
thanks to public subsidies. These facili-
tated the adoption of LPG fuels and stoves
through a combination of tax breaks includ-
ing exemptions from customs duties on LPG
equipment imports, and LPG fuel subsidies.
LPG use grew from less than 3 000 tonnes
in 1974, through 15 000 tonnes in 1987 to

' La Combustion a Baja Temperatura y Su Aplicacion en la
Turbococina. Available at www.bioenergylists.org/es/turbo-
cocina.

nearly 100 000 tonnes in 2006.

Another option is stove replacement with

more efficient and cleaner burning stoves. It

is important to note that many natural draft
improved biomass cooking and heating stoves —
stove models without fans — were not originally
designed to reduce BC emissions, even though
they are highly efficient in reducing CO,, CO,
OC and NMVOC. The natural draft stoves
have been shown to reduce fuel use in the field,
and have shown important PM, ; and CO
emissions reductions in laboratory settings.
These stoves are representative of many stove
improvement programmes in developing coun-
tries; they effectively address indoor air pollu-
tion by reducing CO and fine PM concentra-
tions. Advanced combustion, forced air stoves
are able both to cut fuel use and significantly
reduce BC emissions, but are significantly more
expensive and require more in in-country man-
ufacturing and repair capacity.

Stove replacement efforts often require fi-
nancing mechanisms in addition to the facili-
tation of production or import, distribution,
and repair networks, and local education.
Selling certified GO, emissions-reduction
credits via the CDM is one way to generate
finance for stove replacement projects. For
example a CDM project in seven villages in
the Hebei province of China aims to replace
3 500 non-efficient, polluting coal fired stoves
in rural households with environmentally
friendly, efficient biomass briquette-burning
appliances. The project will claim carbon
credits from the displacement of fossil fuel
and the associated CO, emissions in heaters,
and most importantly aims to reduce indoor
air pollution, including not only GO, but
also SO,, NO, and particulates, to improve
health conditions for rural households. Due
to the high cost associated with the new ef-
ficient biomass gasification stoves and heat-
ers, the project aims to use CDM revenues
to subsidize the purchase of the stoves and
heaters." This has important policy implica-

> Hebei Baoding biomass combined stoves and heater
(BCSH) Project 1. Clean Development Mechanism Project
Design Document Form (CDM-SSC-PDD); 22 December
2006. Available at: http://cdm.unfccc.int/UserManage-
ment/FileStorage/CBPXY7SMDFI6T3K1L4HA80QGOWREU2.
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tions in terms of ongoing revenue streams,
making advanced stoves affordable, durabil-
ity and scalability of results. Garbon financ-
ing also demands rigorous monitoring and
evaluation. However, it is important to note
that the metric of value is fuel use — and
since advanced stoves may not all save signif-
icantly more fuel over non-advanced stoves,
carbon financing alone may not result in ad-
vanced solutions that reduce BC.

One project that is taking an integrated ap-
proach to stove replacement and BC reductions
is the Project Surya’® (the Sanskrit word for sun)
in India, although it should be stressed that this
is still at an early stage. Launched in a rural vil-
lage with 500 households and a population of

2 500 people, the pilot phase has been launched
as a collaboration between the Energy Resource
Institute (TERI), the Scripps Institute of Ocean-
ography and UNEP’s Atmospheric Brown
Cloud Project. Several available commercial
cookstoves were tested for climate and health
benefits, fuel efficiency and social acceptance.
Stove types employed in the pilot phase include
both force and natural draft models developed
and manufactured locally that reduce BC emis-
sions by 50-80 per cent compared to traditional
mud stoves. Climate benefit monitoring included
measurements of ambient BC concentrations;
indoor (kitchen) BC concentrations, and assess-
ment of the BC reduction capacity of different
improved stoves models.

The Indian government’s National Biomass
Cookstoves Initiative has been launched

to develop and deploy the next generation
cleaner biomass cookstoves throughout

the country, with the goal that stoves reach
LPG-like emission levels (Venkataraman et

al., 2010).

There are several good examples of stoves
that are being sold at large and increasing
scales. Almost 500 000 Oorja stoves have

been sold in India and the GERES/Cam-

bodia charcoal stove sales have just reached

6 Ramanathan, V. and Balakrishnan, K. (2007). Reduction of
Air Pollution and Global Warming by Cooking with Renew-
able Sources: A Controlled and Practical Experiment in
Rural India (Project Surya, 2007); http://www-ramanathan.
ucsd.edu/Surya-WhitePaper.pdf.

1 million units. The HELPS/Guatemala stove
has quintupled sales in the last few years to

about 50 000 per year and growing. These and
other successes follow a wide range of business

models — typically involving both private and
NGO partners.

Finally, education initiatives on more efficient
fuel burning techniques have been shown to
achieve significant pollution reduction. An ex-
ample of a simple but effective fuel efficiency
improvement to cookstoves employed in South
Africa to reduce particulate emissions is given
in Appendix A.5.2.

Biomass heating in the residential
sector in industrialized countries (pellet
stoves and boilers)

In several European countries a significant
growth in the installation of pellet stoves and
boilers in residential and commercial sectors
has been observed in the last decade. Annual
sales growth rates of 20-30 per cent per year
in Austria, France, Germany, Italy, Sweden
(currently the largest market in the World),
Switzerland have been reported, varying a
little from year to year owing to changes in the
price of fossil fuels compared to stove pellets.

In several European countries there are stan-
dards for PM emissions for new stoves and
boilers. However, the economic aspects includ-
ing fuel costs and additional economic incen-
tives, including subsidies when such stoves are
installed, have been the key drivers behind the
recent growth in sales. For example, in Sweden
a 52 per cent CO, tax on fossil fuels shifted

a consumer choice and led to increased pen-
etration of modern biomass boilers and pellet
stoves. Additionally, there are public incentive
programmes in several countries in support

of modern biomass heating in households

to reduce GHG emissions. For example, in
France, value added tax on pellet stoves and
boilers was reduced from 19.4 per cent to 5.5
per cent; additionally there is a tax refund of
up to 50 per cent of the installation costs as
well as public campaigns. In Germany, begin-
ning in 2008, subsidies for the installation of
pellet boilers of >150 kW were increased from
€1 500 to at least €2 000 or even €2 500 when
combined with solar panels.
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Open burning of agricultural waste
Agricultural fires, used to remove crop resi-
dues, prepare fields for planting and clear
brush for grazing, contribute to both rural and
urban air pollution. Emissions from these fires,
especially when they occur in the spring, can
result in the transport and deposition of BC to
the Arctic during the most vulnerable period
for ice and snow melt (Pettus, 2009). Emis-
sions from burning in northern latitudes are
highest in areas across Eurasia — from Eastern
Europe through southern and Siberian Russia,
into northeastern China — and in the northern
part of the North American grain belt (Pettus,
2009). In China, it is estimated that burning
rice straw and other crop residues nationwide
accounts for 11 per cent of China’s total BC
output (Guoliang Cao et al., 2006). Fires in
these countries present a clear target for miti-
gation. Moreover, field burning frequently
ignites larger forest fires, which, in addition

to increasing burn area and emissions,
damage property and human health (Warneke
et al., 2009).

In Western Europe agricultural crop resi-
due burning has been banned for some time
because of air quality concerns (Garivait et
al., 2009). For example, in Denmark a ban
on open straw burning was adopted in 1989
(Jorgen et al., 1989). Restrictions on agricul-
tural fires in the United States of America
vary by state; many states require permits
for open-field burning, and no-burn periods
are declared during particularly dry periods.
In the state of Idaho, for example, farmers
have to prove that there is no viable alterna-
tive available in order to receive a permit to
burn crop waste.!” A programme in Southeast
Asia, described further in Appendix A.5.2,
may provide a model of an economically
viable alternative to deal with crop waste for
other developing countries. A Canadian
provincial programme to reduce agricultural
crop residue burning is also presented in
Appendix A.5.2.

7 House Bill no. 391, section 22-4803, 2003 http://legislature.
idaho.gov/legislation/2003/H0391.html).http://legislature.
idaho.gov/legislation/2003/H0391.html.

5.5.3 Scope for global and regional
responses

Global inter-governmental responses
This Assessment shows that the measures to
reduce SLCFs, implemented in combination
with CO, control measures, would increase
the chances of staying below the 2°C goal
agreed by the parties to the UNIFCCC in
December 2010.

Given the importance of the impact of SL-
CFs, it may seem to make sense to incorpo-
rate the management of BC, O, and CH,
either into a self-standing global climate
instrument or within the UNFCCC. How-
ever, the likelihood of delivering a new global
agreement on SLCFs — especially in the near
future when it could have the greatest impact
— 1s not high. Similarly, incorporating SLCI's
into the UNFCCC would be difficult for both

political and technical reasons.

As the current process of revising the UN-
FCCC and its Kyoto Protocol is itself com-
plex and difficult, adding further complexity
to the process does not currently look attrac-
tive. The SLCFs themselves pose challenges
in scientific, economic and policy terms. The
impacts of SLCFs as their name implies,

are near-term and their mitigation could

be difficult to compare, in a negotiation fo-
rum, with the long-term effects of the Kyoto
gases where reductions are measured using

a 100-year GWP metric and, for the SLCFs,
a GWP,  does not adequately reflect the cli-
mate benefits of mitigation action; a 20 year
GWP has been proposed by some, and will
be studied further in the 5 Assessment Re-
port of the IPCC. Equally, the short lifetimes
of the SLCFs mean that their impacts on
climate are principally regional rather than
global, again making comparisons with GHG
impacts difficult.

Regional inter-governmental responses
Since the impacts on both climate and
health, and to a large extent the wider envi-
ronment, of SLCFs are principally regional
in nature, regional approaches could prove
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promising for mitigation. However, this ap-
proach is at an early stage in most regions
of the world, although basic framework
approaches to regional air quality arrange-
ments (CLRTAP, 2004) are already in place
in some regions. These include the Malé
Declaration on Control and Prevention of
Air Pollution and its likely Transboundary
Effects for South Asia (1998);¢ the ASEAN
Agreement on Transboundary Haze Pollution
(2002); and the Lusaka Agreement (2008)
of the Southern African Development
Community (SADC) on Regional Policy
Framework on Air Pollution.» Many of
these share common elements, and with the
Convention on Long Range Transboundary
Air Pollution (CLRTAP), a long-standing re-
gional air quality agreement in Europe, North
America and parts of Eurasia» (CLRTAP,
2004). Finally, draft Elements for a Framework
Agreement on Atmospheric Pollution in Latin
America and the Caribbean were negotiated
in April 2010,= and intergovernmental air
quality monitoring networks such as the Acid
Deposition Monitoring Network in East Asia
(EANET) have and are being established in
different regions around the world.»

With the exception of CLRTAP, these re-
gional agreements predominantly concentrate
on scientific co-operation and are not yet

at the stage where emission reductions and
abatement/mitigation strategies are agreed.
Nevertheless, these instruments can serve as

a platform from which to address the emerg-

ing challenges related to air pollution from
BC and O, and other SLCFs, and as potential

'8 Available at: http://www.rrcap.unep.org/male/.

™ Available at http://www.disasterdiplomacy.org/aseanhaze.
pdf.

20 Available at: http://www.unep.org/urban_environment/
PDFs/SADC-LusakaAgreement.pdf.

21 Available at: http://www.unece.org/env/Irtap/Irtap_
h1.htm.

2 Available at: http://www.pnuma.org/forumofministers/17-
panama/FOR0%20DE%20MINISTROS%202010%20VERSIO-
NES%20FINALES/EXPERTOS/DE%20TRABAJO%20INGLES/
UNEP-LAC-IGWG-XVII-%206%20Draft%20Elements%20
Framework%20Agreement%20Atmospheric%20Pollution.
pdf.

2 For information on EANET please see: http://www.eanet.
cc/.

vehicles for finance, technology transfer and
capacity development on SLCF mitigation in
their respective regions. Moreover these are
framework instruments that envisage stron-
ger action in future and declare the member
countries’ intent to ‘develop and/or adopt
strategies to prevent and minimise air pollu-
tion’ (Malé Declaration, paragraph 7); ‘ensure
that legislative, administrative and/or other
relevant measures are taken to control open
burning and to prevent land clearing using
fire’ (ASEAN Agreement on Transbound-

ary Haze Pollution, Article 9(g)). Hence one
strategy would be to build on existing regional
agreements to encourage deeper collaboration
and more rapid implementation of measures
to reduce emissions. Given the global distribu-
tion of emissions and impacts, and an already
strained institutional capacity in many devel-
oping countries and regions, any strengthened
governance regime would be most effective if
it included financing targeted specifically at
pollution mitigation to maximize climate and
air quality benefits.

An important action could be to build on the
recent advances made by CLRTAP which
has already been successful in reducing peak
regional O, levels. Adopted in 1979, CLR-
TAP was the first international environmental
agreement to address the air pollution threat
to human health and well-being. The Parties
are now reaping the benefits of the cuts in air
pollution spurred by the convention’s provi-
sions, including legally binding protocols on
air pollutants that have the greatest impact on
environmental and public health. At its meet-
ing in December 2010, the Executive Body
(the Conference of the Parties) agreed to con-
sider the incorporation of BC in the revision
of the conventions’s Gothenburg Protocol,
with the aim of agreeing the revision by the
end of 2011. It further agreed to analyse the
impacts of reductions in CH, emissions on
tropospheric O,.

An important factor in developing policies on
SLCFs will be the strengthening of the scientific
capabilities within regional agreements around
the world, so that some of the uncertainties
about the links between emissions and impacts
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are resolved. CLRTAP’s focus on the inclusion
of mechanisms for reducing impact, rather than
just emissions, was novel in terms of diplomacy,
but relied on agreement on a scientific model for
relating emissions to impact. The fact that this
science model emerged and carried such weight
in discussions is attributed to successful social

and academic networks (Siebenhuner, 2002).
CLRTAP has recently agreed to further the
regional and wider international scientific co-op-
eration on hemispheric transport of air pollution,
notably on CH, and tropospheric O,, building on

1ts successful earlier work in this area.

The Lusaka Agreement (2008) — Southern Af-
rican Development Community (SADC) Re-
gional Policy Framework on Air Pollution lists
fine particulate pollution first among the ‘rel-
evant indoor and outdoor air pollutants, that
cause significant damage locally, nationally
and in a transboundary context, in the SADC
region...’, notes ‘the strong linkages between
emissions of air pollutants and greenhouse
gases and the co-benefits of reducing air pol-
lution in all sectors for greenhouse gas emis-
sion reductions, reducing congestion etc.” as
well as ‘the linkages to the production of sec-
ondary pollutants, such as O,, that can have
significant impacts on health and crop yield
and quality’; and agree to cooperate on a
wide range of activities including to ‘develop
policies, laws and regulations with respect

to air quality management, integrated with
relevant Conventions and Treaties’ (Lusaka
Agreement, paragraph 6.1).

Additionally, there have been a number of
initiatives in the Asia-Pacific region aimed

at reducing air pollution such as progressive
improvements in diesel and gasoline quality,
improvements in vehicular technology, intro-
duction of vehicular fuel-efliciency standards
in selected countries and improvements in
pollution control technology in the power
sector. All of these should reduce emissions
of BC and precursors of O,. Regional initia-
tives to improve fuel quality have also been
launched in Latin America and Africa, along-
side some national programmes to reduce
vehicle emissions.

Furthering developments within CLRTAP and

an extended outreach programme to other
regional instruments could provide a first step

to a wider global approach to the management
of BC, O,, and other SLCFs. As a first step, a
network of regional agreements and existing
networks could be established involving, initially,
a linking of regional instruments to facilitate
technical cooperation, research and monitoring,
and finance and capacity development and re-
gional standard setting where appropriate, with
possibly a longer term aim of a global instru-
ment on air pollution. An international consulta-
tive process and/or a set of regional workshops
convened by an intergovernmental organization
such as UNEP, together with WMO, could serve
as an important forum to explore approaches

to linking and enhancing existing regional air
quality frameworks and institutions. The remit
of such a consultative process might include
both secking views on modalities to enhance
cooperation between existing regional arrange-
ments, agreements and processes with a view to
enhancing effectiveness and achieving concrete
mitigation results; and exploring options on how
to draw on and strengthen existing capacity
most effectively to facilitate adoption of air pol-
lution control measures that deliver air quality
and climate co-benefits. Furthermore, sharing
good practices on an international scale is hap-
pening, in a coordinated way, within the Arctic
Council and this too could provide a helpful way
forward. The Arctic Council has already been
very active in addressing SLCFs.**

An enhanced understanding of cost-effective
technical and policy options for BC and O,,
and its precursor CH,, under different national
circumstances would help to inform both na-
tional air quality and climate policy-makers

as well as regional agreements. Initiation of a
review of BC and tropospheric O, reduction
technologies and regulatory approaches, un-
der the imprimatur of an intergovernmental
organization such as UNEP, with the aim of
producing a technical and policy tool kit for
national and regional bodies, could contribute
to advancing adoption of effective mitigation
action at multiple levels.

As discussed in the next section, there are also

2 See, for example, http://www.amap.no/.
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existing and proposed financial mechanisms
which could help support implementation of
the identified measures, or, if not directly ap-
propriate, could provide models for the devel-
opment of new mechanisms.

5.5.4 Financing abatement of
black carbon and tropospheric
0Zone precursors

Financing emissions-reduction measures re-
mains perhaps the most effective immediate
tool for global action. This section gives some
examples of existing funding mechanisms and
sources which could be useful for delivering
measures to reduce emissions from SLCFs, or
could provide examples for new mechanisms
should they be necessary. Because of its status
as a Kyoto basket gas, the O, precursor CH,
has an additional opportunity for financing,
addressed separately below.

Existing sources of financing

A number of financing mechanisms already
exist for environmental benefits that could be
used immediately to target SLCFs.

Donors and multilateral development banks
(MDBs) could add and integrate BC and O,
precursor reduction projects into their existing
overseas development assistance (ODA) port-
folios, due to their strong co-benefits for health
and development as well as the environment
and climate. A strong example for such an ap-
proach might be found in cookstove projects,
which, if properly designed, could decrease
BC, O, and CO, for climate benefits; reduce
indoor air pollution for health benefits espe-
cially among women and children under age
5; increase school attendance among girls freed
from many hours of fuel gathering and gener-
ate economic benefits to women and com-
munities enabling them to spend more time in
other income-generating activities.

Similar suites of strong developmental co-
benefits would accrue from projects that, for
example, add a CH, capture component from
wastewater or landfill projects, providing a
clean energy source; or decrease BC emissions

from industrial sources such as brick kilns.

New and targeted funding sources

The connection between poverty reduction
and near-term climate-related funding will
need to be drawn more directly than is pres-
ently the case; for example, by emphasizing
the preventive nature of reducing the risk of
environmental impacts such as flooding or
water shortages that might otherwise occur
making development activities difficult if not
impossible. For this reason, new sources of
funding with a specific SLCF focus are also
important for governments and the United
Nations system to pursue. For example, the
Global Alliance on Cookstoves was launched
in September 2010 with US$50 million seed
money with the objective of facilitating local
industry build-up.

Donors could choose to finance activities di-
rectly aimed at the abatement of SLCI's for
the specific purpose of achieving near-term
climate benefits in sensitive areas such as the
Himalayas, the Amazon and the Arctic. This
might include direct abatement and/or fis-
cal incentives for the reduction of SLCFs.
Indeed, the benefits that would occur could
have such a potentially rapid impact that the
United Nations might consider the possibil-
ity of whether such activities might actually
be classified as adaptation activities as well
as mitigation ones, or nationally appropriate
mitigation actions (NAMAs) under current
negotiating texts.

Another option would be for groups of do-
nors (both government and private actors) to
pool funds for SLCF abatement, aimed at for
example BC or O, precursors, or a mix of all
SLCFs, through a targeted Forcer Fund. Al-
ternatively, instead of focusing on individual
SLCFs, nations and organizations could
focus on specific key high-emitting SLCF sec-
tors, such as cookstoves; brick-making kilns;
diesel; or agricultural burning among

other possibilities.

National incentive programmes and
links with international funds
National incentive programme funds al-
ready exist in a number of countries for the
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replacement of older vehicles, diesel retrofit
programmes, or replacement of older heating
stoves with less polluting ones. Similar pro-
grammes could be put into place specifically
for the reduction of BC and O, precursors.

A number of governments have already some
form of incentives — subsidies, vouchers, tax
credits, etc. — for the earlier replacement of
sources of air pollution, for example, acceler-
ated vehicle-retirement programmes, renewal
of older heating stoves for less polluting ones,
or for the improvement of sources such as
diesel retrofit programmes of particle traps
installation, etc. In countries with a strong
cash base, governments could choose to pro-
vide new or additional cash incentives or tax
credits for the replacement of sources that
generate SLCFs domestically.

For developing countries, national pro-
grammes could work together with inter-
national funds, directed at those measures
that contribute the most to the reduction of
SLCFs. For new programmes, an additional
source of funding could be offered based on
the contribution to the reductions of SLCFs.
This kind of synergy could result in a greater
penetration of the existing programmes and
eventually in an increase of the number of
programmes that aim to reduce emissions of
SLCFs. Cookstove programmes could also be
financed through micro-credit schemes that
support the development of markets for stoves
and fuels, both on the supply and demand
sides. Given that these programmes reduce
SLCFs, micro-credit schemes — and poten-
tially rural infrastructure investment — could
be linked to international funds as well.

Additional finance options for methane
abatement — a targeted methane fund or
a floor price guarantee mechanism
Methane projects featured prominently in

the early years of the CDM but have a mixed
record in terms of actual performance, de-
pending on project category. Oil and gas CH,
capture projects have one of the best perfor-
mance rates of all GCDM project “methodolo-
gies” (categories) — 94—100 per cent. At the
same time, wastewater and landfill projects
have among the lowest and highly variable

rates —40-85 per cent, according to the
UNEP Risoe database. Nevertheless, CDM
credits remain a potentially powerful source
of CH, abatement funding for the coming
years, given adequate investor confidence
and the availability of start-up financing for
project development and the expensive CDM
registration process.

In connection with CDM CH, credits as well
as the voluntary market, a Methane Blue-
ribbon Panel at UNFCCC’s COP-15 in 2009
recommended the creation of a financing
mechanism that would provide a guaranteed
certified emission reduction (CER) floor price
for CH -generated credits. The motivation
for donor support for this concept —in a
best-case scenario, with minimal actual
monetary investment as the mechanism
would provide guarantees not direct financing
—1s the direct near-term climate benefit

of GH, reductions that would occur both
earlier in time, and to a greater extent, than
would otherwise occur. Recent estimates by
carbon market analysts point the fact that

a fund that might require only US$5-10
million annually in actual capitalization,
with an additional US$100-200 million in
initial issued guarantees directly supporting
US$1 000 million in CH,-related CERs.

It is worth noting that such a floor-price fi-
nancing mechanism could also target CERs
where non-CH, SLCF reductions, in BC and
CO for example, are produced as significant
and verifiable co-benefits.

Action on finance will depend on donor
acceptance of the crisis and opportunity
represented by near-term climate change

in sensitive regions of the Earth and SLCF
reductions as a highly effective means of ad-
dressing them. Costs and benefits of the iden-
tified measures are region specific, and face
financial, regulatory and institutional barriers.
However, widespread implementation of the
measures may be effectively encouraged by
recognizing that near-term strategies can slow
the rate of global and regional warming, and
lower the probability of major, non-linear dis-
ruptive climate events. Such influence should
spur multilateral initiatives that focus on local
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Appendix A.5.1. Reductions in emissions from measures

The emission reductions of BC and CH .

resulting from the choice of measures
are shown disaggregated by region in

Table A5.1.

The contributions to global forcing by SLCFs

sociated pollutants are shown in Figure A5.1.
It should be noted here that the forcings used
to derive the measures and this figure were

used solely to identify the measures and were
not used in the global models, where the forc-

(over 100 years) made by the measures and as-

ings in Chapter 3 were used.

Table A.5.1. Reductions in total global emissions of BC and CH, in 2030 by different measures relative to the
reference scenario emissions in 2030.

iii. Particle control at station-
ary engines

Measure | Measures Sector Main regions | Emitted Per cent reduc-
Package of reduction | substance | tion in global
emissions (all
sectors) due to
measure
Group Improved stoves Residential | Asia and BC 9
1 BC mea- Africa ocC 51
sures Total PM., | 26
co 21
CH, 2
Pellet stoves Residential | North BC 3
Americaand | ¢ 2
E
trope Total PM, , | 1.4
co 0.3
Coal briquettes Residential | Global BC 6.8
ocC 1.7
Total PM_, | 1.9
Cco 2.0
Diesel particle filters for on- Transport North Ameri- | BC 18
and off-road vehicles and ca and Europe
associated emissions and and Asiaand | OC 3
fuel standards as part of a Pacific Total PM_ .
Euro 6/VI package co
NO, 24
i. Modern recovery coke Industrial Asia and BC 4.2
ovens; Processes* | Pacific oc 26
ii. Vertical shaft and Hoffman
brick kilns Total PM,; | 1.9
CcoO 0.6

*Note: ‘Industrial processes’includes associated fuel combustion emissions
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Table A.5.1. Reductions in total global emissions of BC and CH, in 2030 by different measures relative to the reference scenario
emissions in 2030. (continued)

flooded rice paddies

Group Elimination of biomass cook Residential | Asia and BC 35
2BC stoves in developing countries Africa oc 55
measures Total PM, _ | 31
co 28
Elimination of high-emitting Transport Asia and BC 1.6
vehicles (in addition to fitting Africa oc 0.7
diesel particle filt
iesel particle filters) Total PM,_ | 0.6
co 6.2
NO, 5
Ban of open burning of agri- Agriculture | Asia and BC 7
cultural waste Africa oc 11
Total PM,_ | 9
CH,
co 6
Methane |i. Extended recovery of coal Fossil fuel East, South- CH, 25
measures | mine gas extraction | east Asia and
ii. Extended recovery and flar- | and distri- | Pacific
ing for oil and gas production | bution All
iii. Reduced leakage from gas
pipeline compressors All regions
i. Treatment of biodegradable | Waste / North CH, 9
municipal waste landfill America and
ii. Upgrading primary waste- Europe, Asia
water treatment
i. Control of methane emis- Agriculture | All regions CH, 4
sions from livestock
ii. Aeration of continuously Asia
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Figure 5.1. Radiative forcing integrated over 100 years for the three groups of measures, by substance. Results are
from the IIASA GAINS model and show the cumulative effect of application of the measures. Only direct radiative

forcing is considered in the case of SO..
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Appendix A.5.2 Examples of implemented emissions

reduction measures

1. Measures to reduce methane
emissions

(i) Coal-mine methane

China: Sihe Coal Mine Methane (CMM)
Project

The world's largest power generation project
fuelled with CMM is in China's Shanxi Prov-
ince at the Sihe mine. To develop the project,
China secured technical assistance from the
Methane to Markets Partnership and invest-
ments from the Japan Bank for International
Cooperation, the Asian Development Bank,
and the Prototype Carbon Fund of the World
Bank, complementing financing by the mu-
nicipal government. Methane from CMM
wells has also been used to fuel a smaller, 1.6
MW, power plant near the mine since 1995."

Construction began in January 2007 and by
2008 the Sihe mine had begun generating
CMM power at full capacity. The facility gen-
erates 120 MW of electricity at full operation
and produces an estimated 823 200 MW-
hours annually. This power is sold to the North
China Grid, which powers 90 000 homes and
commercial and industrial facilities in Beijing,
Tianjin, and other cities. The waste heat pro-
duces hot water and steam (i.e. combined heat
and power) for mining operations.

The investment cost is US$ 4 500 million
(including the LNG plant) and the

potential flare reduction is approximately

7 billion m*/year, with an emission reduction
by the end of 2012 of 32 million tonnes of
CO,e. Over its 20-year lifetime, it is expected
to avert 140 million tonnes of CO,e¢ by dis-
placing electricity from the coal-dominated
local power grid with electricity generated
by the combustion of CMM. The Sihe mine
project will also produce tradable-emission
credits under the Kyoto Protocol's CDM.

' Coal bed methane (CBM) and CMM - Project Case Study:
Jincheng Anthracite Mining Group Shanxi Province, China.

Available at http://www.methanetomarkets.org/successstories.

aspx.

Finally, the CMM project reduces the risk
of explosions, as CH, no longer needs to be
flared in and around the site as part of the
mining process.”

(ii) International initiatives to reduce
methane venting and flaring

The following project profiles show a snap-
shot of global activities to reduce venting
and flaring activities (see Table A.5.2). These
projects are primarily undertaken through
the Kyoto Protocol’s CDM carbon-crediting
programmes or under the Global Gas Flar-
ing Reduction Public-Private Partnership
(GGFR). Some country programmes on flar-
ing and venting are relatively well developed
and are also included below.

Angola: LNG GGFR Project

This GGFR project gathers and ships associ-
ated gas from 20 offshore fields of GGFR-
partner oil companies to a new 5 million
tonne/year liquefied natural gas (LNG) plant.
The investment cost is US$ 4 500 million
(including the LNG plant) and the potential
gas flare reduction is ~7 billion m*/year. The
emissions reduction through 2012 is planned
to be 32 million tonnes of CO,e.’

India: Oil India Limited (OIL) —
Greenhouse Gas Emission Reduction
through Recovery and Utilization of
Flare Gas CDM Project

OIL is a national oil company, engaged in

the business of exploration, production and
transportation of crude oil and natural gas. At
present OIL produces about 75 000 standard
m’ (SCM) of associated gas per day from its
Kumchai oil field in Arunachal Pradesh in the
North-East of India. At present, out of the
total amount of associated gas produced from

2 More information may be found at http://www.methane-
tomarkets.org/documents/coal_fs_eng.pdf).

3 GGFR Project View. Available at http://sitere-
sources.worldbank.org/EXTGGFR/Resources/ggfr.
swf?resourceurlname=ggfr.swf. Last visited
July 27, 2010.
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this field about 65 000 SCM per day of gas

is flared due to the absence of suitable evacu-
ation infrastructure and non-availability of
consumers for this gas. The rest of the gas is
consumed onsite for various purposes like fuel
for gas engines or in process heaters.

The purpose of the proposed project activity
is to recover gas, send it to a gas processing
plant where the condensate would be sepa-
rated and then transported as dry gasin a
new 60 km long pipeline from Kumchai to
Doomdooma in Assam. In Doomdooma this
new pipeline will be connected to the Doom-
dooma-Tinsukia natural gas grid.

The project, which could save 53 082 tonnes
CO,e per annum*, will contribute to increased
availability of natural gas in the North-East-
ern region. This project has wide replication
potential due to the heavy concentration of
upstream oil and gas installations in the region
which in turn would help in boosting indus-
trial growth through multiplier benefits.

Indonesia: Tambun LPG Associated
Gas Recovery and Utilization

CDM Project

The purpose of the project is the recovery
and utilization of gases produced as a by-
product of oil production at the Tambun and
Pondok Tengah oil fields. Currently it is sav-
ing 390 893 tonnes CO,e per annum®.

The Tambun oil field is about 40 km west of
Jakarta in West Java Province. This field started
production in 2003 at 4 000 barrels per day.
Associated gas was flared, initially at 67 mil-
lions of standard cubic feet per day (mmscfd);
increasing to 12—15 mmscfd as oil production
increased to 8 000 barrels per day in 2006.
The Pondok Tengah oil field (PDT), about 10
km north of Tambun, has recently come on
stream more quickly than originally planned.

4 CDM: Oil India Limited (OIL) — Greenhouse Gas Emission
Reduction through Recovery and Utilization of Flare Gas.
Available at http://cdm.unfccc.int/Projects/DB/DNV-
CUK1218606851.33/view. Last visited July 27, 2010.

> CDM:Tambun LPG Associated Gas Recovery and Utiliza-
tion Project. Available at http://cdm.unfccc.int/Projects/
DB/LRQA%20Ltd1180000727.07/view. Last visited
July 26, 2010.

The technology consists of a mini LPG plant
with a designed input capacity of 15 mmscfd,
condensate removal facilities, a 35 km 20 cm
diameter steel pipeline and associated auxiliary
equipment including compressors, metering
stations and safety valves.

The processing plant and pipeline is con-
structed in full compliance with the local
environmental regulations and was subject

to environmental appraisals according to
Indonesian environmental regulations. The
processing plant is powered by the gas supply,
with back-up diesel for generators and fire
pumps. The supply pipeline runs 35 km to the
main east-west supply line.

Indonesia: Kati-Semoga Associated Gas
Utilization GGFR Project

The purpose of this project is to stripping
LPG (propane/butane) and condensate
from associated gas and delivering it to the
domestic market. The likely investment cost
is some US$21 million. It has the potential
to reduce gas flaring by 1.8 becm over 10
years; cutting emissions through 2012 by
0.9 million tonnes CO,e.’

Russian Federation: Khanty-Mansiysk
Danilovsk Gas to Power GGFR Project
Russia is by far the largest source of global
gas venting and flaring. It has also made the
greatest gross reductions in its emissions (see
Table A.5.2). However, there is still a high vol-
ume of flaring despite the potential for more
gas capture and energy production.

A 40 MW gas turbine power unit is to be built
at a cost of €30.8 million. It has the potential
to reduce gas flaring by 1.5 bem over the proj-
ect’s lifetime and reduce emissions through
2012 by 8 million tonnes CO,e.

Nigeria: Pan Ocean Gas Utilization
CDM Project

The purpose of the project is to reduce gas flar-
ing at the Ovade-Ogharefe oil field operated by
Pan Ocean O1l Corporation (Nigeria) in a joint

5 GGFR Project View. (Scroll over country to activate control)
Available at http://siteresources.worldbank.org/EXTGGFR/
Resources/ggfr.swf?resourceurlname=ggfr.swf. Last visited
July 27, 2010.
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venture partnership with Nigerian National
Petroleum Corporation (NNPC). The project
activity will capture and process associated natu-
ral gas. Although the amount of flared gas will
increase in the future due to the further develop-
ment of the oil field, without this project, all the
associated gas would continue to be flared.

Under this project, the treated gas will be
injected into an existing gas transmission
line for sale to an independent power plant
(IPP) while the extracted natural gas liquids
will be transported and sold into the national
and international market. The project will
reduce current flaring by approximately 98
per cent thereby contributing substantially to
the reduction of GHG emissions in Nigeria
and improving the local environment for the
local community.

The project contributes to the sustainable de-
velopment of Nigeria through the reduction of
flaring, thereby reducing local air pollution and
other environmental impacts associated with
the combustion of natural gas. Apart from the
significant reduction in CO,, the project will
also result in lower NO,, VOCs and particulate
emissions. In all reductions are estimated at

2 626 735 tonnes CO,e per year.”

Given the scale of gas flaring in Nigeria, esti-
mated by the World Bank to flare the second
largest amount of gas in the world, this will serve
as an important step in using CDM to address
this crucial climate issue. Further as Pan Ocean
is a Nigerian owned and run company, it signi-
fies the ability of local Nigerian companies and
the society to participate in CDM and the Kyoto
Protocol. In addition, the gas captured in this
project will be used for electrical generation in
the region and thus supports the economic sus-
tainability and growth of the country.

Nigeria: Afam Gas to Power GGFR
Project

This will enable both the feeding of an existing
276 MW power plant and a new 600 MW gas
run power plant with associated gas. Although

7 CDM: Pan Ocean Gas Utilization Project. Available at http://
cdm.unfccc.int/Projects/DB/DNV-CUK1218208551.22/view.
Last visited July 27, 2010.

no details are available for potential gas flare
reductions, the investment of US$ 500 million
should see emissions reductions through 2012
of 3.7 million tonnes CO,e.”

United Arab Emirates: Masdar
Initiative - Al-Shaheen Oil Field Gas
Recovery CDM Project

The project aims to recover and use the as-
sociated gas produced as a by-product of oil
recovery at the Al-Shaheen oil field, which is
operated by Maersk Qatar Oil, in a sharing
agreement with Qatar Petroleum. Oil recovery
from the Al-Shaheen oil field, located about
90 km off the coast of Qatar, began in 1994.

Prior to 2004, associated gas was primarily flared,
with the remaining gas used for onsite consump-
tion (only ~3 per cent). The project will allow the
capture and processing of associated gas that pre-
viously was flared, reducing emissions by about

2 500 000 tonnes of CO,e each year’. Indeed,
without the project, the amount of gas flared at
the Al-Shaheen oil would have increased due to
increased oil recovery in the field.

The project activity has three main compo-
nents:

1. Recovery of associated gas;

2. Transmission of associated gas along a
pipeline; and

3. Uulization of the associated gas at the gas
processing plant.'

United States of America: Natural Gas
STAR Program

Under the Natural Gas STAR Program, the
United States government has taken the same
course as international institutions in providing

8 GGFR Project View. Available at http://sitere-
sources.worldbank.org/EXTGGFR/Resources/ggfr.
swf?resourceurlname=ggfr.swf. Last visited July 27, 2010.

2 CDM: Al-ShaheenOil Field Gas Recovery and Utilization
Project. Available at http://cdm.unfccc.int/Projects/DB/
DNV-CUK1162979371.3/view. Last visited July 26, 2010.

19 Al-Shaheen Monitoring Report: 29 May 2007 - 31 Dec 2008.
Available at http://cdm.unfccc.int/UserManagement/FileSt
orage/3EBYND1JFATKMGZ8PI60HL459SOQCV. Last visited
July 26, 2010.
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recommended standards for flaring and vent-
ing under partnerships for the mining industry
and energy sector. This public/private partner-
ship model has been extended to international
companies through the Methane to Markets
Partnership, providing available grant fund-
ing for non-US projects. These partnerships
may be pre-empted somewhat, however, by
new regulations promulgated by the Mineral
Management Service (MMS)'" that came into
effect in April 2010. These were the result of
recommendations made in a report by the
General Accountability Office in 2004 that
cited improved monitoring and resource con-
servation as important goals of venting and
flaring regulation.'” However, the regulations
do not set strong requirements mandating the
use of capture technologies. In short, venting
is still permitted and a seemingly widely used
industry practice.

Vietnam: Rang Dong Oil Field
Associated Gas Recovery and Utilization
Project

The purpose of this project is to recover and
utilize gases produced as a by-product of oil
production at the Rang Dong oil field, which

is about 140 km off the south-eastern coast

of Vietnam. Prior to 2002, this by-product

gas was flared at the platform. The project
includes construction of a gas pipeline and
compressor facilities to recover and transport
the by-product gas. As a result of this reduc-
tion in flaring activities, CO, emission has been
reduced by around 677 000 tonnes CO,e per
year."” The gas recovered is processed into dry
gas (mostly CH,), as well as LPG (butane and
propane), and condensate (hydrocarbon mol-
ecules containing five or more carbons). The

" “MMS to limit natural gas flaring offshore, amend produc-
tion requirements.” Oil and Gas Financial Journal. April
16,2010. Available at http://www.ogfj.com/index/article-
display/1178940656/articles/pennenergy/petroleum/
offshore/2010/04/mms-to_limit_natural.html. Last visited
July 27,2010.

2 Opportunities to Improve Data and Reduce Emissions. U.S.
Government Accountability Office. July 2004. Available at
http://www.gao.gov/new.items/d04809.pdf. Last accessed
July 27, 2010.

¥ CDM: Rang Dong Oil Field Associated Gas Recovery and
Utilization Project. Available at http://cdm.unfccc.int/
Projects/DB/DNV-CUK1133472308.56/view. Last accessed
July 26,2010.

dry gas is supplied to nearby power plants (Phu
My and Ba Ria) and will be sent to a local fer-

tilizer plant, whereas the LPG and condensate

are consumed as home-cooking fuel or used to

produce gasoline.

This project contributes to the sustainable
development of Vietnam in several ways. It
provides an additional source of clean-burning
natural gas to support the development and
contributes to a reduction of import depen-
dency of petroleum products through provision
of gas to the power plants at a significantly
reduced price - about half the rate compared
with other gas fields. The elimination of flaring
offshore and the substitution of gas for existing
fuel in domestic electricity production result

in reduced atmospheric pollution. Finally, the
net volume of CO, emissions eliminated is ap-
proximately 6.77 million tonnes over the credit-
ing period. The CERs will be transferred to the
project participants.

(iii) Reducing gas leakage from long-
distance pipelines: country examples

United States of America: Natural Gas
STAR Program

The Natural Gas STAR Program, facilitated
by the USEPA, is a voluntary partnership that
encourages oil and gas companies to adopt
cost-effective technologies and practices that
improve operational efliciency and thereby
reduce these companies” CH, emissions; par-
ticipating companies also document their vol-
untary emission reduction activities.'*

Principal CH, emissions mitigation strategies
for long-distance transmission include: con-
verting gas pneumatic controls to compressed
instrument air thus avoiding the releases of
gas in the control systems; replacing bi-direc-
tional orifice metering with ultrasonic meters;
reducing CH, emissions from compressor rod-
packing systems; conducting directed inspec-
tions and maintenance at compressor stations;
using fixed/portable compressors for pipeline
pump down; installing vapour recovery units

* U.S. Environmental Protection Agency, Natural Gas STAR
Program, Overview of Natural Gas STAR, http://www.epa.
gov/gasstar/basic-information/index.html. Last visited July
19,2010.
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Table A.5.2 Estimated flared volumes from satellite data.

Volumes in billions of 2005 2006
cubic meters (bcm)

Russia 55.2 48.8
Nigeria 21.3 19.3
Iran 11.3 12.1
Iraq 7.1 7.4
Kazakhstan 5.8 6.0
Algeria 5.2 6.2
Angola 4.6 4.0
Libya 4.4 4.3
Saudi Arabia 3.0 33
Qatar 2.7 2.8
Venezuela 2.1 2.0
Indonesia 2.7 3.0
China 2.8 2.8
USA 2.0 1.9
Mexico 0.9 1.2
Oman 2.5 2.2
Kuwait 25 25
Canada 1.2 1.6
Uzbekistan 2.5 2.8
Egypt 1.7 1.7
Total top 20 142 136
Rest of the world 29.0 240
Global flaring level 171.0 160.0
Partner countriesintop 20 56.0 56.2

2007 2008 2009 Change Change
2008-2009 2005-2009

50.0 402 461 5.9 -9.1
16.8 14.9 14.8 -0.1 -6.5
10.6 10.3 10.9 0.6 -04
7.0 7.0 8.3 13 1.2
53 5.2 5 -0.2 -0.8
5.2 5.5 4.9 -0.6 -0.3
3.5 3.1 3.6 0.5 -1.0
3.7 3.7 3.6 -0.1 -0.8
34 35 3.5 0.0 0.5
2.9 3.0 2.9 -0.1 0.2
2.1 2.6 2.8 0.2 0.7
2.4 2.3 2.7 0.4 0.0
2.5 2.3 2.4 0.1 -0.4
1.9 2.3 2.0 -0.3 0.0
1.7 2.6 2.0 -0.6 1.1
1.9 1.9 1.9 0.0 -0.6
2.1 1.8 1.8 0.0 -0.7
1.8 1.8 1.8 0.0 0.6
2.0 2.7 1.7 -1.0 -0.8
15 1.5 1.7 0.2 0.0
128 118 124 6.1 -18
25 20 21 14 -8
153.0 138.0 146.0 7.5 -25
50.5 50.4 49.6 -0.8 -6.4

Source: NOAA (GGFR Program Manager Presentation, May 2010).

on pipeline liquid/condensate tanks; perform-
ing directed inspections and maintenance at
surface facilities; identifying and replacing
high-bleed pneumatic devices with low-bleed
devices; and, surveying and repairing leaks."

Periodic leak inspections have proved to be
very cost effective by finding and remedying
large process leaks that impede a system’s
efficiency and safety. Natural Gas STAR

5 U.S. Environmental Protection Agency, Natural Gas STAR
Program, http://www.epa.gov/gasstar/basic-information/
index.html (last visited July 19, 2010).

companies also use a range of inspections
instruments and screening techniques, includ-
ing a very low-cost soap solution and special-
ized infrared cameras that have the ability to
display real-time video images of gas leaks.
Moreover, Natural Gas STAR companies
have found that the majority of leaks occur in
a small number of components; leak inspec-
tions can thus take advantage of this finding
and save time and resources by directing in-
spections only at problem areas.

Across the three major CH,-emitting sectors
of the oil and gas industry, including long-
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distance transmission, Natural Gas STAR
partners reduced CH, emissions in 2008

by 3.25 billion m® which is approximately
equivalent to removing 8.5 million passenger
vehicles from the road for approximately one
year. Since the programme first started in
1993, a domestic CH, emissions reduction in
the oil and gas sector of almost 24 billion m®
has been realized.

Russia: Gazprom Projects

Gazprom, Russia’s state-owned and largest
natural gas corporation, has implemented
projects to reduce CH, emissions. Gazprom
detects fugitive CH, emissions with contact
sensing and distant exploration of the equip-
ment surface. For leakage contact detection,
Gazprom uses CH, concentration meters, gas
meters and detectors, and multi-functional
Infrared Data Association (IrDA) gas analys-
ers; for remote detection and measurement, it
uses helicopter distant laser gas analysers for
pipelines, laser systems and IrDA sound and
optical spectrometers and projectors to de-
tect CH, spatial concentrations, and portable
passive gas analysers.'® Gazprom has also
implemented a corporate programme aimed
at modernizing compressors by using dry-seal
technology. Dry seals have been proven to re-
duce CH, emissions and operating expenses,
and dry-seal compressors save 90 per cent

of CH, losses from vents."” Regular controls
and maintenance, better equipment with gas
detection devices, the development of re-
sealing techniques for valves, and the use of
dry seals have allowed Gazprom to reduce
CH, emissions.

Ukraine: Cherkasytransgas Projects
Ukraine has the second largest natural

gas transmission system in Europe with

171 compressor stations. In 2008 the US
Agency for International Development gave
Cherkasytransgas, one of Ukraine’s gas
system subsidiaries, an EcoLinks grant of

'® Gazprom with the Laboratory of Environmental Protec-
tion and Resource Saving, Gazprom activities on methane
emissions reduction 7 (2010). http://www.globalmethane.
org/expo/docs/postexpo/oil_apokova.pdf; http://www.
globalmethane.org/Data/O&G_RUS_Gazprom_poster.pdf.

7 See: http://www.gasstar.uglemetan.ru/ru/lechtenboehmer.
html.

US$50 000 to identify and repair CH, emis-
sions leaks at compressor stations. The grant
specifically permitted purchasing of CH,
emissions detection equipment, training on
leak measurement detection plan develop-
ment and actual leak repair implementation,
and measurement of leak repair success.
Upon purchasing detection equipment,
Cherkasytransgas discovered that 3 million
m’ of CH, per year was leaking from only
two compressor station sites. Through identi-
fying and repairing the leaks and measuring
the leak repair success, Cherkasytransgas
has been able to reduce around 2 million m’
worth of CH, emissions from these two com-
pressor stations. The success of these mea-
sures has led Cherkasytransgas to roll out
this CH, emission reduction project to all of
its 23 compressor stations.'® This project also
provides a model for Byelorussian, Russian,
and other Ukrainian natural gas companies.

Mexico: PEMEX Project

In 2007 Mexico’s state oil company PEMEX
shifted from using wet seals to dry seals on
centrifugal compressors at compressor sta-
tions. As a result, Mexico has reduced 1 mil-
lion m* of CH, emissions per compressor per
year (there are approximately 60 compressors
in the PEMEX natural gas system). This re-
duction in CH, emissions is about equivalent
to 438 000 tonnes of GO, per year.

(iv) Recovery of methane from landfill

South Africa, Durban: Landfill-gas-to-
electricity Project — Mariannhill and La
Mercy landfills19

The project, begun in 2006, consists of an en-
hanced collection of landfill gas (LFG) at two
sites of the municipality of Durban and the
use of the recovered gas to produce electricity.
Avoided CH, emissions from the project are

'® Methane to Markets, Oil and Natural Gas System Methane
Recovery and Use Opportunities Fact Sheet 2 (March
2008), available at http://methanetomarkets.org/docu-
ments/oil-gas_fs_eng.pdf.

12 See full project description at http://cdm.unfccc.int/Proj-
ects/DB/TUEV-SUED1154520464.04/view http://cdm.un-
fccc.int/UserManagement/FileStorage/XM04ZWO0DZ09G-
543FEOS2HIO5JU91PJ.
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68 833 tonnes CO,e per year.”” This project
was the first of its kind in Africa (Strachan
et al., 2004). Four other LFG projects in South

Africa have since been initiated.?!

The project will be implemented on the
Mariannhill and La Mercy landfill sites.

The Mariannhill landfill is an active site
where waste will be deposited until 2024. It
extends over 49 hectares and receives 550

to 700 tonnes of waste per day. The second
landfill site, La Mercy, is an old landfill, re-
ceiving 350 tonnes of waste per day and has
about one million tonnes of waste in place.
The project will install 0.5 MW of electricity
generation capacity at each site linked to the
municipal grid. After successful installation,
and depending on gas availability, electricity
generation may be subsequently increased to
2 MW of combined capacity.

By displacing electricity from the grid the
project will reduce emissions related to coal-
fired power production that include SOy,
NOy, and PM. It will also reduce adverse im-
pacts related to the transportation of coal and
coal mining — air pollution, acid mine drain-
age, etc. Near the landfill sites the project
improves air quality by further reducing the
amount of landfill gas released into the atmo-
sphere, thus reducing the risk of exposure of
neighbouring residents to odour.

Mexico, Monterrey: SIMEPRODE/
BENLESA Biogas Capture Plant 22

In Mexico, CH, emissions from landfills
contribute to 10 per cent of the total human-
induced GHG emissions. In 2001, Monterrey;,
Mexico — a city of nearly 4 million people
that disposes over 4 500 tonnes of munici-
pal solid waste a day in the SIMEPRODE
landfill — explored an opportunity to capture
CH, for energy recovery while reducing CH,

20 CDM project document: http://cdm.unfccc.int/Projects/DB/
TUEV-SUED1154520464.04/view.

21 Detailed project documentation on the other 4 LFG
projects may be found at the UNFCCC Clean Development
Mechanism website: http://cdm.unfccc.int/Projects/pro-
jsearch.html.

22 SIMEPRODE http://seisa.com.mx/index.php?option=com_
content&task=view&lang=en&id=54&Itemid=65 (accessed
August 8, 2010).

emissions. A partnership between government
and a private company turned a liability into
an asset by converting LG into electricity

to help drive the public transit system by day
and light city streets by night.

Bioenergia de Nuevo Leén, S. A. de C. V.
(BENLESA) is the first renewable energy proj-
ect in Mexico using the biogas from a landfill
as fuel. The project is the result of a strategic
alliance between Bioeléctrica de Monterrey,

S. A., a Mexican-owned private company,
and the municipal government through
SIMEPRODE (System for Ecological Waste
Management and Processing), a decentralized
Mexican public entity.

Funded in part by a US§$ 5 million grant from
the Global Environmental Facility (GEF), the
BENLESA plant was opened in September,
2003, with a net capacity of 7 MW. The sec-
ond phase was inaugurated five years later.
With a US$ 7.5 million investment, the plant
has increased its capacity by 5.3 MW, going
from 7.42 to 12.72 MW.

The project generates significant environmen-
tal benefits, including abatement of GHGs.
Recently, the World Bank and Bionergia de
Nuevo Leon signed an emission reduction
purchase agreement equivalent to 1 million
tonnes of CO, for the increase in genera-
tion capacity. The first and second phase,
Monterrey I and II, have an installed capac-
ity of 12.72 MW and by February 2010 it
had avoided the release of more than 81 000
tonnes of CH,, equivalent to the reduction
in emissions of 1.7 million tonnes of CO,,
generating 409 MWh of electricity for

local users.

Moreover, as the SIMEPRODE landfill con-
tinues to expand, LFG generation is likely to
be able to fuel a 25 MW facility, planned for
completion by 2016. The expansion of Mon-
terrey II has already been registered under the
United Nations” CDM. In 2008 the estimated
reductions from flaring and energy displace-
ment totalled 36 881 tonnes CO,e (273 372
tonnes from flaring and 33 509 tonnes from
energy displacement).
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A plant like Monterrey 111, capable of
processing enough waste to generate up
to 17 MW, would require an investment
of US§ 1.2-1.5 million per MW. Other
Mexican cities and private companies
are studying LI'G potential as a cheaper
and cleaner alternative to the traditional
fossil fuels that generate most of
Mexico’s electricity.

(v) Livestock manure management

Brazil: Granja Becker GHG
Mitigation Project

In Brazil, a large GDM project in the state of
Mina Gerais seeks to improve animal waste
management systems (AWMS) at pig con-
fined-animal feeding operations (CAFOs) to
reduce the amount of CH, and other GHG
emissions associated with animal effluent.”
The core activity of the project is to replace
open-air lagoons, with ambient-temperature
anaerobic digesters, an AWMS practice that
produces far fewer GHG emissions through
the capture and combustion of the result-
ing biogas. CDM baseline methodology
AMO0016, ‘GHG mitigation from improved
AWMS in CAFOs’ (Version 2), was applied
to this project.**

Over the course of a 10-year emissions re-
duction crediting period, 20042014, the
project is predicted to reduce CH, and other
GHG emissions by a total of 50 580 tonnes
of CO.e.

India, Hyderabad: Three MW poultry
lLitter-based power generation project
This relatively small project, based in Andhra
Pradesh, India, will use poultry litter to gen-
erate electricity that will, in turn, power the
plant used to convert the CH, emissions to
electricity and provide surplus electricity to

2 CDM Executive Board, Project Design Form, Granja Becker
GHG Mitigation Project (December 9, 2005), available at
http://cdm.unfccc.int/UserManagement/FileStorage/MT-
3KUNDZSEL2050E2M0B3DB63S2MYP.

2 |d. at 12, available at http://cdm.unfccc.int/UserManage-
ment/FileStorage/CDMWF_AM_TJEACO7VPUASFJUDZ4W-
PXHTYQPASQ3.

the Andhra Pradesh state grid.* Two CDM
baseline methodologies are applicable to this
project: AMS-L.D, ‘Renewable electricity gen-
eration for a grid’ (Version 7), and AMS-IILE,
‘Avoidance of methane production from bio-
mass decay through controlled combustion’
(Version 7). During the emissions-reduction
crediting period, starting in 2006 and con-
cluding in 2012, the project is estimated to
reduce CH, and other GHG emissions by a
total of 460 558 tonnes of CO,e.

(vi) Rice paddies

Mitigating methane from Asia’s

rice paddies

The agriculture sector is responsible for ap-
proximately 13.5 per cent of global GHGs, a
significant portion of which are CH, (Foster
et al., 2007). About 12 per cent of global CH,
emissions or about 40 million tonnes annually
come from rice production. With more than
90 per cent of the world’s rice, reducing CH,
emissions from Asia’s rice paddies will be cru-
cial in mitigating global GHGs (Wassmann et
al., 2009).

The most dramatic changes in these practices
have been in China. At the start of the 1980s,
just one per cent of Chinese farmers drained
their rice paddies mid-season; two decades lat-
er nearly 80 per cent engaged in the practice.
Estimates suggest that this shift reduced about
five million tonnes of CH, emission from
China’s rice fields. Since a third of the world’s
rice and a fifth of the world’s rice-paddy area
is in China, the impact of these changes has
been significant (Li ez al., 2002).

Other drainage schemes have been used else-
where in Asia. In Japan, the term nakaboshi,
referring to mid-season 10-day drainage, is a
longstanding practice (Nagata, 2010). Drain-

25 CDM Executive Board, Project Design Form, 3 MW Poultry
Litter Based Power Generation Project, Hyderabad (June
30, 2006), available at http://cdm.unfccc.int/UserManage-
ment/FileStorage/7KJAROE20LWKHU103LQEYUC7WMZ2
ZK.

% |d. at 7, available at http://cdm.unfccc.int/UserManage-
ment/FileStorage/SJI52M6QXGKFNOZABTHDYPU789EV3C
and http://cdm.unfccc.int/UserManagement/FileStorage/
HXJBK40UFD5I6WYCL3EP8S7N10OGR2Q.

Integrated Assessment of Black Carbon and Tropospheric Ozone



age of continuously flooded paddies has also
become popular elsewhere in Asia such as the
Philippines and northern India. They have fur-
ther gained attention with the spread of a new
approach to rice cultivation known as the system
of rice intensification (SRI) that incorporates
intermittent drainage in a broader repertoire of
resource-conserving planting, soil, and nutrient
management practices (Uphoff, 2007).

There are several barriers to optimizing GHG
reductions from rice cultivation. One is that
while mid-season drainage brings down the
release of CH, it can increase nitrous ox-

ide (N,O) emissions — N, O is a GHG with

a GWP of 198. A second challenge is that
many farmers use rice straw from the previ-
ous season as fertilizer, a practice that can
increase CH, emissions because of higher soil
temperatures that typically follow intermittent
draining (Nagata, 2010).

Another set of obstacles is that measuring
reductions of emissions and developing base-
lines are difficult due to the host of factors
that impact CH4 production. Similarly, it is
difficult to establish that changes in cultivation
practices are additional to what would hap-
pen without support from external financing
mechanisms such as the CDM. A related set
of issues is that water saved is often used for
other rice fields leading to further emissions
(Wassman et al., 2000; Wassmann

et al., 2009).

Philippines: Mitigation within one
irrigation system

Bohol Island, one of the largest rice-growing
areas in the Visayas region of the Philippines,
has experienced declining productivity from
existing irrigation systems, affecting incomes.
The problem has been aggravated by the
practice of unequal water distribution and un-
necessary water use by farmers who insist on
continuous flooding to irrigate their rice crop.
The construction of a new dam was accom-
panied by a plan to implement a water-saving
technology called alternate wetting and drying
(AWD), developed by the International Rice
Research Institute (IRRI) in cooperation with
national research institutes. Visible success of
AWD in pilot farms and specific training pro-

grammes for farmers has helped to dispel the
widespread misperception of possible yield
losses in non-flooded rice fields. Adoption of
AWD facilitated improved use of irrigation
water and increased rice productivity. Using
the methodology of the IPCC, modification
of the water regime can reduce CH, emis-
sions by almost 50 per cent as compared to
rice produced under continuous flooding. The
Bohol case is an example of a new technique
that can increase the income of poor farmers
while decreasing GHG emissions.

2. Measures to reduce emissions
from incomplete combustion

(i) Measures to reduce emissions from
diesel vehicles: the use of DPFs

Chile, Santiago: A new emission
standard requires diesel particulate
traps for public transport buses

Like many cities in developing countries, San-
tiago suffers from high levels of air pollution,
especially of particulate matter (PM). In spite
of 20 years of emission-control measures that
have reduced ambient concentrations of fine
PM by half, the current levels are still almost
three times the WHO guideline of 10 pg/m?®
annual average. Even with increasingly strict
emission standards, mobile sources are re-
sponsible for 49 per cent of the primary emis-
sions, with public transport buses contributing
22 per cent.”’

The public transport in Santiago is privately
operated, with firms bidding for the rights to
operate different zones of the system. In Oc-
tober 2005, the Transantiago programme was
introduced, which brought the opportunity

to renew old buses. Although the emission
standard enforced was Euro III, operators
that included cleaner buses were rewarded in
the bidding process. This lead indirectly to the
introduction of the first buses with diesel par-
ticulate filters (DPFs) when one of the opera-
tors that had considered CNG buses, had to
desist because of the lack of natural gas, and
was forced to use diesel buses. To compensate

27 See http://www.conama.cl/transparencia/transparen-
cia2009/normativadoc/ModificaDSNo130NormaEmision-
buseslocomocionStgo.pdf.
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the different emission rates, the authority de-
manded the installation of particulate filters on
110 buses that have been operating since then.
Subsequently, in 2009, another operator in-
stalled filters on around 600 buses, a move that
was rewarded with the extension of its conces-
sion for two additional years.

This good experience with DPFs encouraged
the authority to adopt a new emission standard
for buses in January 2010, consisting of Euro
IIT with a particulate filter. Currently, from a
fleet of more than 6 200 buses, around 2 000
are equipped with a filter, and the number is
expected to rise to 2 500 by the end of 2011.
Due to the projected renewal of the fleet, it is
expected that by 2018 the whole fleet will be
equipped with DPFs. Analysis has shown high
benefit-to-cost ratios and significant improve-
ments in public health impacts.

It should be noted that the introduction

of filters in Santiago was possible because
low-sulphur diesel was available. The pro-
gramme to reduce sulphur started in 2001,
and now all diesel fuel in Chile meets 50 ppm
sulphur content.

(ii) Urban bus rapid transport systems
and metro systems

Responding to the twin urban priorities of
improving air quality and reducing congestion,
bus rapid transport systems (BRTs) are being
constructed around the world, reducing air
pollution from diesel buses, reducing conges-
tion and providing high-quality, low-cost trans-
port. BRT systems mitigate CO,, PM and BC
emissions while providing significant air-quality
and climate co-benefits. BRTs are up and run-
ning in major urban areas around the world in
Africa, Asia and Latin America. The BRT con-
structed in Johannesburg, South Africa, for the
2010 FIFA World Cup, for example, employs
Euro IV diesel engines with particulate traps —
significantly better than the national standard,
which is Euro III.

The CDM has approved a BRT methodol-
ogy. The Chongging Lines BRT in China is
requesting registration while the TransMilenio
BRT in Bogota, Colombia has been certified

for 246 563 tonnes CO,e per year.” The
Guangzhou, China, BRT, inaugurated in
February 2010, is the largest in the world,
daily serving more than 600 000 passengers
in the first BRT corridor alone. The TrasJa-
karta BRT in Indonesia and the TransMilen-
io BRT in Bogot4, two of the first and most
successful, are profiled below, along with
Metrobus in Mexico City.

Colombia, Bogota: TransMilenio BRT
During the 1990s rapid population growth
and an increase in automobile ownership

in Bogota resulted in extensive congestion,
bringing air and noise pollution, and traf-
fic accidents (Cohen ¢t al., 2008). In 1998

a long-term transportation strategy was
launched based on bus transit improvements,
restrictions on cars, and non-motorized
transportation. The core element is the
TransMilenio BRT system, based upon suc-
cessful experiences in Brazilian cities such as
Curitiba, and Quito, Ecuador.

The initial phase of TransMilenio, imple-
mented between 1998 and 2002, consists

of 41 km of exclusive busways, 61 stations,
470 articulated buses and 241 feeder buses,
providing a service to around 750 000 pas-
sengers cach day. Eventually the system is ex-
pected to extend to cover 388 km, but fund-
ing shortfalls have slowed the completion.

Today, TransMilenio local buses average
21 kph and express buses 32 kph — faster
than many developing-world metro sys-
tems. Travel times have been reduced by
32 per cent for system users and traffic
fatalities in the corridor by 88 per cent
(TransMilenio, 2006) while the city con-
sumes less energy, is less polluted and less
segregated both socially and in its use of
public space and transit.

Although air quality was not at the top of
the agenda for the system, it has improved.
Emission reductions were achieved by
replacing the old transit fleet, by improv-
ing bus transit operations, and through a

%8 See http://cdm.unfccc.int/Projects/DB/DNV-
CUK1159192623.07/view.
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modal shift from less efficient modes. For
example, measurements at a site in Av. Ca-
racas in 2000 and 2001 — before and after
launching the BRT — showed reductions

in SO,, NO_and PM  of 43 per cent, 18
per cent and 12 per cent respectively. To-
tal GHGs reductions have been estimated
at 134 011 tonnes CO,e/year (GEO-
LAC, 2010).

Currently the TransMilenio serves an aver-
age of 1.6 million passengers per day and
has reduced the use of bus fuel and associ-
ated emissions by more than 59 per cent
since 2001 by removing 7 000 small private
buses from the city’s roads. It has also re-
placed 1 500 old, polluting buses with a
new fleet. In 2008, TransMilenio became
the first large transportation project ap-
proved by the United Nations to generate
and sell carbon credits, bringing Bogota an
estimated US$ 100 million to US$ 300 mil-

lion so far.

Mexico, Mexico City: Metrobus BRT
The large and increasing size of Mexico
City coupled with its geographical charac-
teristics combine to cause intense air quali-
ty problems of both primary and secondary
pollutants. Despite successful abatement
action, Mexico City’s levels for PM and

O, still exceed WHO guidelines. In 1999,
the Metropolitan Environmental Com-
mission (CAM) contracted the Integrated
Program on Urban, Regional and Global
Air Pollution Program at the Massachusetts
Institute of Technology (MIT) to help de-
sign the new air quality management pro-
gramme, PROAIRE 2002-2010 (Molina
and Molina, 2002). Since mobile sources
are responsible for most of the air pollu-
tion, and the existing transport conditions
were regarded as poor with the average dai-
ly time required for personal travel estimat-
ed at 2.5 hours, improvement of transport
is an important component of the Mexico
City Air Quality Program. Metrobus was
officially opened to the public in June 2005,
as a part of PROAIRE 2002-2010 to im-
prove air quality and public health in the
city and as part of the Climate Action Plan
to reduce GHGs.

By introducing buses that operate on ultra-
low sulphur diesel fuel, the Metrobus system
has reduced CO, emissions from Mexico
City traffic by an estimated 80 000 tonnes
per year by removing hundreds of polluting
minibuses from the road, encouraging resi-
dents to leave their cars at home and stimu-
lating greater use of sidewalks and bicycles.
It is estimated that the addition of Line 3
(17 km) will further increase the number

of passengers to 600 000 and reduce GHG
emissions by 20 000 t/ year CO,e for a
total reduction of 100 000 t/ year CO,e.

In late September, 2009, Metrobus was of-
ficially approved by the UNFCCC to sell
carbon reduction credits on international
markets. It is only the second transportation
plan to win such approval, after Bogota’s
TransMilenio.

Indonesia, Jakarta: Jakarta BRT

In early 2004, the first line of Jakarta’s 15-
line BRT system opened for business. By
December 2007, Jakarta’s BRT was making
208 332 trips and carrying an average of

1 874 988 passenger-kilometres daily. About
11 per cent of the BRT’s passengers came
from private cars and 4 per cent came from
taxis, suggesting the BRT was responsible
for 7 500 avoided car trips daily.

The BRT saved passengers nearly one hour
on the first line (12.9 km), reduced air pollu-
tion and improved the transport infrastruc-
ture (Ernst, 2005; ITDP 2005; Matsumoto,
2007; Sutomo et al., 2010). These benefits
were generally greater on the BRT’s first
line than subsequent ones, though buses

on these ran on CNG which has lower

PM emissions.

(iii) Programmes to retire or replace
old, high emission diesel vehicles

China: Vehicle emission-standards
programmes

In the last decade, under the auspices of the
China Air Pollution Prevention and Control
Law, China has implemented a series of in-
creasingly stringent vehicle and fuel standards,
inspection and maintenance programmes,
and low emissions zones to improve air
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quality. Nevertheless, the rapidly growing
vehicle fleet poses a great challenge. With in-
dustry increasingly located away from the big
cities, motorized transportation has become
one of the leading contributors to PM, .
pollution, haze, smog, and other serious air
quality problems (Fahe, 2009; Hao, 2008).
Public health impacts range from increased
risk of premature death to a rising incidence
of respiratory and cardiovascular diseases.

Given the sheer magnitude of the growth in
the number of vehicles over the past decade,
the task of curbing the negative impacts of
vehicle emissions has taken on increased
importance. The first significant policies tar-
geting vehicle emissions were phased in with
the implementation of China I standards
for new light-duty vehicles” in Beijing and
Shanghai in 1999.

Despite the massive growth in vehicle stock
and activity, it is estimated that between
2000 and 2010, the cumulative emissions

benefit of the current programme over a no-
programme scenario has been 44.5 million
tonnes for total hydrocarbon (THC), 238.7
million tonnes for CO, 38 million tonnes for

of NO_and 7 million tonnes for PM,* re-
sulting in substantial public health benefits.
However, as noted earlier, China is delaying

the introduction of the level IV standards for

diesel vehicles (see Table A.5.3 and A.5.4)

because the availability of low sulphur (50
ppm) diesel cannot be guaranteed through-

out the country.

China: Vehicle labelling and scrappage

programmes

Consumer information and education is an

important component in a transport emis-

sion-control strategy and a vehicle emission

label is an increasingly popular tool for con-

sumer education. Emission labels attached

#Like many countries around the world, China has chosen to

mirror its vehicle and fuels programs after those set forth
by the European Union. In the Euro programme, the Arabic
numerals and Roman numerals denote standards for light-
and heavy-duty vehicles respectively; however, in China,
there is no official distinction, and Roman numerals are
used to represent both light- and heavy-duty standards.

% International Council for Clean Transportation. See: http://

www.theicct.org/.

to new cars before sales inform consumers
about the emission impact of a vehicle and
enable them to compare similar products
and make an informed purchase decision.
The application of such labels can also be
combined with fiscal incentives. Emissions
labels applied on in-use vehicles normally
facilitate the implementation of various
emission-control programmes such as the
introduction of low emission zones. Though
such labels provide less detailed informa-
tion than new car labels, they can also edu-
cate car owners and influence their use of
the vehicles.

In China, the concept of vehicle-emission
labels dates back to 1999, when Beijing first
introduced a yellow sticker for vehicles that
did not meet China I emission standards
(see Table A.5.3 and A.5.4). Following that,
a number of provinces and major cities
implemented environmental labels for mo-
tor vehicles, with a unique design for each
region. Then, in 2009 the Ministry of En-
vironmental Protection published a rule to
standardize the design of vehicle emission
labels across China. Table A.5.5 summarizes
the new standard, and Figure A.5.2 illus-
trates the labels that are used. The labels are
acquired at registration.

In June 2009, the Ministries of Envi-
ronmental Protection and Finance, the
National Development and Reform Com-
mission and six other government agen-
cies collaboratively initiated a one-year
nationwide consumer-subsidy programme
to phase out old and highly polluting ve-
hicles. Under the programme, vehicle own-
ers (private, governmental, or commercial)
who replace and scrap their qualified old
or yellow-sticker vehicles with new ones are
eligible for a one-time cash rebate rang-
ing from RMB 3 000 to RMB 6 000 (US$
426-925), depending on vehicle class. The
amount of subsidy was raised to RMB

18 000 (US$ 2 775) depending on vehicle
type in January 2010. Some local govern-
ments provided additional financial incen-
tives as well.
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Table A.5.3. China: emission standards for new' light-duty vehicle approval.

(ECE15 + EUDC chassis dynamometer test*)

Light-duty diesel vehicles

New model type approval

China Beijing Shanghai Guangzhou
1Jan 2000(T1);
China | 1Jan 2001(T2) ® 1Jan 1999
1 Jul 2004(T1);
China ll 1 Jul 2005(T2) 1Jan 2003 1 Mar 2003 1 Jul 2005
31 Dec 2007
(public buses and
China Ill ® 1 Jul 2007 taxis only) 1Sep 2006
China IV 1Jul 2010 1 Mar 2008 1Jun 2010

Light-duty gasoline vehicles

New model type approval

China Beijing Shanghai Guangzhou
1Jan 2000(T1);
China | 1Jan 2001(T2) 1Jan 1999
1 Jul 2004(T1);
China ll 1 Jul 2005(T2) 1Jan 2003 1 Mar 2003 1 Jul 2005
31 Dec 2007
(public buses and
China lll ® 1 Jul 2007 31 Dec 2005 taxis only) 1 Sep 2006
China IV 1Jul 2010 1 Mar 2008 1 Nov 2009 1Jun 2010

t Standards for existing models typically implemented one year later than standards for new models.

*  Speed points are mostly the same as in the ECE15 test cycle (formulated by the Economic Commission for Europe) and
EUDC (the extra-urban drive cycle in the EU) cycles, except for some transient speed points.

a- Type 1 M1 light-duty vehicles (LDVs) carry no more than 6 seats and weigh no more than 25 tonnes; T2-other
non-type 1 LDVs.

b - The China lll standard was supposed to be effective in 2007 for all new vehicle type approval, but a transition period of
one year was allowed, so all approved vehicles could still be sold until 2008 (Jan for heavy-duty vehicles [HDVs] and July
for LDVs).

. 221

Chapter 5. Options for policy responses and their impacts .



222

Table A.5.4. China: emission standards for new' heavy-duty vehicle type approval*

Heavy-duty diesel vehicles

New model type approval

China Beijing Shanghai Guangzhou
China l 1 Sep 2000 1 Jan 2000
China ll 1 Sep 2003 1Jan 2003 1 Mar 2003 1 Jul 2005
China Il ® 1 Jan 2007 30 Dec 2005 31 Dec 2007 1 Sep 2006
China IV © 1Jan 2010 1 July 2008 ® 1 Nov 2009 1Jun 2010
Heavy-duty gasoline vehicles

New model type approval

China Beijing Shanghai Guangzhou
Chinall 1 Jul 2002 1Jul 2002
China ll 1 Sep 2003 1 Sept 2003
China lll 1 Jul 2009 1 Jul 2009
China IV 1Jul 2012

1t Standards for existing models typically implemented one year later than standards for new models.

*  China follows the same test cycle schedule as the EU but uses the Japan05 test for durability in Euro Ill and later models.

a - Requires on-board diagnostics for NO,.

b - The China lll standard was supposed to be effective in 2007 for all new vehicle type approval, but a transition period of one
year was allowed, so all approved vehicles could still be sold until 2008 (Jan for HDV and July for LDV).

¢ - In Beijing, China IV covers diesel public buses and diesel trucks used for postal and public sanitary (garbage collection) ser-
vices; in Shanghai, it covers those categories regulated under China IV in Beijing plus construction trucks.

Beijing estimates that it has eliminated about
120 000 yellow-labelled vehicles as of July
2010, with only about 20 000 remaining.
Unfortunately, anecdotal evidence indicates
that only about half of these vehicles have
truly been scrapped while the other half
have likely been sold into other provinces.
This experience shows the need for a nation-
al scrappage effort.

Of the 64 million 4- or more-wheeled mo-
tor vehicles operating in China today, 18
million are pre-China I gasoline vehicles or
pre-China III diesel vehicles without particle
control equipment (diesel oxidation catalysts
or PM filters). These vehicles are estimated to
be responsible for about 75 per cent of total
exhaust emissions from all vehicles.”

31 Ministry of Environmental Protection News, August 18,
2008, online, http://www.vecc-mep.org.cn/news/news_de-

(iv) Transportation planning: low
emissions zones (LEZs)

A growing number of cities around the
world have implemented low emissions zones
(LEZs), often in conjunction with congestion
charging schemes, to address the twin prob-
lems of air pollution and congestion.

U.K., London: low emissions zone and
congestion charging

London has operated a LEZ in parallel with
the congestion charging zone since 2008. The
LEZ covers a broader geographic area to ad-
dress the regional impacts of air pollution,
levying a €220 (US§ 320) charge on vehicles
heavier than 3.5 tonnes that do not meet
emission standards (Pike, 2010).

tail. jsp?newsid=34386.
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Table A.5.5. Definition of China’s vehicle emission labels

Vehicle Type Minimum requirement for green label otherwise a yel-
low label is used
Petrol Meet China I Standard
4-wheelers
Diesel Meet China III Standard
Motorcycles / Scooters Meet China III Standard
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Figure A.5.2. Green and yellow vehicle labels.

The London congestion charging system was
implemented in 2003 primarily to reduce
congestion. It has cut congestion from the
original cordon by 20 to 30 per cent (70 000
fewer cars per day). Garbon dioxide emissions
dropped 15-20 per cent, and PM,  and NO,
dropped 10 per cent according to the Cen-
tral London Congestion Charging Impacts
Monitoring Sixth Annual Report (TfL, 2008).
This is important because London exceeds
European standards for NO, and PM | chiefly
at roadside locations. Transportation is the
largest sources of both, including tailpipe
emissions and brake and tire wear (Mayor of

London, 2009).

Milan has also implemented an LEZ for
passenger vehicles in January 2008, result-
ing in emission reductions of PM , NO, and
CO, by 14 to 23 per cent. Both Beijing and
Berlin ban passenger cars with inadequate
emission controls, and Germany also charges
variable truck per-kilometre tolls based on
emission control levels. The Berlin LEZ is
discussed below.

Germany, Berlin: Low emissions zone
EU ambient air quality limits for PM  and
NO, have been exceeded in Berlin. Thus, like

many other EU cities, Berlin was required to
devise an air-quality compliance plan. Two
source apportionment studies indicated that
vehicle traffic was the predominant source

of PM, , PM, . and NO, pollution. Hence, a
LEZ was introduced, in order to curb road
traffic emissions by imposing a selective traf-
fic ban on the most polluting vehicles, in
particular Diesel. So, the LEZ was expected
to reduce BC emissions drastically, creating
benefits both for human health and climate
protection. Equally important, the LEZ was
adopted in the context of a citywide planning
process for a sustainable transportation policy,
which aimed to reduce vehicle traffic and re-
duce air pollution and CO, emissions.

It was determined that providing economic
incentives to retrofit diesel vehicles with par-
ticle filters would not by itself be enough

to accelerate the adoption rate needed to
achieve the air quality and climate mitiga-
tion goals, thus the LEZ was introduced.

The LEZ has not reduced traffic per se, but it
has significantly increased the incentive to ret-
rofit vehicles with after treatment technologies
including particle traps.
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sticker:
~—
minumum Euro 2, Euro 3, Euro 4,
criteria for or Euro1 or Euro 2 Euro 3 plus
Diesel vehicles |plus particle | plus particle |particle filter
filter filter
ban for Diesel 1992 1996 2000
vehicles older than
minimum citeria Euro 1 plus
for petrol cars catalytic
converter

Figure A.5.3. Berlin vehicle labelling scheme.

The German government adopted a national
labelling scheme that provides the basis for
the control of the LEZ. The scheme, in force
since March 2007, introduced four pollu-
tion classes according to the emission criteria
shown in Figure A.5.3.

Vehicles not meeting any of these criteria be-
long to pollution class 1. They cannot be ex-
empt from any traffic ban. Two-wheelers, vin-
tage cars, off-road vehicles, police, fire brigade
and emergency vehicles are exempt from the
scheme. Diesel vehicles retrofitted with a par-
ticle trap can be upgraded into a higher pollu-
tion class depending on the filter efficiency.

The minimum filter-efficiency criterion for
passenger cars and LDVs needs to be at least
30 per cent, while a particle trap for HDVs
must remove between 30 and 50 per cent of
the particle load for unregulated systems and
at least 90 per cent for regulated Continuously
Regenerating Trap systems.

In Stage I, from 1 January 2008 only red,
yellow and green labelled vehicles were al-
lowed in the LEZ. In Stage II in 2010, ve-
hicles entering the LEZ had to have a green
label. The LEZ covers the city centre area of
85 km? with more than 1.1 million residents,
delimited by the local railway ring. By mid
2011 more than other 40 towns and cities in
Germany introduced a LEZ.*

32 For details see www.lowemissionzones.eu.

(v) Fuel switching from diesel to
compressed natural gas (CNG)

Municipalities from New Delhi and Mumbai,
India, to Manila, Philippines, Mexico City

and Rio de Janeiro, Brazil, have switched their
vehicle fleets to natural gas fuel. When diesel
vehicles, especially heavy-duty vehicles are con-
verted to CNG, PM emissions can be reduced
by one or two orders of magnitude (Rabi,
2002). The New Delhi and Pakistan CNG fuel-
switching experiences are profiled here.

New Delhi: Fuel-switching to
compressed natural gas

Rapid increases in the number of vehicles,
kilometres driven and the poor condition of
many vehicles are major contributors to New
Delhi’s poor ambient air quality. By order of
the Supreme Court of India between 2001
and 2003 all public transport vehicles in New
Delhi were required to switch to CNG. The
fuel switching policy was driven by air quality
concerns but can also have significant climate
co-benefits.

The court order mandating the fuel switch-
ing programme — made in direct response to
a citizen petition — required that the entire
public transportation fleet be converted to
run on natural gas, including buses, taxis and
rickshaws (3-wheeled motorcycles). Although
the switch was scheduled to be completed by
2001, technical difficulties with retrofitting so
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many vehicles and the limited number of nat-
ural gas fuelling stations delayed completion
until 2003 (Reynolds and Kandlikar, 2009).

The entire New Delhi public transport fleet,
with more than 130 000 vehicles, is now oper-
ating on CING. There are plans to expand this
policy significantly across many other cities in
the country, from about 35 cities currently to
200 cities by 2015.

A 2009 analysis indicates that the New Delhi
public transportation fuel switching pro-
gramme resulted in a dramatic reduction in
PM and BC emissions from buses. While the
initial thrust was on retrofitting the diesel
engines in buses with CNG engines, the new
vehicles being added to the fleet are based on
new CNG engines.” Further, a number of
private cars also converted to CNG due to the
price differential.

Methane emissions both from leakage from
CNG vehicles and as a component of the ex-
haust from both liquid-fuel and CNG vehicles
1s an acknowledged disbenefit of the fuel
switching programme, but there are techni-
cal solutions available including maintenance
programmes to tune engines for low emis-
sions, and three way catalytic converters to
reduce CH, emissions. New CNG engines,

or improved retrofits, may qualify under the
CDM; these CH, emissions would meet ad-
ditionality requirements and be verifiable CH,
carbon credits.

A number of other cities have subsequently
developed action plans for air pollution con-
trol that include fuel switching in the transport
sector as a major component.

Pakistan: Compressed natural gas fuel-
switching

In the 1990s, the rise in international energy
prices led Pakistan to initiate a fuel substitu-
tion programme in the power and transport

33 State of Environment report for Delhi, 2010, Department
of Environment and Forests, Government of NCT of Delhi.
Available at http://www.delhi.gov.in/wps/wcm/con-
nect/environment/Environment/Home/Achievements/
Ambient+Air+Quality, accessed on October 13, 2010.

sectors (Farah, 1998, Government of Paki-
stan, 2003, Raza et al., 2010). The programme
resulted in a dramatic increase in CNG fuel
use. GNG currently accounts for 15.2 per cent
of all road transport fuels and there are more
than 2 700 CNG stations across Pakistan.
Rich national natural sources of CNG were
clearly a driver behind its acceptance in Paki-
stan. Additionally, several government promo-
tional policies contributed to the fuel’s rapid
introduction and spread in Pakistan’s market.
These included a deregulation of CNG pric-
es, investment in CNG machinery, and targets
for an increase in CNG stations/vehicles.

The increased use of CNG has had sizable
effects on short-lived warming agents. A study
conducted jointly by the United Nations De-
velopment Programme (UNDP) and Energy
Conservation Centre’s (ENERCON) and the
government of Pakistan suggests that there
have been significant reductions in PM and
modest reductions in CO,, CO, NO, and
hydrocarbons from using CNG rather than
petroleum. A study conducted under the aus-
pices of the Hydrocarbon Institute of Paki-
stan suggests that “large scale use of natural
gas vehicles will emit less photo-chemically
reactive HC and Volatile Organic Carbons
(VOGs) and lower NO, SO, that will result
in significant reductions in O, formation in
urban areas.”

There were initially many challenges to intro-
ducing and increasing CNG use in Pakistan.
Consumers were at first hesitant to use a gas-
cous fuel while oil marketing companies were
unwilling to let an alternative fuel challenge
their hold on the market. Investor reluctance
to finance new technologies for the domestic
market required CING station equipment and
conversion kits to be imported. In some cases,
the promotional policies discussed above
helped overcome these barriers. In other
cases, the public acceptance of CNG grew
over time. Broad government and public sup-
port have led to plans to substitute CNG for
diesel (currently accounting for 71 per cent of
transport fuels).
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(vi) Industrial facilities — traditional
brick kilns and coke ovens

Mexico, Ciudad Juarez: brick-

makers’ project

In Mexico, as in other developing countries
around the world, small-scale traditional brick
kilns are a significant informal sector source
of urban air pollution. According to the Mex-
ican Natural Resources Ministry (known by
its Spanish acronym SEMARNAT), there are
approximately 20 000 traditional brick kilns
in Mexico — many large cities support several
hundred kilns. Bricks are generally fired in
small, one-chamber kilns that use various
types of fuels. Firing can last for up to twenty-
four hours; often kilns are fired with a mix of
cheap, highly polluting fuels including plastic
refuse, used tires, manure, wood scrap, and
used motor oil. As a result, in some cities, they
are a leading citywide source of air pollution.
Moreover, they are a serious health hazard to
the residents of the poor neighbourhoods that
typically host brickyards, as well as to brick
makers themselves (Blackman et al., 2000).

In Ciudad Juarez, there were approximately
350 brick kilns that are one of the leading
contributors to air pollution in the Ciudad
Juarez-El Paso area. They emit large quanti-
ties of PM, CO, VOGCs, NO,, SO,, and heavy
metals (Blackman and Bannister, 1998).

A typical traditional kiln in this region is open
topped and fired with scrap wood as the dom-
inant fuel. New kiln designs attach two kilns
constructed approximately three meters apart
via an underground channel (Figure A.5.4).
The double-kiln design filters the toxins from
the exhaust. Importantly, the kilns use the
same materials and construction techniques
known to the brick makers, facilitating adop-
tion of the new kiln design (Marquez, 2002).
The new design improves fuel efficiency by
more than 50 per cent, emissions of pollut-
ants are reduced by 80 per cent, firing time
by 30 per cent, and the process is less labour
intensive (TCEQ, 2002; Bruce et al., 2007). A
cost-benefit analysis by Blackman et al. (2000)
shows very significant net benefits to mortal-
ity (over 80 per cent of the benefits) and to
morbidity for control strategies using kilns

with new design Marquez kilns or cleaner fuel
(natural gas).

El Paso Electric (EPE) just across the United
States’ boarder in Texas paid for emissions
testing and is funding the construction of
many of these kilns. An important achieve-
ment of the Ciudad Juarez Brickmakers'
Project has been to construct a broad base of
institutional support that cuts across national
and sectoral boundaries and employs low-tech
solutions to fundamental health concerns in
the developing world.

Vietnam: Air quality management for
brick manufacturing village

The brick industry in Vietnam is growing
rapidly at around 10 per cent per year (Co e
al., 2009), largely in the non-state, or infor-
mal, sector. It is typically small scale, virtually
unregulated and mainly concentrated in ru-
ral and peri-urban areas (Singh and Asgher,
2005). Adverse environmental and health
effects from brick manufacturing are consider-
able, in particular significant PM air pollution
(Le and Kim Oanh, 2010). Often brick kilns
are located in agricultural fields near com-
munities hence emissions affect human health
and the crop yield. The emissions can also be
transported over large distances, causing re-
gional scale effects.

A wide range of brick kilns are used in
Vietnam including vertical kilns, annular
kilns, and tunnel kilns (Dung and Son, 2004;
RERIC, 2003). The most popular is still the
traditional open-topped vertical kiln that is
small and low-cost. The second most popular
is the traditional-improved brick kiln with a
fixed chimney. Coal briquettes, made from
coal particles and different types of bind-
ing materials, are commonly used as fuel.
Advanced kilns such as tunnel kilns and ver-
tical-shaft brick kilns have high initial capital
investment requirements, thus their market
share is still small. These advanced kilns are
made available through financial support
from international cooperation that aims to
stimulate the development of brick produc-
tion technology.
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Figure A.5.4. Left: Firing of a conventional kiln in Ciudad Juarez, Chihuahua, Mexico (Photograph courtesy of
Robert Marquez). Right: Firing of a Marquez kiln in Ciudad Juarez, Chihuahua, Mexico. (Photograph courtesy of
Alba Corral Avitia).

A project to monitor and reduce air pollution
from brick kilns in the Song Ho village of the
Bac Ninh Province in the Red River delta
demonstrates how a combination of regula-
tion, international finance, monitoring and
technology transfer can improve air quality.
In January 2007 the village had 45 operat-
ing kilns, an increase of 10 kilns compared to
2006, of which 90 per cent were traditional-
improved kilns and the rest were traditional
open-topped ones. No air pollution-emission
control devices were used in any kiln in the
village. Generally coal of low quality was used
as there was no effective regulation for this.

High air pollution emissions from brick kilns
are believed to damage the surrounding

rice paddies hence brick manufacture in the
Thuan Thanh district is banned during from
March to September each year to protect the
rice crops (AIRPET-VN, 2007).

The project designed a simple limestone
scrubbing-emissions control device and a pilot
scale device was applied to a kiln to demon-
strate its use (Co et al., 2009). The system was
simple, cheap and easy to install and operate.
If this simple scrubber that removes 50 per
cent of the SO, generated is applied then the
maximum number of simultaneously oper-
ated kilns in the village could be increased

to 14 while keeping ambient SO, lower than
national ambient air quality standards (AIR-

PET-VN, 2007).

The current ban on brick production from

March to September each year certainly
affects the income of brick owners and
their employees. If a kiln has implemented
emission-reduction measures it then it could
be allowed to operate even during the rice
growing period provided the total brick-kiln
impact on air pollution was acceptable. This
would give the kiln owners economic incen-
tives to invest in the control-device installa-
tion and operation. Co et al. (2009) analysed
the emission-fee scheme and showed that
the total cost for the control device (opera-
tion and equipment depreciation) would be
US$ 230—240 which is only 0.8 per cent of
the gross income per batch. Thus, applica-
tion of an appropriate fee would provide in-
centives to kiln owners and encourage them
to use the emission control devices.

(vii) Improved cookstoves in
developing countries

In South Africa, to address both the indoor
and outdoor effects of air pollution from coal
cookstoves the Department of Environmen-
tal Affairs and Tourism (DEAT) initiated the
Clean Fires Campaign and successfully pro-
moted the use of an alternative fire lighting
methodology, known as Basa njengo Magogo
(BNM), that has been demonstrated to signifi-
cantly reduce emissions from traditional stoves
(Figure A.5.5). In addition to demonstrating
the new technology, the campaign raised
awareness of the health impacts associated
with smoke emissions.
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Figure 5.5. Basa njengo Magogo: Comparative smoke emissions from the Basa njengo Magogo fire
(left) and a fire ignited with the bottom-up method (right), using traditional D-grade coal. (Source:

CSIR Environmentek (2005))

The alternative methodology uses the same
stove and the same fuel, just stacked different-
ly to create a top hot-zone that burns off the
smoke before it is released. In the normal bot-
tom-up coal fire ignition process, the smoke
rises through the cold coals and escapes. In
the top-down ignition process, the smoke rises
through the hot zone and burns away.

In a controlled laboratory experiment initi-
ated by the Department of Minerals and
Energy, PM emissions (measured as total solid
particulate) from coal in the BNM fires were
on average 87 per cent less than in the con-
ventional bottom-up fires. Sulphur dioxide
emissions were identical and correlated with
the sulphur content of the coal.

In addition to the benefits of lower emissions,
the new methodology significantly improved
cooking times, both reaching cooking tem-
perature faster and boiling water more rapidly
than the traditional method. The BNM top-
down ignition uses approximately 1 kg less
coal to reach cooking temperature than the
traditional bottom—up method. This translates
into a cost savings of approximately US$ 4
per month (Blackman ¢t al., 2000).

(viii) Open burning of
agricultural waste

Vietnam: Non-burning alternatives for
rice straw management

Field open burning of rice straw after harvest-
ing is commonly practiced to clear land for
faster replanting, control of weeds and pests
and to return some nutrients to the soil. This
field burning emits a large amount of toxic
air pollutants (PM and inorganic and organic
gases) and GHGs (Andreae and Merlet,
2001; Kim Oanh et al., 2010) that affect lo-
cal air quality and regional/global climate.
The emissions from rice straw-field burning
have been reported to cause high personal
exposure in many parts of the world (Wu et
al., 2006, Torigoe et al., 2000, Tipayarom
and Kim Oanh, 2007). Projected increase in
the rice production means air pollution from
field burning could increase if no measures
are taken.

Despite its potentially high contribution to air
pollution in Asian cities (Kim Oanh

et al., 2006), this important emission source 1s
often overlooked in air-quality management
practices. In Thailand 21.9 million tonnes of
rice straw are produced annually (Warneke

et al., 2009); almost half is burnt in the field.
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Thailand ratified the ASEAN Agreement on
the Transboundary Haze Pollution in July
2003, which committed the country to initiate
a master plan for controlling the open-burn-
ing of agricultural residues. For rice straw, a
field composting solution had been introduced
which aimed at ploughing the straw back into
paddy soil for degradation. This requires a
prolonged composting period that delays the
crop replanting. Also, the appropriate plough
is costly. Therefore, most farmers still prefer to
burn their rice straw in the field.

Other non-burning alternatives exist that pro-
mote off site uses of rice straw. These require
its collection from paddy fields and transpor-
tation to the use sites. Collection, however, is
time and labour intensive due to a large vol-
ume of uncompressed straw spread over wide
paddy areas. The bulky straw is also difficult
to transport and store. Introduction of baler
equipment which can remove most above
ground biomass and produce compressed
bales can overcome these difficulties; the baler
operates on paddy fields 2—3 days after har-
vesting and hence can clear land quickly to
replant the crops.

Packed rice-straw bales are of in demand as
livestock feed, and local gardeners use it for
mulching vegetables and fruit trees. Moreover
rice straw is a medium for mushroom cultur-
ing that can be conducted at the household
level to generate income for poor rural wom-
en. Local farmers also earn additional income
from selling the straw. Other uses of collected
rice straw are also being promoted in Asia,
including traditional uses in handicrafts and
as construction material.**

3 For more information see http://web.worldbank.org/exter-
nal/projects/main?Projectid=P114893.
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There are multiple reasons for controlling
emissions of black carbon (BC) and precur-
sors of tropospheric ozone (O,). These emis-
sions affect human well-being in many ways,
altering climate and degrading air quality,
with consequent effects on issues such as hu-
man health, water supply, agricultural yields,
and sea-level rise. The effects of emissions of
these compounds up to the present day have
been large, contributing a substantial fraction
of the warming experienced to date, especial-
ly in the northern hemisphere. Hence, there
have been many suggestions that in principle,
control of these emissions could be a useful
way to mitigate near-term climate change, as
they are short-lived, and their control would
improve human health (e.g. (Shindell ez al.,
2008; Jacobson, 2010; Hansen et al., 2000;
West et al., 2007)). Here, the scientific under-
standing of black carbon and tropospheric
ozone has been assessed, and then the results
of that assessment used to quantify the poten-
tial impact of specific, practical emission con-
trol measures that could be implemented with
current technology or through behavioural
change. As multiple compounds are usually
emitted simultaneously, the impacts of the
measures are examined taking into account
all the co-emitted pollutants from a particular
source. Hence climate impacts examined here
are based on all pollutants that affect climate
(gases and particles) and the health impacts
considered include the effects of O, and of all
components of fine particles (PM, .). Agricul-
tural impacts include only the effects of O,.

6.1 Assessment of the science

The Assessment finds that methane (CH,)
emissions are expected to increase in the
future despite current and planned regula-
tions. The projected increase in fossil fuel
production — expanded coal mining and oil
and gas production — is the primary driver of
a projected increase in global anthropogenic
CH, emissions of more than 25 per cent

from 2005 to 2030. Additional contributions
come from a growth in agricultural activities
and municipal waste generation. In contrast,
global emissions of BC, organic carbon (OC)
and carbon monoxide (CO) are projected to
remain relatively constant to 2030. This is

in part because the expected improvements
from the more efficient combustion of solid
biofuels will be offset by continued economic
growth. The regional trends vary, however,
with decreases in North America, Europe and
Northeast and Southeast Asia being balanced
by increases in Africa and South, West and
Central Asia.

Turning to specific sources, the emissions
from residential biomass combustion are ex-
pected to become more important than they
are today. Because efforts to curtail BC and
OC emissions from transport and industrial
sources are projected to be increasingly suc-
cessful, leading to the reductions in emissions
in North America, Europe and East Asia, the
residential use of traditional biofuels in the
developing countries of Asia and Africa will
dominate global emissions of carbonaceous
aerosols, contributing nearly half of BC emis-
sions and about two-thirds of OC emissions
by 2030. Another large contributor to global
emissions of carbonaceous acrosols and O,
precursors is open biomass burning. Recent
estimates suggest that forest fires along with
savannah and grassland burning (excluding
agricultural burning) contributes about half
of total global BC and two-thirds of OC
emissions. It is not known how these emissions
will change in the future, and for this Assess-
ment they are assumed to remain constant at
today’s levels. Open biomass burning can be a
key contributor if it occurs close to a sensitive
area such as the Arctic or the Himalayas, so
the regional emission distribution is important.

The assessment of physical science finds that
substantial uncertainty exists in the climate
impact of BC at the global scale. Black car-
bon influences climate directly through the
absorption of sunlight, and indirectly both
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by changing cloud cover and by darken-

ing snow and ice. The overall effective net
preindustrial to present-day radiative forcing
is likely to be positive and in the range of 0 to
1 W/m?. Forcing from tropospheric O, is es-
timated to be about 0.35 W/m?, with a much
smaller uncertainty range of about 0.1 W/m?.

Ozone is not an emitted pollutant and there-
fore it is appropriate to attribute the radiative
forcing by O, to the precursor emissions of
CH,, CO, non-methane volatile organic com-
pounds (VOCs) and nitrogen oxides (NO,).
Two thirds of the O, radiative forcing to date
can be attributed to the increase in atmo-
spheric CH, over this period, and hence CH,
emissions are responsible for the increase.
Carbon monoxide and non-methane volatile
organic compound emissions contribute to
warming through their effects on both O,
and CH,. Scientific understanding of the im-
pacts of CH, emissions in particular is high,
and therefore the uncertainty in the climate
response to reductions in GCH, emissions is
relatively small.

The assessment of impacts finds that several
lines of evidence suggest that increases in
burdens of BC and tropospheric O, over the
20th Century have led to global mean warm-
ing of around 0.1 to 0.8°C due to BC and 0.2
to 0.4°C for O,, with larger contributions in
the northern extra-tropics (30° to 90° N). It

is very likely that BC induces a net warming
effect in the Arctic, and may have caused a
warming as great as 0.5 to .4°C there, with
another 0.2 to 0.4°C warming due to increas-
esin O,, over this period. The large response
to BC in the Arctic comes about, in part, be-
cause snow and ice-covered regions exposed
to sunlight (for example, summer Arctic sea-
ice), due to their high reflectance, are uniquely
prone to significant climate responses to BC
both within the atmosphere and near-surface
snow and ice. Any mixture of BC and co-
emitted OC exerts a warming influence over
pure snow even though some BC+OC mix-
tures may cause cooling at the global scale.

Similarly, glaciers and seasonal snowpack in
the Himalaya/Tibetan Plateau/Hindu Kush/
Karakoram region may be quite sensitive to

BC. These frozen waters help provide fresh-
water to a large number of people and are
proximal to, though not always downwind of]
large BC sources from South and East Asia. A
small, but growing, body of peer-reviewed lit-
erature suggests that BC is driving significant
warming and melt in this region.

The assessment of air quality impacts found
that up to 4.4 million premature deaths in
2005 globally were caused by outdoor air pol-
lution, with an additional ~1.6 million prema-
ture deaths due to respiratory diseases associ-
ated with indoor solid-fuel smoke exposure
(biomass and coal). The latter is likely to be
an underestimate since one of the largest ef-
fects, cardiovascular disease, is not included in
the shown values due to a lack of epidemio-
logic studies. Hence, reducing emissions from
indoor biomass combustion, which includes
both PM and O, precursor gases, will produce
considerable health benefits, as will controls
on emissions leading to outdoor O, and PM
pollution. Around 50 per cent of the world’s
population, 3.2 billion people, depends on
solid fuels.

Changes in global ecosystem net primary
productivity caused by O, damage have a
substantial impact on carbon (C) sequestra-
tion in ecosystems and hence climate. Results
from a large number of experimental studies
to assess O, impacts on ecosystems strongly
suggest that reductions in elevated O, con-
centrations could lead to substantial increases
in the net primary productivity of sensitive
global ecosystems and, thus, have a substantial
impact on C sequestration. While most stud-
ies to date have been at the local or regional
level, a global modelling study has shown that
reduction in C sequestration caused by O, im-
pacts on vegetation could double the effective
climate impact of tropospheric O,.

6.2 Identifying measures and
assessing their impacts

The scientific evaluation concluded that cur-
rent knowledge provided ample evidence

that, in principle, reductions in emissions of
BC and tropospheric O, precursors could be
beneficial in both mitigating climate change
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Table 6.1. Measures that mitigate climate change and improve air quality and have a large emission

reduction potential®.

Measure

Sector

CH, measures

Extended pre-mine degasification and recovery and oxidation of CH, from ventilation
air from coal mines

Extended recovery and utilization, rather than venting, of associated gas and
improved control of unintended fugitive emissions from the production of oil and
natural gas

Reduced gas leakage from long-distance transmission pipelines

Extraction and
transport of fossil
fuels

Separation and treatment of biodegradable municipal waste through recycling,
composting and anaerobic digestion as well as landfill gas collection with
combustion/utilization

Upgrading primary wastewater treatment to secondary/tertiary treatment with gas
recovery and overflow control

Waste management

Control of CH, emissions from livestock, mainly through farm-scale anaerobic
digestion of manure from cattle and pigs

cook stoves in developing countries*?3

Agriculture
Intermittent aeration of continuously flooded rice paddies
BC Group 1 measures (affecting BC and other co-emitted compounds)
Diesel particle filters for on- and off-road vehicles and associated emissions and fuel
Transport
standards as part of a Euro 6/VI package
Replacing coal by coal briquettes in cooking and heating stoves
Pellet stoves and boilers, using fuel made from recycled wood waste or sawdust, to
replace current wood burning technologies in the residential sector in industrialized . .
- Residential
countries
Introduction of clean-burning biomass stoves for cooking and heating in developing
countries*3
Replacing traditional brick kilns with vertical shaft kilns and with Hoffman kilns
Replacing traditional coke ovens with modern recovery ovens, including the Industry
improvement of end-of-pipe abatement measures in developing countries
BC Group 2 measures (affecting BC and other co-emitted compounds)
Elimination of high-emitting vehicles in road and off-road transport Transport
Ban of open burning of agricultural waste? Agriculture
Substitution of clean-burning cookstoves using modern fuels for traditional biomass . .
Residential

'There are other measures than those identified that could be implemented. For example electric cars would
have a similar impact to diesel particulate filters but these have not been widely implemented yet; also forest fire
controls could be important but are not included due to the difficulty in establishing the proportion of fires that

are anthropogenic.

2Motivated in part by its effect on health and regional climate including areas of ice and snow.
3For cook stoves, given their importance for BC emissions, two alternative measures are included.
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and improving human well-being. Studies had
thus far virtually all looked at the effects of

all emissions of a particular compound or all
emissions from a particular source. However,
policy-makers would benefit from informa-
tion on the climate- and air-quality impacts of
specific measures that might actually be put
into effect, and these had not been adequately
evaluated. Hence the Assessment team decid-
ed that new analyses were needed to fulfill the
goal of providing policy-relevant information
on BC and tropospheric O,.

The approach of this Assessment has been
to deliberately choose a set of measures that

would deliver both climate and air-quality
benefits. Sixteen measures were selected to
optimize global climate change mitigation
(Table 6.1). It is important to realize that these
measures are not necessarily the ones that
would have the largest impact on regional cli-
mate in any particular location, nor cause the
largest improvements in regional air quality.

The cost of implementing the measures
was also not considered, nor was the rela-
tive difficulty of implementation — it was
assumed that, in general, emissions controls
were implemented everywhere in the world
to the maximum extent technology allows.

Temperature (°C) relative to 1890-1910

IYIYIYI‘IIYI'Illllllllllllll'llll

Reference

CO, measures
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CH,+ BC measures

CO, +CH,+
BC measures

llllllllllllllllllllllll

s | i M M L | i

1900 1950

2050

Figure 6.1. Observed temperature change through 2009 and projected temperature changes thereafter under

various scenarios, all relative to the 1890-1910 mean.

Shaded backgrounds show zones beyond 1.5°C and 2°C. Observations are from (Hansen et al., 2006). Results for
the four future scenarios are the central values (see Box 6.1) calculated on a combination of the assessed impact
of individual processes and pollutants and composition-climate modeling (see Appendix A.4.1). Uncertainty
ranges for 2070 are shown in the bars on the right, and include uncertainties in radiative forcing and climate
sensitivity. A portion of the uncertainties is common to all scenarios, so that overlapping ranges do not

mean there is no difference (for example, if climate sensitivity is large, it is large regardless of the scenario, so
temperatures in all scenarios would be towards the high end of their ranges). BC Group 1 measures include five of
the seven measures, excluding the measures on pellet stoves and coal briquettes see (Table 6.1).
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best estimate in this Assessment (see Chapter 3).

Box 6.1: Climate impacts: Probabilities and regional variations

For simplicity, climate impacts are presented in Figures 6.1 and 6.2 as global mean temperature
changes using the central values from the calculations performed for this Assessment. A full
description of the regional results and the uncertainty ranges are presented in Chapters 4 and 5.
The central values are based on the best estimates of radiative forcing from this Assessment and
the central value of climate sensitivity recommended in IPCC-AR4 (Hegerl et al., 2007): 3°C warming
due to doubling of CO, at equilibrium, though these calculations account for the time lag of climate
response to forcing. There is about a two- to three-fold uncertainty in the climate sensitivity.

The range of temperature changes is calculated using a range for the warming for CO, doubling

of 2-4.5°C, as the IPCC AR4 finds that this is likely to be the Earth’s climate sensitivity, though
substantially higher values are possible. In order to illustrate the implied meaning of the central
value for climate sensitivity, this Assessment referred to Figure 6.1. The reference curve in Figure
6.1 shows a warming of about 2.7°C for 2070, which should be interpreted as follows: there is a 50
per cent probability the warming could be below 2.7°C, and there is a 50 per cent probability the
warming could exceed 2.7°C, taking into account only the uncertainty in climate sensitivity. There

is also uncertainty in the forcing by BC and other compounds. As discussed in Chapter 3, the direct
component of pre-industrial to 2005 BC forcing is in the range of 0.2—0.9 W/m?, with a central value
of 0.45 W/m?, in the results presented here — total pre-industrial to 2005 BC forcing is 0.0-1.0 W/
mZ2. The combined range of probable outcomes due to uncertainty in radiative forcing and in climate
response is shown in Figure 6.1 and also in Figure 6.3 and Table 6.2. It deviates slightly from being
symmetric around the central value due to the asymmetric range of BC forcing values derived as the

Finally, the measures are largely based on the
application of emissions control technolo-
gies, and do not encompass the full range of
emissions reductions that could be achieved
by large-scale societal changes such as shift-
ing to electric vehicles (e.g. Jazcilevich et al.,
2011); or a more fundamental change from
private vehicles to electrified public transpor-
tation; from trucks to electrified rail for cargo,
in both cases assuming electricity is derived
from clean sources; enhanced standards,

for example fuel economy; or dramatically
greater use of renewables rather than fossil
fuels, including natural gas (e.g. Delucchi and
Jacobson, 2011). Hence further work could
usefully characterize the choices available to
policy makers in particular regions based on
these various other considerations aside from
mitigation of global climate change through
primarily technical measures.

The temperature response to the emissions
reductions resulting from the full implemen-
tation of the control measures phased in
between 2010 and 2030 has been estimated.

In all cases, the impacts of all co-emitted

compounds are considered, even if reference
1s made to some measures as BC measures, for
example. The method uses a combination of
information from global climate models and
from the assessment of the magnitude and
uncertainty range of the influence of various
physical processes on climate (see Appendix
A.4.1). Hence the temperature results are
based not only on the modeling performed
specifically for this Assessment but also en-
compass the wider knowledge-base of prior
modelling and observations, and thus are not
the results of any individual model.

The health and crop-yield implications of the
reductions in emissions have been calculated
by taking the concentration projections from
the atmospheric models and applying them
with concentration-response relationships to
estimate the impacts — again considering all
co-emitted compounds and using total PM2.5
to assess health impacts as there is not enough
information available to separate the impacts
of BC from other types of particulate. Un-
certainties include how the concentration of
pollutants in the atmosphere responds to the

Integrated Assessment of Black Carbon and Tropospheric Ozone



emissions changes, how the concentration af-
fect radiative forcing, health and crop yields,
and how the climate responds to forcing, but
do not include uncertainty in the emissions
changes themselves.

The impacts of the measures are evaluated

in comparison with a reference scenario that
includes projected emissions based on current
and planned regulations and are also com-
pared with a low-carbon future scenario. The
latter is based on the International Energy
Agency’s 2009 World Energy Outlook scenar-
10 for a world aiming for 450 parts per million
(ppm) carbon dioxide equivalent (CO,¢) in the
atmosphere in 2100, and includes measures

to reduce both emissions of GO, and CH,
(greenhouse gas (GHG) measures). As many
of the CH, measures are also included in that
scenario, though they are implemented sub-
stantially later in the GHG measures scenario,
this Assessment refers to both the full GHG
measures scenario and to the CO, measures
scenario without the CH, measures.

Evaluating global mean temperature change, it
was found that the targeted measures to reduce
emissions of methane and BC could greatly re-
duce warming rates over the next few decades
(Figure 6.1; Box 6.1). When all measures are
fully implemented, warming during the 2030s
relative to the present would be only half as
much as in the reference scenario. In contrast,
even a fairly aggressive strategy to reduce CO,
emissions, as for the CO,-measures scenario,
does little to mitigate warming until after the
next 20-30 years (Box 6.2). In fact, sulphur di-
oxide (SO,) is co-emitted with CO,, in some of
the most highly emitting activities, coal burn-
ing in large-scale combustion such as in power
plants, for example, that are obvious targets for
reduced usage under a GO -emissions mitiga-
tion strategy. Hence such strategies can lead to
additional near-term warming (Figure 6.1), in
a well-known temporary effect (e.g. Raes and
Seinfeld, 2009), although most of the near-
term warming is driven by CO, emissions in
the past. The CO,-measures scenario clearly
leads to long-term benefits however, with a
dramatically lower warming rate at 2070 under
that scenario than under the scenario with only
CH, and BC measures (see Figure 6.1 and tim-

escales in Box 6.2). Hence the near-term mea-
sures clearly cannot be substituted for measures
to reduce emissions of long-lived GHGs.

The near-term measures largely target differ-
ent source sectors for emissions than the CO,
measures, so that the emissions reductions of
the short-lived pollutants are almost identical
regardless of whether the CO, measures are
implemented or not, as shown in Chapter 5.
The near-term measures and the CO, mea-
sures also impact climate change over differ-
ent timescales owing to the different lifetimes
of these substances. In essence, the near-term
CH, and BC measures are effectively uncou-
pled from CO, measures examined here.

Adoption of the near-term emission control
measures described in this Assessment along
with measures to reduce CO, emissions
would greatly improve chances of keeping the
Earth’s temperature increase, relative to pre-
industrial times, under 2°C during the next
60 years (Figure 6.1). In fact, even with the
GO, reductions envisioned under the CO,-
measures scenario, warming would exceed
2°C around 2050, while with both the CO,
and CH, reductions of the GHG-measures
scenario warming exceeds 2°Ci in the 2060s
(Figure 6.2). While emissions reductions even
larger than those in the GHG-measures sce-
nario would of course mitigate more warm-
ing, the world is not yet on a path even near
the GHG-measures scenario emissions for
long-lived GHGs. Actual emissions over the
past decade have exceeded the most pessimis-
tic emission scenarios.

In addition to the maximum warming, the
near-term measures also greatly reduce the
rate of warming over the next 30 years. The
rate, rather than the magnitude, of change
can be more important in determining
whether plants and animals adjust to climate
change. Near-term climate changes could also
potentially cause changes that are irreversible
in the next several generations, such as loss of
land-ice or release of CH, or CO, from thaw-
ing permafrost. Thus, reducing the near-term
rate of warming could decrease the risk of
abrupt climate transitions.
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Figure 6.2. Projected changes in global mean temperatures under various scenarios relative to the

1890-1910 average.

Calculations use the same techniques as in Figure 6.1. BC Group 1 measures include five of the seven measures,
excluding the measures on pellet stoves and coal briquettes (see Table 6.1). Methane measures are the more
stringent measures analyszed in this Assessment rather than those under the GHG-measures scenario, which both
achieve less emission reduction and are implemented slightly later.

Examining the more stringent 1.5°C: thresh-
old, the CO,-measures scenario curve exceeds
that warming by 2030, whereas the near-term
measures proposed here delays the exceed-
ance by about 15-20 years, until around

2045. Again, while substantially deeper early
reductions in CO, emissions than those in the
CO,-measures scenarios could also delay the
crossing of the 1.50C temperature threshold,
such reductions would undoubtedly be more
difficult for society to achieve. Hence adop-
tion of the near-term measures analyzed in
this Assessment would increase the chances
for society to keep the Earth’s temperature
increase below 1.50C for the next 40 years

if these measures were phased in along with
CO, reductions. The required CO, reductions
could be achieved over the coming decades at
a relatively aggressive, but not extreme, pace.

In addition to mitigation of near-term global
warming, these measures have been found to
potentially increase world food supplies sub-

stantially, and reduce global premature deaths
due to outdoor air pollution (Figure 6.3;
Chapter 5). It is virtually certain that reduc-
tions in CH, emissions through technological
measures would bring about a substantial re-
duction in near-term warming. It is also very
likely that targeted reductions in emissions of
products of incomplete combustion, includ-
ing BC, as a result of the measures examined
here would lead to a reduction in warming as
well, though the uncertainties are larger than
for the CH, measures (Figure 6.3; Chapters

3 and 5). Most likely, the global mean climate
benefits of the BC Groups 1 and 2 measures
examined here are less than those of the CH,
measures. Benefits resulting from reduced
disruption of regional climate (Arctic sea ice
retreat; Asian monsoon; Himalayan-Tibetan
glacier/snow-pack melting) may be quite
important, however. Turning to air quality,
the benefits in reduced crop-yield losses due
to BC measures, which occur due to reduced
co-emissions of O, precursors, are comparable
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pollutant emissions with controls on CO,

Box 6.2: Timescales: Comparing the global mean climate impact of controls on short-lived

The longer timescales of climate response to emission scenarios targeting CO, relative to those
targeting short-lived pollutants comes about because of both socio-economic and physical factors.
These include the much longer lifetime of many CO, emission sources, such as power plants, in
comparison with many sources of short-lived pollutants, such as vehicles or cookstoves (even
though these shorter-lived sources have a wide range of equipment lifetimes). Additionally, while
there are few proven technologies to limit emissions of CO, while allowing the underlying activity
to continue, such technologies are readily available for short-lived pollutants (e.g. diesel particulate
filters). Hence while immediate, large reductions in CO, emissions would lead to substantially
greater mitigation of near-term warming than in the CO_-measures scenario examined here, such
reductions are widely considered unlikely. The physical behaviour of CO, is also fundamentally
different from the short-lived pollutants, with a very long atmospheric residence time for CO,
leading to slower responses of atmospheric concentrations to emissions changes. Furthermore,
much of the early impact of CO, emissions reductions is likely to be offset by reductions in cooling
sulphate aerosols. While these factors lead to the failure of the plausible CO,-reduction strategy
examined here to substantially impact global mean climate change during the next few decades,
they also mean that a delay in reducing emissions of CO, beyond that envisioned under the CO_-
measures scenario, under which global total CO, emissions peak during 2015-2020 and decline ~2
per cent per year thereafter (anthropogenic emissions decrease by 2.2 per cent of 2000 levels per
year over 2020-2050, equivalent to 1.9 per cent of 2020 levels), would in turn delay the eventual
mitigation obtained through such reductions so that they would take place largely after the time-
frame examined here. For example, mitigation of 0.15°C due to CO, measures takes place only
around 2050 (Figure 6.1) under the CO, measures scenario; 30 years after emissions begin to
decline rapidly. The influence of the CO, reductions grows rapidly, however, so that they mitigate
roughly 0.5°C by 2070. Hence a delay of 20 years in implementation of those CO, reductions would
mean that only ~0.15°C of warming mitigation relative to the reference scenario would be achieved
within the 2070 timeframe examined here. Thus delayed CO, measures plus all the near-term
measures examined here would lead to warming of about 2.1°C in 2070 rather than the 1.75°C
shown in Figure 6.1. Conversely, a delay in reducing emissions of short-lived species would have a
large impact on near-term warming rates, but little effect on 2070 temperatures (see Figure 5.12).

to those from the reduced CH,, while benefits
in avoided premature deaths are much larger
from the BC measures. For example, consider-
ing reductions in premature deaths, mitigating
CH, emissions contributes about 2 per cent,
BC Group 1 (see Table 6.1) measures about

72 per cent, and BG Group 2 measures about
26 per cent of the global total reduction in pre-
mature mortality from PM and O, concentra-
tions. The bulk of the reduction in early deaths
come about from lowering the abundance

of PM rather than O,, which is why the BC
measures, which affect both, have a larger im-
pact than the CH, measures, which only affect
O,. The economic valuation of the avoided
damages is roughly US$4-32 billion annually
from the avoided crop-yield losses using world
market prices and US$2-10 trillion each year
from the avoided health damages using a range
of assumptions for the valuation of deaths in

different countries — a uniform global value or
a value tied to gross domestic product (GDP)
in each country (see Chapter 4). The avoided
climate damage may be substantial as well, but
is difficult to quantify, especially for the large
regional disruptions of climate discussed in this
Assessment. The valuation of human welfare
is the larger of the quantified impacts, though
the value of food security for small farmers and
even sometimes for nations is clearly not well-
represented by an evaluation based on world
market prices. Natural and managed ecosys-
tems other than crops will also be affected by
these measures, leading to additional benefits
in improved ecosystem services. There will also
be non-mortality health benefits (morbidity).
Hence the multiple benefits of the emission-re-
duction measures are even broader than those
analyzed here.
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Examining the projected impacts by region
reveals that all the land areas of the world
are projected to reach temperatures at least
2°C above their 1890-1910 means by 2070
under the reference-scenario emissions
trends (Figure 6.4; Table 6.2). The largest
increases in surface temperature are over
North America and Europe, but the amount
of warming is relatively similar across the
regions. In contrast, damage to agriculture
and human health are projected to decrease
strongly over North America and Europe
due to projected reductions in air pollution

precursor emissions while changing minimally

over Latin America and the Caribbean
and Africa. Over East Asia, deaths are
projected to decrease substantially due to
reductions in PM, . in some areas, but O,
amounts are projected to increase, leading

to significant additional crop-yield losses.
Over South, West and Central Asia, health
and agricultural damage due to increased

O, are projected to increase dramatically
through 2030, as are PM, .-related premature
mortality due to outdoor air pollution.

Application of all of the recommended
measures considered here leads to sub-
stantial reductions in all adverse impacts
in all regions (Figure 6.4). The CH, and
BC measures reduce warming very sharply
through 2030, eliminating ~50 per cent
of the 2010-2030 increase. Even at 2070,
warming in all regions is substantially less
than the 2010-2070 warming according
to the reference scenario, but only about
25 per cent less as long-term warming due
to CO, is not alleviated by the measures.

Global Impacts of Additional Emissions Controls on Methane and Products of Incomplete Combustion
1: CH, measures, 2: CH,+BC Group 1 measures, 3: CH,+ all BC measures
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Figure 6.3. Global impacts of the additional emissions controls on methane and products of incomplete

combustion (including BC, OC and CO) examined here.

Benefits are shown with increasing values moving downward to emphasize that these are reductions in damage.
Crop-yield losses are summed values for wheat, rice, soybean and maize. Uncertainties include: climate change -
range from uncertainty in radiative forcing and climate sensitivity, food supply - range from impacts calculated
using O, changes from different models and uncertainty in exposure-response relationship, human health -
uncertainty in concentration-response relationships and using results from different models, economics - range
using uniform valuation of premature deaths and income-adjusted valuation and results from different models.
The results for BC Group 1 measures include five of the seven measures — excluding the measures on pellet stoves
and coal briquettes. See Table 6.1 and Chapter 5 for further details.
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The measures lead to greatly improved air
quality, with substantial benefits to crop
yields and decreased premature deaths, espe-
cially in Asia. The benefits of the measures
are large enough that virtually all the adverse
trends in impacts of outdoor air pollution

on agricultural yields and human health

are reversed and turned into improvements
relative to 2005. The lone exception is crop
yields in East and Southeast Asia and the
Pacific. Even in that case, the benefits of full
implementation of 14 of the 16 measures are
quite large, although the reduction in yield
losses of 18 million tonnes/yr does not fully
overcome the baseline trend of 25 million
tonnes/yr additional losses under the refer-
ence scenario.

In terms of avoided premature deaths in the
all-measures case compared with the reference
scenario, about 47 per cent of the avoided
deaths occur in South, West, and Central
Asia, 37 per cent in East Asia, Southeast Asia
and Pacific, 9 per cent in Africa, 5 per cent in
North America and Europe, and 2 per cent in
Latin America and Caribbean. The avoided
crop yield losses (in tonnage) show a different
pattern, with the largest benefits again in Asia
(35 per cent in East Asia, Southeast Asia and
Pacific, and 28 per cent in South, West and
Central Asia), but benefits that are nearly as
large in North America and Europe (26 per
cent). Benefits in Latin America and Carib-
bean amount to 8 per cent, and are small in

Africa (3 per cent).

The comparison in tonnage or valuation
reflects the current production levels in each
region as well as the change in O, exposure.
Looking instead at relative-yield increases
shows benefits that are typically largest in
South, West and Central Asia where the av-
erage of the results from the two models are
7 per cent for soy and maize, 4 per cent for
wheat and 2 per cent for rice. Yields also in-
crease by a large amount in East Asia, South-
cast Asia and the Pacific in the all-measures
case, by 4 per cent for soy and maize, 3 per
cent for wheat and 1 per cent for rice. Ben-
efits are 1-2 per cent for all crops in Africa,
Latin America and the Caribbean, and North
America and Europe (with the exception of

3 per cent for soy and 0 per cent for rice in Lat-
in America and the Caribbean). It is stressed
that the analyses include only the direct effect
of changes in atmospheric composition on
health and agriculture though changes in expo-
sure to pollutants. As such, they do not include
the benefits that avoided climate change would
have on human health and agriculture due to
reduced disruption of precipitation patterns,
reduced frequency of heatwaves, etc. Fur-
thermore, even the direct influence on crops
was only an estimate for four staple crops, and
neither the impacts on leafy crops or grasslands
nor on food quality were included, making the
estimates conservative.

Impacts of the measures vary from region

to region depending upon the local mix and
size of emissions changes, the local back-
ground state of the atmosphere, and particu-
lar local physical processes such as rainfall
rates that remove some pollutants from the
atmosphere and snow cover. However, map-
ping impacts reveals that the impacts of the
measures on temperature change are broadly
felt relative to the air quality impacts. The
latter are much more localized near the re-
gions where emission changes take place,
indicating that those areas that control their
own regional emissions will be the greatest
recipients of the associated human-health
and food-supply benefits. In addition, re-
gional changes in precipitation are closely
associated with temperature changes in the
atmosphere that are caused by BC’s absorp-
tion of sunlight. Shifts in traditional rainfall
and snowfall patterns take place under the
reference scenario, and amelioration of these
shifts due to BC measures will therefore be
generally aligned with areas where emissions
are controlled, as discussed in Chapters 4
and 5. Hence the benefits of avoided disrup-
tions to regional water supplies will also be
felt most strongly in those areas that control
their regional emissions, although tropical
areas may be affected by hemispheric-scale
air-pollutant emissions. This is likely to be
especially true in areas where glacial meltwa-
ter is important due to both the influence of
regional atmospheric forcing on precipitation
patterns and the direct influence of BC dark-
ening on snow and ice melting.
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Figure 6.4. Comparison of several key impacts by region for the reference emissions trends with the effects of
the CH, and BC measures examined here (relative to the reference).

The reference includes emissions changes in short-lived compounds from 2005 to 2030 and in CO, from

2005 through 2070. Emission measures are applied to CH, and products of incomplete combustion through
2030 only. Climate changes are the regional land-area averages and are given for 2070 to allow the climate to
respond to emission changes in the early 20* century, while agricultural and mortality effects are shown for
2030 but would persist thereafter if emissions of short-lived compounds remained constant. Arrow lengths
show the relative magnitude of changes in the different regions (compared with the maximum change in

that impact), with the minimum length set to one-quarter of the maximum for visual clarity (see Table 6.2 for
numerical values). Black carbon Group 1 measures include five of the seven measures, excluding the measures
on pellet stoves and coal briquettes.

Integrated Assessment of Black Carbon and Tropospheric Ozone



Table 6.2. Numerical values and ranges (in brackets) for impacts shown in Figure 6.4.

Region Warming | Crop yield losses | Premature Mortality
(°c) (million tonnes) deaths damages
(millions) (USS trillions)
Reference
North America and 2.6 -43 -0.36 -2.5
Europe (1.6t03.7) (-11to0-97) (-0.09 t0 -0.77) (-0.7to-5.2)
Latin America and 2.0 0.9 -0.00 -0.0
the Caribbean (1.2t0 2.9) (0.4t01.7) (-0.00 to -0.02) (-0.0t0 0.1)
Africa 2.2 0.2 0.03 0.0
(1.3t0 3.1) (0.0t0 0.7) (0.00 to 0.07) (-0.0t0 0.1)
East, Southeast Asia 2.2 25 -0.32 -1.0
and the Pacific (1.3t0 3.1) (29to 74) (-0.01 to -1.07) (-0.1 to -3.1)
South, West and 2.5 10 0.85 1.5
Central Asia (1.5t0 3.5) (4to42) (0.18 to 1.86) (0.3t03.2)
All
measures
North America and -0.9 -17 -0.11 -0.6
Europe (-0.3to0-1.3) (-7.9to0-22) (-0.03 to -0.23) (-0.2to0-1.0)
Latin America and -0.5 -3.6 -0.04 -0.2
the Caribbean (-0.2t0 -0.7) (-1.4 to -4.8) (-0.01 to -0.08) (-0.1t0-0.3)
Africa -0.6 -1.7 -0.22 -0.4
(-0.2t0-0.8) (-1.0to0-2.8) (-0.06 t0 -0.48) (-0.1 to-0.8)
East, Southeast Asia -0.6 -18 -0.88 -2.2
and the Pacific (-0.3t0-0.9) (-4.1 to -23) (-0.28 t0 -1.62) (-0.7 to -4.0)
South, West and -0.8 -12 -1.12 -2.0
Central Asia (-0.3to-1.1) (-5.4to0-16) (-0.32t0-2.28) (-0.6 to -4.0)

Note: Impacts and uncertainties are the same as in Figure 6.3, but are regional. For the reference case, warming
is relative to the 1890-1910 mean, while other impacts are relative to 2005. For the measures case, all impacts
are relative to the reference. Negative values indicate a reduced detrimental impact, or benefit, as a result of

implementing the measures.
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Figure 6.5. Projected temperature changes as in Figure 6.2, but also showing the warming that would occur due to
constant year 2010 emissions (not constant 2010 concentrations).
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Large impacts of the measures examined
here were also seen for the Arctic despite the
minimal amount of emissions currently tak-
ing place there. This occurs due to the high
sensitivity of the Arctic both to pollutants
that are transported there from remote sourc-
es and to radiative forcing that takes place

in areas of the northern hemisphere outside
the Arctic. The 16 measures examined here,
including the measures on pellet stoves and
coal briquettes, reduce warming in the Arc-
tic by 0.7°C (range 0.2 to 1.3 °C) at 2040.
This is a large portion of the 1.1°C (range
0.7 to 1.7°C) warming projected under the
reference scenario for the Arctic, and hence
implementation of the measures would be
virtually certain to substantially slow, but not
halt, the pace of Arctic climate change.

We recognize that complete implementation
of all the measures analyzed here is improb-
able. Indeed, the reductions achieved under
these measures were remarkable, with ap-
plication of all near-term measures examined
essentially eliminating additional warming
due to emissions changes between 2010 and
2030 in the reference scenario, leaving slightly
less warming than the residual warming that
would be experienced were emissions to re-
main perpetually at 2010 levels (a different
scenario than what IPCC-AR#4 referred to as
‘committed’, which was a constant present-
day concentration scenario; Figure 6.5). In
other words, the application of these emis-
sions reductions slightly more than offsets the
impact of economic and population growth
on all emissions, including CO,,, that leads to
the increased warming in the reference case
relative to constant 2010 emissions. However,
unlike some of the proposed technological
measures to control emissions of CO,, carbon
capture and storage, for example, the mea-
sures examined here draw on already mature
technologies with demonstrable results at scale
in the real world. Hence the results provide

a target that society could decide to aim for
with a reasonable chance of success on the
technological side. Many of the structural
changes examined here present formidable
hurdles to implementation, however. These
include costs for measures such as the diesel

particle filters (DPFs) or CH, capture tech-
nologies, enforcement for measures such as
the ban of the open burning of agricultural
waste or the elimination of high-emitting ve-
hicles, and the challenge of providing modern
fuels to hundreds of millions of people using
traditional cookstoves. As such, achieving the
benefits of the suggested measures would not
be an easy task. Nonetheless, the magnitude
of those benefits in terms of avoiding danger-
ous climate change, saving millions of lives
each year and increasing worldwide supply of
staple crops by millions of tonnes each year
are powerful incentives for their adoption.
There are substantial economic benefits as
well, with US$ trillions in annually avoided
mortality damage, and large reductions in
economic losses from O, exposure to crops
and from avoided climate change.

This Assessment has specifically analyzed the
impacts of 16 measures that were found to
provide benefits for both climate and air qual-
ity. These include seven measures to reduce
CH, emissions and nine BC measures that re-
duce the emissions of products of incomplete
combustion, including OC and CO, as well
as BC (see Table 6.1). As noted above, the cli-
mate benefits of the CH, measures are virtu-
ally certain, while the BC measures are quite
likely to be beneficial in terms of global mean
climate but have larger impacts on regional
scales. The Assessment also makes the point
that while all these measures have a net effect
of mitigating global warming, the relative im-
pacts of individual BC measures on climate,
health and ecosystems can vary considerably
as these are strongly influenced by the mixture
of co-emitted compounds.

In particular, the warming effect of BC and O,
and the compensating cooling effect of OC,
introduces large uncertainty in the net effect of
some BC measures on global warming (Figure
6.3). Uncertainty in the impact of BC meas-
ures is also larger than that for CH, because
BC and OC can influence clouds that have
multiple effects on climate that are not fully
understood. This uncertainly in global impacts
1s particularly large for the measures concern-
ing biomass cookstoves and open burning of
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biomass as these have a low BC/OC ratio in
comparison with fossil fuel BC sources such as
diesel vehicles or brick kilns. A large portion
of the BC reductions in the Group 1 measures
come from diesel vehicles, while the largest

BC reductions in the Group 2 measures come
from the cookstoves measure (see Table 6.1).
Additionally, there is a larger ozone response
to the Group 1 than the Group 2 measures,
and the ozone forcing has less uncertainty than
aerosol forcings. Hence there is greater uncer-
tainty in the Group 2 impacts on global warm-
ing (Figure 6.2). There is even a small possibil-
ity that the Group 2 measures lead to global
warming rather than cooling, though the best
estimate and indeed most of the estimated
range is that these lead to substantial cooling.

On the other hand, there is higher confidence
that BC measures have large impacts on hu-
man health through reducing concentrations
of inhalable particles, on crop yields through
reduced O,, and on climate phenomena such
as tropical rainfall, monsoons and snow-ice
melt. These regional impacts are largely in-
dependent of the measures’ impact on global
warming, In fact, biomass cookstoves and open
biomass burning can have much larger effects
than fossil fuels regionally. With respect to
reducing regional impacts, all of the BC mea-
sures are likely to be significant.

The near-term measures presented here,
which provide the large benefits to human
health and agricultural productivity, rely on
tested technologies and many of their impacts
have been evaluated against observations. In
combination with CO, control measures, they
are likely to keep warming below 2°C for the
next 60 years, though not below the more am-
bitious 1.5 C (Figure 6.1). In contrast, keeping
below the 2°C level of warming is extremely
unlikely without both near-term measures

to control emissions of short-lived pollutants
and near-term measures to control emissions
of long-lived pollutants, primarily CO,. Even
with the CO, emissions controls and the near-
term measures, global mean temperatures
would still have a substantial chance of passing
2°C towards the end of the century, indicating
that further reductions could be required if
that target, or the more stringent 1.5°C target,

are not to be exceeded (e.g. Ramanathan and

Xu, 2010).

The global climate benefits of the measures
examined in this Assessment would be felt

by all people, while the benefits to human
development would be felt most strongly in
the regions where emissions controls were ad-
opted. Hence there are a variety of incentives
for surmounting the hurdles to adoption of
these measures.

A large number of case studies have been
presented which describe the successful im-
plementation of the mitigation measures in-
cluded in the analysis (Chapter 5). Examples
are given from across the world, in both de-
veloped and developing countries. Efforts to
scale up, replicate and expand the implemen-
tation of the selected measures could include
capacity building, public-private financing,
technology support, regional cooperation and
agreements and community empowerment,
with different efforts undertaken in various
regions or forums depending on the goals
foremost in those areas. Such efforts could
help overcome the various barriers such as
lack of adequate infrastructure and technical
capacity, markets and financing, and regu-
lations that have impeded the more wide-
spread adoption of CH, and BC emissions
control technologies.

In most countries, mechanisms are already in
place, albeit at different levels of maturity, to
address air-pollution problems, responding

to public concern. Improved international
governance and finance mechanisms could
accelerate the adoption of the key mitigation
measures at multiple scales, from sub-national
through national to regional. In particular
international co-ordination building on exist-
ing regional agreements such as the Conven-
tion on Long-Range Transboundary Air
Pollution or the Malé Declaration on Control
and Prevention of Air Pollution and its Likely
Transboundary Effects may be an effective
approach in the near-term. Black carbon and
O, may also be considered as part of other
environment, development and energy initia-
tives such as bilateral assistance, the World
Bank Energy Strategy, the United Nations
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Environment Programme and United Na-
tions Development Programme Poverty and
. Environment Initiative, the Global Cookstove
Alliance, and the Global Methane Fund. In-
ternational financing and technology transfer
would facilitate more rapid action especially
in developing countries with multiple pressing
needs. Any strengthened governance regime
would be most effective if it included financ-
ing or increased cooperation across parts of
government that was targeted specifically at
pollution mitigation to simultaneously maxi-
mize climate and air quality benefits.
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Acronyms and abbreviations

AAOD
ABC

ACS

ADB
AERONET
AIDS
AIRPET
ALOS
ALRI
AMO0016

AMS-1.D
AMS-IILE

AOD
AQOT40
ARTEMIS
ASEAN
AVNIR-2
AWD
AWMS
BC

Bcf
BENLESA
BNM
BrC

BRT

C

CAFO
CAGR
CAl
CALIPSO
CAM
CBM

CcC

CCN
CDM
CER
CERES
CH

4

CHIMERE

China I/1I/111/1V
CLRTAP

CMM

CNG

Absorbing aerosol optical depth

Atmospheric Brown Cloud

American Cancer Society

Asian Development Bank

Aerosol Robotic Network

Acquired Immunodeficiency Syndrome

Asian Regional Air Pollution Research Network

Advanced Land Observation Satellite

Acute Lower Respiratory Infections

Clean Development Mechanism methodology: Greenhouse gas mitigation from
improved animal waste management systems in confined animal feeding opera-
tions

Clean Development Mechanism methodology: Grid connected renewable elec-
tricity generation

Clean Development Mechanism methodology: Avoidance of methane production
from biomass decay through controlled combustion

aerosol optical depth

Atmospheric exposure over a threshold of 40 ppm

Assessment and Reliability of Transport Emission Models and Inventory Systems
Association of Southeast Asian Nations

Advanced Visible and Near Infrared Radiometer type 2

alternate wetting and drying

animal waste management system

black carbon

billion cubic feet

Bioenergia de Nuevo Ledn, S. A. de C. V.

Basa njengo Magogo

brown carbon

bus rapid transport

carbon

confined animal feeding operation

compound annual growth rates

Clean Air Initiative

Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations
Metropolitan Environmental Commission

coal bed methane

climatic changes

cloud condensation nuclei

Clean Development Mechanism

Certified Emissions Reduction

Clouds and the Earth's Radiant Energy System

methane

Chemistry transport model maintained by the Laboratory of Dynamic Meteorol-
ogy at the Ecole Polytechnique (France)

China emission standard I, II, lll and IV

Convention on Long-Range Transboundary Air Pollution

coal mine methane

compressed natural gas



II

co
Co,
CO,e
Cop7
COP15
COPERT
CcpP
CPL
CRF
CRT
CRU
CT™M
CVvD
DEAT
DEDE
DMS
DNA
DPF
EANET
ECE

15

ECHAM

ECHAM-HAMMOZ

ECHAM5-HAMMOZ

EC-JRC
ECMWF
EDGAR
EFMA

EL

EMEP
ENERCON
EPA

EPE
ERA40

EU

EUDC
EURO HI/IV/VI
FACE

FAO
FAOSTAT
FASST

GAINS
GAW
GCM
GDP
GEF
GEO-LAC
GFED
GGFR

carbon monoxide

carbon dioxide

carbon dioxide equivalent

Seventh Conference of the Parties to the UNFCCC

Fifteenth Conference of the Parties to the UNFCCC

Computer Programme to Calculate Emissions from Road Transport
crop production

crop production loss

concentration-response function

Continuously Regenerating Trap

Climate Research Unit at the University of East Anglia (UK)
chemistry-transport model

cardiovascular disease

Department of Environmental Affairs and Tourism (South Africa)
Department of Alternative Energy Development and Efficiency (Thailand)
dimethylsulphide

deoxyribonucleic acid

diesel particle filter

Acid Deposition Monitoring Network in East Asia

The United Nations Economic Commission for Europe specification for urban
driving cycle simulation

European Centre Hamburg Model

A fully coupled photochemistry-aerosol-climate model, composed of the general
circulation model (GCM) ECHAMS, the tropospheric chemistry module MOZ, and
the aerosol module HAM

See ECHAM-HAMMOZ

European Commission Joint Research Centre

European Centre for Medium-range Weather Forecast

Emissions Database for Global Atmospheric Research

European Fertilizer Manufacturers Association

economic loss

European Monitoring and Evaluation Programme

National Energy Conservation Centre (Pakistan)

see US EPA

El Paso Electric

ECMWEF Re-analysis

European Union

Extra Urban Driving Cycle

European emissions standards Ill, IV and VI

Free Air Concentration Enrichment

Food and Agriculture Organization of the United Nations

Food and Agriculture Organization Corporate Statistical Database
Fast Scenario Screening Tool for global air quality and instantaneous radiative
forcing

Greenhouse Gas and Air Pollution Interactions and Synergies
Global Atmospheric Watch Programme of WMO

general circulation model

gross domestic product

Global Environment Facility

Global Environmental Outlook: Latin America and the Caribbean
Global Fire Emissions Database

Global Gas Flaring Reduction



GHG
GIOVANNI

GIS
GISS
GLOF
GOME
GPP
GRACE
GTP
GWP

HBEFA
HC
HCHO
HDV

HIV

HKH
HNO,
HO,
HTAP
HYDE
IAP

IEA

IEA CCC
IFA

IIASA
IMO
IMPROVE
INDOEX
INTEX-B
IPCC
IPCC TAR
IPCC AR4
IPCC ARS
IrDA

IRRI

ITDP

LA

JRC

LDV

LEZ

LFG
LIDAR
LLGHG
LPG
LRTAP
M7/M12

MAM
MDB
MEPC

greenhouse gas

GES-DISC (Goddard Earth Sciences Data and Information Services Center) Interac-
tive Online Visualization and Analysis Infrastructure
geographic information system

Goddard Institute for Space Studies

glacier lake outburst flood

Global Ozone Monitoring Experiment

global primary production

Gravity Recovery and Climate Experiment

Global Temperature Potential

Global Warming Potential. GWP, is GWP over a 20 year timescale. GWP_ is
GWP over a 100 year timescale

Handbook Emission Factors for Road Transport
hydrocarbon

formaldehyde

heavy duty vehicle

human immunodeficiency virus

Hindu Kush — Himalaya

nitric acid

hydrogen oxides

Hemispheric Transport of Air Pollution

History Database of the Global Environment

indoor air pollution

International Energy Agency

IEA Clean Coal Centre

International Fertilizer Industry Association
International Institute for Applied System Analysis
International Maritime Organization

Interagency Monitoring of Protected Visual Environments
Indian Ocean Experiment

Intercontinental Chemical Transport Experiment Phase B
Intergovernmental Panel on Climate Change

IPCC Third Assessment Report

IPCC Fourth Assessment Report

IPCC Fifth Assessment Report

Infrared Data Association

International Rice Research Institute

Institute for Transportation and Development Policy
June-July-August

See EC-JRC

light duty vehicle

Low Emissions Zone

landfill gas

Light Detection And Ranging

long-lived greenhouse gas

liquefied petroleum gas

Long-Range Transboundary Air Pollution

Average mean growing season indices, where 7 or 12 refers to the daylight hourly
averaging period

March-April-May

multilateral development banks

Marine Environment Protection Committee
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MISR
MIT
MMTCO2E
MODIS
MOPITT
MOZART
MK

MSS

MW

N,0
NAAQS
NAMA
NASA
NCAR
NCLAN
NCO-P

NH

NH

NMHC
NMVOC

OMAERUV

omMC
oMl
PBL

PD
PDD
PEMEX
Pl

PM

PMF
POC
POM
PPZOOS
PPP
PROAIRE
PUCCINI

pPvC

Multi-angle Imaging Spectroradiometer

Massachusetts Institute of Technology

million metric tons of carbon dioxide equivalent
Moderate-resolution Imaging Spectroradiometer
Measurements of Pollution in the Troposphere

Model for Ozone and Related Chemical Tracers

Marquez Kiln

Multispectral Scanner System

Megawatts

nitrous oxide

National Ambient Air Quality Standards (United States)
Nationally Appropriate Mitigation Action

National Aeronautics and Space Administration (United States)
National Center for Atmospheric Research (United States)
National Crop Loss Assessment Programme

Nepal Climate Observatory-Pyramid

northern hemisphere

ammonia

non-methane hydrocarbons

non-methane volatile organic compounds

nitric oxide

nitrate

National Oceanic and Atmospheric Administration (United States)
nitrogen oxides

oxygen (atom)

ozone

On-Board Diagnostic System

organic carbon

overseas development assistance

Organisation for Economic Co-operation and Development
hydroxyl

organic matter

OMI Near-UV Aerosol Extinction and Absorption Optical Depth Daily L3 Global
1x1 deg Grid

oil marketing companies

Ozone Monitoring Instrument

Netherlands Environmental Assessment Agency (Planbureau voor de Leefomgev-
ing)

present day

project design documents

Petroleos Mexicanos; Mexico's state oil company
pre-industrial

particulate matter. PM, . has a diameter of 2.5um or less. PM,  has a diameter of
10um or less

positive matrix factorization

primary organic carbon

particulate organic matter

producer prices for the year 2005

purchasing power parity

Program to Improve Air Quality in the Valley of Mexico
Physical Understanding of Composition-Climate Interactions and Impacts
polyvinyl chloride



RAINS

RAIR

RCP

REDD

RERIC
RETRO

RF

RMB

RS

RYL

SADC
SAGUAPAC
SCC
SCIAMACHY
SD
SEMARNAT
SH
SIMEPRODE
SIMEPRODESO

SLCF
SLE

S0,
50,>
SOA
SON
SR
SRES
SRI

SST
STAR
STOCHEM
SUMO6
tC
TCEQ
TERI
THC

TO
TOA
TRACE-P
uLSD
ULSFU
UN
UNDP
UNECE
UNEP
UNFCCC
us

USA

US EPA
usD
USSR

Regional Air Pollution Information and Simulation

Relative Annual Intercontinental Response

representative concentration pathway

Reducing Emissions from Deforestation and Degradation
Regional Energy Resources Information Center

Reanalysis of the Tropospheric Chemical Composition Over the Past 40 Years
radiative forcing

renminbi; the official currency of China

rice straw

relative yield loss

Southern African Development Community

Bolivian waterworks company

social cost of carbon

Scanning Imaging Absorption Spectrometer for Atmospheric Cartography
standard deviation

Ministry of Environment and Natural Resources (Mexico)
southern hemisphere

System for Ecological Waste Management and Processing
Monterrey, Mexico: Landfill Gas Energy Project: Metropolitan Solid Waste Pro-
cessing System

short-lived climate forcers

sea-level equivalent

sulphur dioxide

sulphate

secondary organic aerosols
September-October-November

source-receptor

Special Report on Emissions Scenarios

System of Rice Intensification

sea-surface temperature

Science to Achieve Results

UK Meteorological Office Global Three-Dimensional Lagrangian Chemistry model
a cumulative index of ozone concentrations over a threshold of 0.06 ppm
tonnes of carbon

Texas Commission on Environmental Quality

The Energy Resource Institute

total hydrocarbon

tropospheric ozone

top-of-the-atmosphere

Transport and Chemical Evolution over the Pacific
ultra-low sulphur diesel

ultra-low sulphur fuel

United Nations

United Nations Development Programme

United Nations Economic Commission for Europe

United Nations Environment Programme

United Nations Framework Convention on Climate Change
United States

United States of America

United States Environmental Protection Agency

United States Dollar

Union of Soviet Socialist Republics
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VA
VAT
VOoC
VSL
W126

WHO
WMO
WWF
YYL

value added

value-added tax

volatile organic compound

value of a statistical life

a seasonal ozone exposure index developed to summarize hourly average
ozone data

World Health Organization

World Meteorological Organization

World Wide Fund for Nature

years of life lost



Glossary

This glossary is compiled from citations in different chapters, and draws from glossaries and other resources
available on the websites of the following organizations, networks and projects:

American Meteorological Society, California Environmental Protection Agency (United States), European
Environment Agency, Eurostat, Food and Agriculture Organization of the United Nations, GreenFacts
Glossary, Intergovernmental Panel on Climate Change, Met Office (United Kingdom), National Center
for Biotechnology Information (United States), National Oceanic and Atmospheric Administration (United
States), United Nations Economic Commission for Europe, United Nations Environment Programme,
United States Environmental Protection Agency, Wikipedia and World Health Organization.

Absorption The process in which the energy of radiation — e.g light — is taken up by matter.
In this process, the electromagnetic energy is transformed to other forms of
energy, for example,

to heat.

Acid rain Rain having a pH less than 5.6. The acidity is the result of pollution caused
mostly by sulphur oxides and nitrogen oxides that are discharged into the
atmosphere by industry. It is also created by burning coal and oil, from the
operation of smelting industries and from transportation. In the atmosphere,
these gases combine with water vapour to form acids, which then fall back to
Earth.

Aerosols A collection of airborne solid or liquid particles (excluding pure water), with

a typical size between 0.01 and 10 micrometers (um) and residing in the
atmosphere for at least several hours. Acrosols may be of either natural or
anthropogenic origin. Aerosols may influence climate in two ways: directly
through scattering and absorbing radiation, and indirectly through acting as
condensation nuclei for cloud formation or modifying the optical properties and
lifetime of clouds.

Albedo The fraction of solar radiation reflected by a surface or object, often expressed
as a percentage. Snow covered surfaces have a high albedo; the albedo of soils
ranges from high to low; vegetation covered surfaces and oceans have a low
albedo. The Earth's albedo varies mainly through varying cloudiness, snow, ice,
leaf area and land cover changes.

Anaerobic A series of processes in which microorganisms break down biodegradable
digestion material in the absence of oxygen, used for industrial or domestic purposes to

manage waste and/or to release energy.

Annex I Parties included in Annex I to the UNFCCC. (Defined by the UNFCCC as
countries industrialized countries.)

Anthropogenic Made by people or resulting from human activities.

Arrythmia Any of a large and heterogeneous group of conditions in which there is abnormal

electrical activity in the heart. The heart beat may be too fast or too slow, and
may be regular

or irregular.

Atherosclerosis Is a condition in which an artery wall thickens as the result of a build-up of fatty
materials.
Atmosphere The gaseous envelope surrounding the Earth.
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Atmospheric
forcing

The difference in the radiative forcing at the top-of-the-atmosphere or tropopause
and at the surface, representing heat absorbed in the lower atmosphere. Gradients
in heating from one place to another drive winds, and so regional differences in
atmospheric forcing are closely connected to changes in regional circulation and
precipitation. (Definition from Box 4.1.)

Baseline
scenario

The baseline (or reference) is the state against which change is measured. It
might be a ‘current baseline’, in which case it represents observable, present-day
conditions. It might also be a ‘“future baseline’, which is a projected future set of
conditions excluding the driving factor of interest. Alternative interpretations of
the reference conditions can give rise to multiple baselines.

Biodiversity

Shorthand for biological diversity. Variability among living organisms from

all sources including terrestrial, marine and other aquatic ecosystems, and the
ecological complexes of which they are part; this includes diversity within species,
between species and of ecosystems.

Biofuels

Biofuels are non-fossil fuels. They are energy carriers that store the energy derived

from organic materials (biomass), including plant materials and animal waste.

Biogas

Biogas typically refers to a gas produced by the biological breakdown of organic
matter in the absence of oxygen. Biogas originates from biogenic material and is
a type of biofuel. Biogas is produced by anaerobic digestion or fermentation of
biodegradable materials such as biomass, manure, sewage, municipal waste, green
waste, plant material and energy crops.

Biomass

In the context of energy, the term biomass is also often used to refer to organic
materials, such as wood by-products and agricultural wastes, which can be burned
to produce energy or converted into a gas and used for fuel.

Biosphere

The global ecosystem; that part of the earth and atmosphere capable of

supporting living organisms.

Black carbon

Operationally defined aerosol species based on measurement of light absorption
and chemical reactivity and/or thermal stability. Black carbon is formed through
the incomplete combustion of fossil fuels, biofuel, and biomass, and is emitted

in both anthropogenic and naturally occurring soot. It consists of pure carbon

in several linked forms. Black carbon warms the Earth by absorbing heat in the
atmosphere and by reducing albedo, the ability to reflect sunlight, when deposited
on snow and ice.

Blue ice

Pure ice in the form of large single crystals.

Boreal forest

Forest that grows in regions of the northern hemisphere with cold temperatures.

Made up mostly of cold tolerant coniferous species such as spruce and fir.

Brown clouds

High concentrations of particulate matter suspended in the atmosphere lead
to light scattering, resulting in a reduction in visibility and a reddish-brown sky

coloration.

'Business as
usual' scenario

e scenario that examines the consequences of continuing current trends 1
Th n. that ines th n f contin t trends in
population, economy, technology and human behaviour.

Bus rapid A term applied to a variety of public transportation systems using buses to

transport provide faster, more efficient service than an ordinary bus line. Often this is
achieved by making improvements to existing infrastructure, vehicles and
scheduling.

Carbonaceous Acrosol consisting predominantly of organic substances and various forms of

aerosol black carbon.




Carbon cycle

All parts (reservoirs) and fluxes of carbon. The cycle is usually thought of as
four main reservoirs of carbon interconnected by pathways of exchange. The
reservoirs are the atmosphere, terrestrial biosphere (usually includes freshwater
systems), oceans, and sediments (includes fossil fuels). The annual movements

of carbon, the carbon exchanges between reservoirs, occur because of various
chemical, physical, geological, and biological processes. The ocean contains the
largest pool of carbon near the surface of the Earth, but most of that pool is not
involved with rapid exchange with the atmosphere.

Carbon dioxide

Carbon dioxide equivalent describes how much global warming a given type and

equivalent amount of greenhouse gas may cause, using the functionally equivalent amount
or concentration of carbon dioxide (CO,) as the reference.

Carbon Enrichment of the atmosphere surrounding a plant or crop, that is, the canopy of

fertilization the crop, by increasing the concentration of carbon dioxide.

Carbon The uptake and storage of carbon. Trees and plants, for example, absorb carbon

sequestration dioxide, release the oxygen and store the carbon.

Carbon sink A carbon sink is a natural or artificial reservoir that accumulates and stores some
carbon-containing chemical compound for an indefinite period.
Having to do with the heart and lungs.

Cardiovascular The class of diseases that involve the heart or blood vessels.

disease

Central value

The most plausible range for a value based on the expert judgement of available
evidence by the assessment authors.

Chronic In medicine, a chronic disease 1s a disease that i1s long-lasting or recurrent.

(medicine)

Clean One of the three market-based mechanisms under the Kyoto Protocol to the UN

development Framework Convention on Climate Change (UNFCCC), whereby developed

mechanism countries may finance greenhouse gas emissions-avoiding projects in developing

(CDM) countries, and receive certified emission reduction credits for doing so which they
may apply towards meeting mandatory limits on their own emissions.

Climate 450 A scenario of the World Energy Outlook 2009 of the International Energy

scenario Agency that explores how global energy markets could evolve if countries

take coordinated action to restrict the global temperature increase to 2°C by
stabilizing GHG concentrations at
450 ppm.

Climate change

The long-term fluctuations in temperature, precipitation, wind, and all other
aspects of the Earth's climate. It is also defined by the United Nations Convention
on Climate Change as “change of climate which is attributed directly or
indirectly to human activity that alters the composition of the global atmosphere
and which is in addition to natural climate variability observed over comparable
time periods”.

Cloud Airborne particles that serve as an initial site for the condensation of liquid water,
condensation which can lead to the formation of cloud droplets.

nuclei (CCN)

Coal bed The methane originating in coal seams that is drained from surface

methane (CBM)

boreholes before mining takes place.

Coal mine
methane (CMM)

Methane component of gases captured in a working mine by methane drainage
techniques.
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Coke

Coke is the solid carbonaceous material derived from destructive distillation of
low-ash, low-sulfur bituminous coal. Volatile constituents of the coal—including
water, coal-gas, and coal-tar—are driven off by baking in an airless furnace or

oven.

Community of

Refers to the process of social learning that occurs when people who have a

practice common interest in some subject or problem collaborate over an extended period
to share ideas, find solutions, and build innovations.

Compound A material made up of two or more elements combined in a fixed ratio.

(chemical)

Compressed A fossil fuel substitute for petrol, diesel, or propane/LPG. Although its

natural gas

combustion does produce greenhouse gases, it is a more environmentally clean

(CNG) alternative to those fuels.

Concentration- See Dose-response_function.

response

function

Confidence In statistics, a confidence interval is a particular kind of interval estimate of a

interval population parameter and is used to indicate the reliability of an estimate.

Congestion A system of surcharging users of a transport network in periods of peak demand

pricing to reduce traffic congestion.

Convective Precipitation particles forming in the active updraft of a cumulonimbus cloud,

precipitation growing primarily by the collection of cloud droplets and falling out not far from
their originating updraft.

Cost- The cost of an emission control measure assessed in terms of price per unit of air

effectiveness emissions reduced.

Coupled ocean-
atmosphere
climate models

Complex climate models which combine atmospheric global circulation models
with oceanic global circulation models.

Crop residues

There are two types of agricultural crop residues. Field residues are materials
left in an agricultural field or orchard after the crop has been harvested. These
residues include stalks and stubble (stems), leaves, and seed pods. Process residues
are those materials left after the processing of the crop into a usable resource.
These residues include husks, seeds, bagasse, and roots.

Crude oil A mixture of hydrocarbons that exist in liquid phase in underground reservoirs
and remain liquid at atmospheric pressure after passing through surface
separating facilities.

Cryoconite Powdery windblown dust which is deposited and builds up on snow, glaciers, or
icecaps. It contains small amounts of soot which absorbs solar radiation melting
the snow or ice beneath the deposit sometimes creating a cryoconite hole.

Cryosphere That portion of the earth where natural materials (water, soil, etc.) occur in frozen
form.

Cultivar A cultivar is a cultivated variety of a plant that has been deliberately selected for

specific desirable characteristics (such as the colour and form of the flower, yield
of the crop, disease resistance, etc.).

Deep convection

Thermally driven turbulent mixing, where vertical motions take molecules from

the lower to upper atmosphere.




Deforestation The conversion of forested land to non-forested land as a direct result of human
activities.

Degasification Degasification is the removal of dissolved gases from liquids.

Deposition The transfer of substances in air to surfaces, including soil, vegetation, surface

water, or indoor surfaces, by dry or wet processes.

Diesel particle
filter

A device designed to remove diesel particulate matter or soot from the exhaust
gasof a
diesel engine.

Dimming

Dimming is the observed widespread reduction in sunlight at the surface of the
Earth. Dimming shows significant regional variations.

Discounting

Discounting is a financial mechanism in which a debtor obtains the right to delay
payments to a creditor, for a defined period of time, in exchange for a charge or
fee. Essentially, the party that owes money in the present purchases the right to
delay the payment until some future date. The discount, or charge, is simply the
difference between the original amount owed in the present and the amount that
has to be paid in the future to settle the debt.

DNA methylation

Addition of a methyl group to DNA. This is a biochemical process that is

important for normal development in higher organisms.

Dose-response

Describes the change in effect on an organism caused by differing levels of

function exposure (or doses) to a stressor (usually a chemical) after a certain exposure time.

Ecosystem Dynamic complex of plant, animal, microorganism communities and their non-
living environment, interacting as a functional unit.

Ecosystem The benefits people obtain from ecosystems. These include provisioning services,

services such as food and water, regulating services, such as flood and disease control,
cultural services, such as spiritual, recreational and cultural benefits, and
supporting services, such as nutrient cycling, that maintain the conditions for life
on Earth.

Efficacy A measure of how effective a forcing species is at causing a temperature response.
It is defined as the ratio of the equilibrium temperature response from a 1
Wm™ increase in forcing due to a species to that of a 1 Wm™ forcing from CO,,.
(Definition from Box 4.1.)

Effluent The discharge of industrial or urban waste material into the environment.

Emission

inventory Details the amounts and types of pollutants released into the environment.

Emissions factor

A unique value for scaling emissions to activity data in terms of a standard rate of
emissions per unit of activity.

Emission The maximum amount of discharge legally allowed from a single source,
standard mobile or stationary.
Emissivity The emissivity of a material is the relative ability of its surface to emit energy by

radiation.

End-of-pipe
technologies

Methods used to remove already formed contaminants from a stream of air,
water, waste, product or similar. These techniques are called 'end-of-pipe' as
they are normally implemented as a last stage of a process before the stream is
disposed of or delivered.
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Energy efficiency

Refers to actions to save fuels by better building design, the modification of

production processes, better selection of road vehicles and transport policies,
the adoption of district heating schemes in conjunction with electrical power
generation, and the use of domestic insulation and double glazing in homes.

Enteric Enteric fermentation is a digestive process by which carbohydrates are broken

fermentation down by microorganisms into simple molecules for absorption into the
bloodstream of an animal. It is one of the factors in increased methane emissions.
The combined processes through which water is transferred to the atmosphere
from open water and ice surfaces, bare soil, and vegetation that make up the
earth's surface.

Fertilizer Fertilizers are substances that supply plant nutrients or amend soil fertility.

Flaring The burning of gas which cannot be contained or used productively. In

some cases, when associated natural gas is released along with oil from
production fields remote from energy users, the gas is burned off as it
escapes, primarily for safety reasons. Some flaring may also occur in the
processing of oil and gas.

Food security

The World Food Summit of 1996 defined food security as existing “when all
people at all times have access to sufficient, safe, nutritious food to maintain a
healthy and active life”.

Force air stove

A stove where air is forced in, e.g. by a fan, in order to improve the completeness
of combustion.

Fossil fuels

Coal, oil, petroleum, and natural gas and other hydrocarbons are called fossil
fuels because they are made of fossilized, carbon-rich plant and animal remains.
These remains were buried in sediments and compressed over geologic time,
slowly being converted to fuel.

Fugitive Emissions of methane escaping from oil and gas extraction not caught by a
emissions capture system.

General A global, three-dimensional computer model of the climate system which can be
circulation used to simulate human-induced climate change. GCMs are highly complex and

model (GCM)

they represent the effects of such factors as reflective and absorptive properties
of atmospheric water vapour, greenhouse gas concentrations, clouds, annual and
daily solar heating, ocean temperatures and ice boundaries. The most recent
GCM:s include global representations of the atmosphere, oceans, and land
surface.

Glacial mass

balance

Describes the net gain or loss of snow and ice through a given year.

Global dimming

The gradual reduction in the amount of global direct irradiance at the Earth’s
surface that was observed for several decades after the start of systematic
measurements in the 1950s. It is thought to have been caused by an increase in
particulates such as sulphate aerosols in the atmosphere due to human action.

Global warming

Global warming is an average increase in the temperature of the atmosphere
near the Earth's surface and in the troposphere, which can contribute to changes
in global climate patterns. Global warming can occur from a variety of causes,
both natural and human induced. In common usage, “global warming” often
refers to the warming that can occur as a result of increased emissions of
greenhouse gases from human activities.




Global
temperature-
change potential
(GTP)

The ratio of the temperature change caused by emitting 1 kg of the species at the
end of the period considered, to that caused by emitting 1 kg of CO,,.

Global warming
potential (GWP)

The global warming potential of a gas or particle refers to an estimate of the
total contribution to global warming over a particular time that results from the
emission of one unit of that gas or particle relative to one unit of the reference
gas, carbon dioxide, which is assigned a value of 1.

Greenhouse

gases (GHGs)

Greenhouse gases are those gaseous constituents of the atmosphere, both natural
and anthropogenic, that absorb and emit radiation at specific wavelengths within
the spectrum of infrared radiation emitted by the Earth’s surface, the atmosphere
and clouds. This property causes the greenhouse effect. Water vapour (H,O),
carbon dioxide (CO,), nitrous oxide (N,O), methane (CH,), and ozone (O,) are
the primary greenhouse gases in the Earth’s atmosphere. Moreover there are a
number of entirely human-made greenhouse gases in the atmosphere, such as the
halocarbons and other chlorine and bromine containing substances, dealt with
under the Montreal Protocol. Beside CO,, N,O and CH,, the Kyoto Protocol
deals with the greenhouse gases sulphur hexafluoride (SF,), hydrofluorocarbons
(HFCs) and perfluorocarbons (PFCis).

Gross domestic
product

The total market value of goods and services produced within a nation during a
given period (usually 1 year).

High-emitting
vehicles

Poorly tuned or defective vehicles, with emissions of particulate matter many
times greater than the average.

Hoffman kiln

Hoffmann kilns are the most common kiln used in production of bricks. A
Hoffmann kiln consists of a main fire passage surrounded on each side by several
small rooms which contain pallets of bricks. Each room is connected to the next
room by a passageway carrying hot gases from the fire. This design makes for a
very efficient use of heat and fuel.

Humidity

Humidity is the amount of water vapour in the air. Absolute humidity is the
quantity of water vapour in a given volume of air. Specific humidity is a ratio of
mass quantities of water vapour to dry air. Relative humidity 1s how much water
vapour can possibly be held by the air, in its current condition of temperature

and pressure.

Hydrocarbons

Substances containing only hydrogen and carbon. Fossil fuels are made up of
hydrocarbons.

Hydrometeor

Any product of condensation or deposition of atmospheric water vapour,
whether formed in the free atmosphere or at the earth's surface; also, any water
particle blown by the wind from the earth's surface.

Hydrological
cycle

Succession of stages undergone by water in its passage from the atmosphere
to the earth and its return to the atmosphere. The stages include evaporation
from land, sea or inland water, condensation to form clouds, precipitation,

accumulation in the soil or in water bodies, and re-evaporation.

Hydrology

The scientific study of the waters of the earth, especially with relation to the
effects of precipitation and evaporation upon the occurrence and character of

water in streams, lakes, and on or below the land surface.

Hygroscopicity

The relative ability of a substance (as an aerosol) to absorb water vapour from its
surroundings and ultimately dissolve.

Ice nuclei

Any particle that serves as a nucleus leading to the formation of ice crystals.
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Incomplete
combustion

A reaction or process which entails only partial burning of a fuel. Combustion
1s almost always incomplete and this may be due to a lack of oxygen or low
temperature, preventing the complete chemical reaction.

Indoor air
pollution

Air pollutants that occur within buildings or other enclosed spaces, as opposed
to those occurring in outdoor, or ambient air. Some examples of indoor air

pollutants are nitrogen oxides, smoke, formaldehyde, and carbon monoxide.

Industrial
Revolution

A period of rapid industrial growth with far-reaching social and economic
consequences, beginning in Britain during the second half of the eighteenth
century and spreading to Europe and later to other countries including the
United States. The invention of the steam engine was an important trigger of this
development. The Industrial Revolution marks the beginning of a strong increase
in the use of fossil fuels and emission of] in particular, anthropogenic carbon
dioxide.

Insolation

A measure of solar radiation energy received on a given surface area in a given
time.

Irrigation

An artificial application of water to the soil. It is used to assist in the growing of
agricultural crops.

Ischemia

A restriction in blood supply, generally due to factors in the blood vessels, with
resultant damage or dysfunction of tissue.

Jeepney

Jeepneys are the most popular means of public transportation in the Philippines.
They were originally made from US military jeeps left over from World War II
and are known for their flamboyant decoration and crowded seating. They have
become a symbol of

Philippine culture.

Kyoto Protocol

A protocol to the 1992 UN Framework Convention on Climate Change
(UNFCCC) adopted at the Third Session of the Conference of the Parties to the
UNFCCC 1n 1997 in Kyoto, Japan. The major distinction between the Protocol
and the Convention is that while the Convention encouraged industrialised
countries to stabilize GHG emissions, the Protocol commits them to do so.
Parties included in Annex B of the Protocol agreed to control their national
anthropogenic emissions of greenhouse gases so that the total emissions from
these countries would be at least 5 per cent below 1990 levels in the commitment
period, 2008 to 2012. The Protocol expires in 2012.

Landfill A site where household and industrial waste can be disposed of. It is generally
spread in thin layers which are then covered with soil.

Leapfrogging The ability of developing countries to bypass intermediate technologies and jump
straight to advanced clean technologies. Leapfrogging can enable developing
countries to move to a low-emissions development trajectory.

Lofting The phenomenon where the upper part of a smoke plume diffuses more rapidly

upward than the bottom part diffuses downward.

Long range
transport

Atmospheric transport of air pollutants within a moving air mass for a distance
greater than 100 kilometres.

Low-emission
zone (LEZ)

A geographically defined area which seeks to restrict or deter access by specific
polluting vehicles or only allow low or zero emission vehicles, with the aim of
improving the

air quality.




Melt pond

A pond of liquid water (mostly from melted snow) on the surface of sea ice,
usually occurring in the spring

Meridional A flow, average, or functional variation taken in a direction that is parallel to a
line
of longitude.

Mitigation Structural and non-structural measures undertaken to limit the adverse impact of

natural hazards, environmental degradation and technological hazards.

Moist-static

The moist static energy is a thermodynamic variable that describes the state of

energy an air parcel. The moist static energy is a combination of a parcels kinetic energy
due to an air parce’s temperature, its potential energy due to its height above the
surface, and the latent energy due to water vapour present in the air parcel.

Monsoon Monsoon is traditionally defined as a seasonal reversing wind accompanied by

corresponding changes in precipitation, but is now used to describe seasonal
changes in atmospheric circulation and precipitation associated with the
asymmetric heating of land and sea. Usually, the term monsoon is used to refer
to the rainy phase of a seasonally-changing pattern, although technically there is

also a dry phase.
Monte-Carlo A class of computational algorithms that rely on repeated random sampling to
analysis compute
their results.
Moraine Ridges or deposits of rock debris transported by a glacier.
Morbidity Refers to a diseased state, disability, or poor health.
Moulin A narrow, tubular chute, hole or crevasse through which water enters a glacier
from
the surface.
Municipality An administrative division composed of a defined territory and population.

Municipal waste

Residential solid waste and some non-hazardous commercial, institutional, and

industrial wastes.

Natural draft

stove

A stove where the air needed for combustion is drawn in naturally due to the
temperature difference between outside air and exhaust gases.

Negative forcing

A negative forcing (more outgoing energy) tends to cool a system.

Ocean
acidification

A decrease in the pH of sea water due to the uptake of anthropogenic carbon
dioxide.

Open biomass

Forest fires, savannah burning and outdoor cooking;

burning

Optical depth A measure of transparency, defined as the negative logarithm of the fraction of
radiation (e.g., light) that is not scattered or absorbed on a path.

Optical See Optical depth.

thickness

Organic matter

Organic matter (or organic material) is matter that has come from a once-living
organism; 1s capable of decay or the product of decay; or is composed of organic
compounds.

Oxidation

The chemical reaction of a substance with oxygen or a reaction in which the

atoms in an element lose electrons and its valence is correspondingly increased.
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Ozone

Ozone (O,), the triatomic form of oxygen, is a gaseous atmospheric constituent.
In the troposphere, it is created both naturally and by photochemical reactions
involving gases resulting from human activities (it is a primary component of
photochemical smog). In high concentrations, tropospheric ozone can be harmful
to a wide range of living organisms. Tropospheric ozone acts as a greenhouse gas.
In the stratosphere, ozone is created by the interaction between solar ultraviolet
radiation and molecular oxygen (O,). Stratospheric ozone plays a decisive role in
the stratospheric radiative balance. Depletion of stratospheric ozone results in an

increased ground-level flux of ultraviolet (UV-) B radiation.

Ozone precursor

Chemical compounds, such as carbon monoxide (CO), methane (CH,),
NMVOCs and nitrogen oxide (NO,), which in the presence of solar radiation
react with other chemical compounds to form ozone, mainly in the troposphere.

Particulate Very small pieces of solid or liquid matter such as particles of soot, dust, fumes,
matter mists or aerosols. The physical characteristics of particles, and how they combine
with other particles, are part of the feedback mechanisms of the atmosphere.
Particulate Particulate matter that consists of compounds of sulphur formed by the
sulphate interaction of sulphur dioxide and sulphur trioxide with other compounds in

the atmosphere. Sulphate aerosols are injected into the atmosphere from the
combustion of fossil fuels and the eruption of volcanoes like Mt. Pinatubo.
Recent theory suggests that sulphate aerosols may lower the Earth's temperature
by reflecting away solar radiation (negative radiative forcing).

Pellet stove

A stove that burns compressed wood or biomass pellets to create a source of heat
for residential and sometimes industrial spaces.

Permafrost Ground (soil or rock and included ice and organic material) that remains at or
below 0°C for at least two consecutive years.

Photochemical Refers to any chemical reaction which occurs as a result of light energy from the

reaction sun.

Photolysis A chemical reaction in which a chemical compound is broken down by photons.

Phytotoxicity A term used to describe the degree of toxic effect by a compound on plant
growth.

Pneumonia Inflammation of lung alveoli, the tiny air sacs deep within the lungs where carbon
dioxide and oxygen are exchanged.

Policy Any form of intervention or societal response. Policy can be seen as a tool for the
exercise
of governance.

Pollutant Any substance that causes harm to the environment when it mixes with soil, water
or air.

Pollution The presence of minerals, chemicals or physical properties at levels that exceed
the values deemed to define a boundary between “good or acceptable” and “poor
or unacceptable” quality, which is a function of the specific pollutant.

Positive feedback | A system exhibiting positive feedback, in response to perturbation, acts to increase

the magnitude of the perturbation.

Positive forcing

A posttive forcing (more incoming energy) tends to warm a system.

Precipitation Any and all forms of water, whether liquid or solid, that fall from the atmosphere
and reach the Earth's surface.
Precursor A precursor 1s a chemical which precedes and is the source of another.




Pre-industrial

Prior to widespread industrialisation and the resultant changes in the
environment. Typically taken as the period before 1750.

Premature The number of deaths occurring earlier due to a risk factor than in the absence
deaths of that risk factor. (Definition from Box 4.7.)
Primary energy | Energy embodied in natural resources (such as coal, crude oil, sunlight
or uranium) that has not undergone any anthropogenic conversion or
transformation.
Primary Particles that are directly emitted from combustion and fugitive dust sources.
particles
Primary The transformation of chemical or solar energy to biomass. Most primary
productivity production occurs through photosynthesis, whereby green plants convert solar

energy, carbon dioxide, and water to glucose and eventually to plant tissue. In
addition, some bacteria in the deep sea can convert chemical energy to biomass
through chemosynthesis.

Primary waste

water treatment

In the primary stage of waste water treatment, sewage flows through large tanks
which are used to settle sludge while grease and oils rise to the surface and are
skimmed off. Tanks are usually equipped with mechanically driven scrapers that
continually drive the collected sludge towards a hopper in the base of the tank
where it is pumped to sludge

treatment facilities.

Provisioning The products obtained from ecosystems, including, for example, genetic
services resources, food, and fresh water.
Purchasing A currency conversion that equalises the purchasing power in different countries,

power parity

usually by estimating what sum of money is required to buy the same basket of
goods and services in each country.

Quenching tower

In a quenching tower water sprays are used to reduce the temperature of gas
emissions and aid removal of pollutants.

Radiative forcing

Radiative forcing is the change in the net vertical irradiance (expressed in Watts
per square metre) at the tropopause due to an internal change or a change in
the external forcing of the climate system, such as, for example, a change in the
concentration of carbon dioxide or the output of the Sun.

Recession In economics, a recession is a business cycle contraction, a general slowdown in
economic activity.

Reference See Baseline scenario.

scenario

Residence time

Residence time (also known as removal time) is the average amount of time that a
particle spends in a particular system.

Runoff The water flow that occurs when soil is infiltrated to full capacity and excess water
from rain, meltwater, or other sources flows over the land.

Savannah A tropical or subtropical region of grassland and other drought- resistant
(xerophilous) vegetation. This type of growth occurs in regions that have a long
dry season (usually “winter-dry”) but a heavy rainy season, and continuously high
temperatures.

Sea level The change in global average sea level that would occur if a given amount of

equivalent water or ice were added to or removed from the oceans.
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Secondary

Particles that are formed in the atmosphere. Secondary particles are products of

particles the chemical reactions between gases, such as nitrates, sulphur oxides, ammonia,
and
organic products.

Secondary See Secondary particles.

pollutant

Secondary waste
water treatment

Secondary waste water treatment is a biological treatment process to remove
biodegradable dissolved and colloidal organic matter using aerobic biological
treatment processes. Secondary treatment follows primary treatment.

Skewness In probability theory and statistics, skewness i1s a measure of the asymmetry of
the probability distribution of a real-valued random variable. The skewness value
can be positive or negative, or even undefined.

Solid fuel Refers to various types of solid material that are used as fuel to produce energy
and provide heating. Solid fuels include wood, charcoal, peat, coal, Hexamine
fuel tablets, and pellets made from wood, corn, wheat, rye and other grains.

Stomata Pores found in the leaf and stem of the plant epidermis that are used for gas
exchange.

Stomatal A numerical measure of the rate of passage of either water vapour or carbon

conductance dioxide through the stomata of a plant.

Stratosphere Region of the atmosphere between the troposphere and mesosphere, having
a lower boundary of approximately 9 km at the poles to 16 km at the equator
and an upper boundary of approximately 50 km. Depending upon latitude and
season, the temperature in the lower stratosphere can increase, be isothermal,
or even decrease with altitude, but the temperature in the upper stratosphere
generally increases with height due to absorption of solar radiation by ozone.

Sublimation The transition of a substance from the solid phase to the gas phase without
passing through an intermediate liquid phase.

Subsistence Subsistence farming relates to agricultural activity to produce food which is

farming predominantly consumed by the farming household. The food produced is
the main or a significant source of food for the farming household and little or
none of the production is surplus and available for sale or trade. It is generally
associated with a small farm holding size and family agricultural work as a part-
time or supporting activity.

Supporting Ecosystem services that are necessary for the production of all other ecosystem

services services. Some examples include biomass production, production of atmospheric
oxygen, soil formation and retention, nutrient cycling, water cycling, and
provisioning of habitat.

Systematic A systematic uncertainty (an estimate of which is known as a measurement bias)

uncertainty is associated with the fact that a measured value contains an offset. In general,
a systematic uncertainty, regarded as a quantity, is a component of error that
remains constant or depends in a specific manner on some other quantity.

Temperature Estimates of temperature response to forcing as a function of time that

potentials characterize the relative rapid response of the land and upper ocean to forcing as
well as the much slower response of the deep ocean.

Temperature Estimates of temperature response to radiative forcing based on observational

response and modelling constraints on climate sensitivity. Peer-reviewed literature has

established methods for such estimates at the global scale and over large latitude
bands, but not at more localized scales. (Definition from Box 4.1.)




Tertiary waste
water treatment

The purpose of tertiary waste water treatment is to provide a final treatment
stage to raise the effluent quality before it is discharged to the receiving

environment (sea, river, lake, ground, etc.).

Therophyte Annual plants which survive the unfavourable season in the form of seeds
and complete their life-cycle during favourable seasons. Annual species are
therophytes. Many desert plants are by necessity therophytes.

Tillage Tillage is the agricultural preparation of the soil by mechanical agitation of
various types, such as digging, stirring, and overturning.

Transboundary | Movement from an area under the national jurisdiction of one State to or

movement through an area under the national jurisdiction of another State or to or through
an area not under the national jurisdiction of any State.

Transport The movement of chemical species through the atmosphere as a result of large-

(atmospheric) scale atmospheric motions.

Troposphere The lowest part of the atmosphere from the surface to about 10 km in altitude
in mid-latitudes (ranging from 9 km in high latitudes to 16 km in the tropics
on average) where clouds and "weather" phenomena occur. In the troposphere
temperatures generally
decrease with height.

Tundra A type of ecosystem dominated by lichens, mosses, grasses, and woody plants.
Tundpra is found at high latitudes (arctic tundra) and high altitudes (alpine tundra).
Arctic tundra is underlain by permafrost and is usually [water]| saturated.

Ultra-low Ultra-low sulphur diesel is a term used to describe a standard for defining diesel

sulphur diesel fuel with substantially lowered sulphur contents. Almost all of the petroleum-

(ULSD) based diesel fuel available in Europe and North America is of an ultra-low
sulphur type.

Updraft An updraft is the upward vertical movement of air.

Value added

An economics term referring to the difference between the sale price of a
commodity and its production cost. It is a measure of the industrial contribution
to GDP.

Value of a
Statistical Life
(VSL)

The maximum amount an individual would be willing to pay to reduce his or her
chance of dying by a small amount in a specified time period. (Definition from
Box 4.7.)

Vapour pressure
deficit

The difference (deficit) between the amount of moisture in the air and how much
moisture the air can hold when it is saturated.

Venting

The release of gas to the atmosphere which cannot be contained or used
productively. In some cases, when associated natural gas is released along with oil
from production fields remote from energy users, the gas is allowed to escape into
the atmosphere.

Volatile organic
compounds

(VOCs)

Organic chemical compounds that under normal conditions are gaseous or can
vaporise and enter the atmosphere. VOGCs include such compounds as methane,
benzene, xylene, propane and butane. Methane is primarily emitted from
agriculture (from ruminants and cultivation), whereas non-methane VOCGs (or
NMVOCs) are mainly emitted from transportation, industrial processes and use

of organic solvents.
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Vulnerability

assessment

The process of identifying, quantifying, and prioritizing the vulnerabilities in a

system.

Water cycle

See Hydrological cycle.

Wetlands

Lands where water saturation is the dominant factor that determines the nature
of
soil development and the types of plant and animal communities living in the

surrounding environment.

Wet scavenging

Removal of pollutants from the air by either rain or snow.

Years of life lost

The average number of additional years a person would have lived if he or she
would not have died prematurely. (Definition from Box 4.7.)
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