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Executive Summary  1 

 2 

The IPCC 6th Assessment Report assessing information that is relevant for the knowledge needs of a 3 

world that is rapidly changing, in terms of the physical climate system and the international processes 4 

set in place to address the changes and resulting challenges. The Paris Agreement set a long-term goal to 5 

hold the increase in the global average temperature to “well below 2°C above pre-industrial levels and to 6 

pursue efforts to limit the temperature increase to 1.5°C above pre-industrial levels, recognizing that this 7 

would significantly reduce the risks and impacts of climate change”. Together with a range of related 8 

international processes and initiatives, such as the Sustainable Development Goals, the Sendai Framework 9 

for Disaster Risk Reduction, the Global Framework of the Climate Services, and the Intergovernmental 10 

Science-Policy Platform on Biodiversity and Ecosystem Services, the Paris Agreement forms a key framing 11 

for the present report. A consistent risk framework is adopted across the 6th Assessment Report. {1.2, 1.2.2, 12 

1.2.4} 13 

 14 

The IPCC 5th Assessment Report (AR5) concluded that warming of the climate system is unequivocal. 15 

Since the AR5, multiple concurrent changes have continued throughout the physical climate system, 16 

including increasing global mean surface temperature, loss of glacial mass, sea level rise, increasing 17 

ocean heat content, changes to global precipitation patterns, and rising greenhouse gas concentrations. 18 

Many of these changes occur at rates and magnitudes beyond what can be attributed to natural variability. 19 

The rapid changes to the physical climate system represent a key framing for the present report. The changes 20 

presently observed are significant even when considering a long time frame such as the last two millennia. 21 

Multiple independent lines of evidence, reaching from the recent observational era back to the mid Pliocene 22 

(3.6 million years BP), indicate the unique nature of the present, global scale rate of change, even when seen 23 

in the context of a million year period. {1.2.1} 24 

 25 

Understanding of essential features of the climate system is robust and well established. The major 26 

natural forcings governing the climate system have been known since the early 20th century. The possibility 27 

of anthropogenic climate change was proposed in the 19th century, and major anthropogenic forcings 28 

(primarily heat-trapping gases and aerosols) were established by the mid-1970s. Since systematic scientific 29 

assessments began in the late 1970s, anthropogenic climate change has evolved from a hypothesis to a fact. 30 

Climate change projections made since the 1980s are generally in good agreement with the amplitude and 31 

pattern of subsequent observed temperature change. {1.3} 32 

 33 

Capabilities to observe across the breadth of the physical climate system continue to improve and 34 

expand, but recent and/or pending losses in key observational systems underscore the vulnerability of 35 

some classes of climate observations. Progress in climate science relies on the quality and quantity of 36 

observations from a range of platforms: surface-based instrumental measurements, aircraft observations, 37 

satellite-based retrievals, in-situ measurements and palaeoclimatic records. Overall, observational coverage of 38 

the climate system is as good for the AR6 as it was for the AR5, with notable improvements in some areas, 39 

but also some emerging risks of loss of coverage or continuity. In addition to the reduced coverage of certain 40 

satellite products, surface station networks, and radiosonde launches, paleoclimate archives such as corals, 41 

tropical ice cores, and trees are rapidly disappearing owing to a host of anthropogenic pressures, including 42 

high temperatures caused by anthropogenic climate change (high confidence) {1.4.1}    43 

 44 

New reanalyses have been developed with various combinations of increased resolution, extended 45 

records, more consistent data assimilation, and/or a full representation of the coupled atmosphere-46 

ocean system. Reanalysis datasets provide gridded output, physical consistency across variables (within the 47 

limitations of the forecast model used), information about variables that are not directly observed, and 48 

information at locations that are unobserved. {1.4.2} 49 

 50 

Climate models have been further improved since the AR5, with more Earth system models that 51 

represent biogeochemical cycles and more high resolution models that capture small-scale processes 52 

and extremes. Improved constraints on cloud and carbon cycle feedbacks have been deduced from 53 

observations since AR5 and these in turn constrain climate sensitivity and future projections. {1.4.3} 54 

 55 
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New tools and advanced techniques are available to more rapidly and comprehensively evaluate 1 

climate and Earth system models, attribute observed changes, and constrain the ranges of key Earth 2 

system variables. There is now a host of methods to attribute change in events, impacts, and even adaptive 3 

measures. Newly developed evaluation tools ensure traceability and reproducibility of the results from model 4 

evaluation and analysis. Moreover, the emerging use of machine learning in climate science complements 5 

classical model evaluation approaches and provides new insights on the dynamics of the climate system. 6 

Large ensembles of climate model simulations have supported improved understanding of the relative roles 7 

of internal variability and forced change in the climate system. {1.4.4; 1.4.5; 1.5.5} 8 

 9 

Regional climate change is emphasized in AR6 and throughout this Working Group I report.  A 10 

unified set of land and ocean regions is introduced. These regions are semi-continental domains defined in 11 

terms of characteristic climate and environmental features, as recognized from the assessed literature. 12 

Particular aspects of climate change are also addressed in this report by higher-resolution, specialized 13 

domains called typological regions such as monsoon regions, mountains, megacities, etc. {1.5.2; 1.8} 14 

 15 

The early industrial period (1850-1900) is used as an approximation for pre-industrial global 16 

temperatures. In terms of radiative forcing, “pre-industrial” refers to the period around 1750 when large-17 

scale natural forcings (solar irradiance, astronomical factors, and volcanic activity) were similar to the 18 

modern period. It is likely (medium confidence) that some anthropogenic warming occurred before 1850; the 19 

magnitude of this warming is between 0.0-0.1°C. {1.5.3} 20 

 21 

In addition to internal variability, uncertainties in projections of the physical climate system stem 22 

from a number of sources. These include (a) the actual future trajectory of radiative forcing, which depends 23 

on sociotechnical change (including climate policy) and natural events such as volcanic eruptions, and (b) 24 

how the climate will respond to that specific trajectory. A third source of uncertainty regards “unknown 25 

unknowns”, or possible aspects of climatic behavior not yet identified or accounted for. {1.5.4} 26 

 27 

In AR6 scenarios, future temperature levels and cumulative carbon emissions are used as dimensions 28 

of integration within and across the three IPCC Working Groups. A new set of emission and 29 

concentration scenarios, the Shared Socioeconomic Pathways (SSPs), is used to synthesize knowledge across 30 

the physical sciences, impact and adaptation and mitigation research. Two additional ‘dimensions of 31 

integration’ are global mean temperature levels as well as a categorization of emission scenarios or 32 

geophysical impacts in relation to their cumulative carbon emissions. The SSP scenarios cover lower levels 33 

of warming compared to previous Assessment Reports, including scenarios consistent with a 1.5°C warming 34 

in line with the lower climate target envisaged in the Paris Agreement {1.6} 35 

 36 

Reducing key knowledge gaps via the integration of knowledge across disciplines will accelerate 37 

climate understanding.  A better understanding of climate processes and phenomena leads to better 38 

informed risk assessment, and it is therefore important to identify areas primed for rapid advances.  {1.7}  39 

  40 
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 1 

1.1 Chapter preview 2 

 3 

The Sixth Assessment Report (AR6) of the Intergovernmental Panel on Climate Change (IPCC) now marks 4 

more than 30 years of global international collaboration to describe and understand one of the defining 5 

challenges of the 21st century and beyond: human-induced climate change. Since the inception of the IPCC 6 

in 1990, our understanding of the physical science basis of climate change has much advanced, and the 7 

amount and quality of direct observations and information from palaeoclimate archives has substantially 8 

increased. Climate model capabilities have evolved in line with the increased computational capacities of the 9 

world's supercomputers, understanding of individual processes has improved, and there is more realistic 10 

treatment of interactions among the components of the climate system. At the same time, some key 11 

assessment conclusions from previous IPCC reports remained practically unchanged, indicating the 12 

robustness of our understanding around the primary causes and consequences of anthropogenic climate 13 

change.   14 

 15 

The role of the IPCC is to assess on a comprehensive, objective, open and transparent basis the scientific, 16 

technical and socio-economic information relevant to understanding the risks of human-induced climate 17 

change, its potential impacts and options for adaptation and mitigation. Starting from the work on the First 18 

Assessment Report (FAR) published in 1990, the IPCC Assessments have been structured into three 19 

Working Groups. Working Group I (WGI) assesses the physical science basis of climate change, Working 20 

Group II (WGII) assesses associated impacts, vulnerability and adaptation to climate change, and Working 21 

Group III (WGIII) assesses mitigation response options. The volume of knowledge and also the cross-22 

linkages between the three Working Groups has evolved over time.  23 

 24 

As part of the AR6 cycle from 2017 to 2022, the IPCC is preparing the set of the three Working Group 25 

reports plus three targeted Special Reports and, finally, the Synthesis Report. The three AR6 Special Reports 26 

cover the topics of “Global Warming of 1.5°C”, “Climate Change and Land” and the “The Ocean and 27 

Cryosphere in a Changing Climate” and are, for the first time in the IPCC, coordinated across all three 28 

Working Groups.  29 

 30 

This chapter provides the introduction to the WGI contribution to the AR6. The main purposes of the 31 

Chapter are: 1) to frame AR6 in the current global context with a focus on international climate governance 32 

frameworks, 2) to set the scene for the assessment and to place it in the context of ongoing global changes, 33 

the history of climate science and the evolution from previous IPCC assessments, including the Special 34 

Reports prepared as part of this Assessment Cycle, 3) to describe key concepts, approaches, and methods 35 

used in this assessment.   36 

 37 

The Chapter comprises eight sections. The present state of Earth’s climate, in the context of observed long-38 

term changes and variations caused by natural and anthropogenic drivers, as well as the international climate 39 

change governance structure, which serves as context to the present assessment, are described in section 1.2. 40 

The evolution of knowledge about climate change and the development of earlier IPCC assessments is 41 

presented in Section 1.3. New developments in observations, reanalyses, modelling capabilities and 42 

techniques since AR5 are discussed in Section 1.4. Approaches, methods, and key concepts of this 43 

assessment are introduced in Section 1.5. The three main ‘dimensions of integration’ across Working Groups 44 

in the AR6, i.e. scenarios, temperature levels and cumulative carbon emissions, are described in Section 1.6. 45 

The Chapter closes with a discussion of opportunities and gaps in knowledge integration in Section 1.7, 46 

before presenting the structure and chapter organization of the overall WGI AR6 report in Section 1.8. 47 

 48 

 49 

1.2 The global context of the present assessment 50 

 51 

The context of the IPCC 6th Assessment cycle is different from those of its predecessors. Numerous, 52 
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substantial changes have been observed across the physical climate system, many of which can be attributed 1 

to anthropogenic influences, with impacts on natural and human systems. Governments and societies are 2 

responding to these changes and deciding on specific courses of action to mitigate and adapt to 3 

anthropogenic climate change.  4 

 5 

This section summarizes key elements of this context. Starting by illustrating the changing state of the 6 

climate system, as presently observed and in a longer term context (1.2.1). Then, summarizing ongoing 7 

processes in international governance that form part of the wider context of the AR6 process (1.2.2), and 8 

changes to the wider perceptions of climate change and climate science (1.2.3). Finally, approaches and 9 

rationale that are different in the present assessment cycle, relative to past IPCC assessment cycles, are 10 

introduced (1.2.4): The risk framing, the possibility of abrupt climate change, and the usage of narratives and 11 

storylines. 12 

 13 

 14 

1.2.1 The changing state of the physical climate system 15 

 16 

The starting point for the present report is the context of rapid, ongoing changes in the physical climate 17 

system, increased monitoring capability, and improved knowledge. In 2013, the WGI contribution to the 18 

IPCC AR5 (AR5WGI) concluded that “warming of the climate system is unequivocal,” and since the 1950s, 19 

many of the observed changes are unprecedented over decades to millennia (IPCC, 2013b) 20 

 21 

Since AR5, changes to the state of the physical climate system have continued, and, in places, accelerated. 22 

Details of these changes are assessed in full in the coming chapters. Ongoing changes are illustrated through 23 

key large-scale observables and shown in relation to the longer-term evolution of the climate. 24 

 25 

 26 

1.2.1.1 Change across multiple indicators 27 

 28 

The physical climate system comprises all components and processes that combine to form weather and 29 

climate. Broadly speaking the physical climate system is divided into five realms: The atmosphere, the land 30 

surface, the cryosphere, the oceans and the biosphere. Figure 1.1 shows these components of the climate 31 

system, highlights a set of related indicators of rapidly evolving changes, and links to their full assessment in 32 

subsequent chapters. The climate change ‘rosette’ shows year-to-year variability, as deviations from their 33 

mean (see caption), illustrating that many components of the climate system have now been altered outside 34 

of their natural range of interannual variability. Here, natural variability is estimated from the observed 35 

record, but in Section 1.2.1.2, variability in longer records is also discussed.   36 

 37 

[Note: The following discussion uses earlier datasets as placeholders and will be updated for the Second 38 

Order Draft based]  39 

 40 

Atmospheric concentrations of a range of greenhouse gases are increasing, notably carbon dioxide 41 

(CO2), methane (CH4), and nitrous oxide (N2O). These observed changes are consistent with known 42 

anthropogenic emissions, when accounting for observed and inferred uptake by the oceans and biosphere 43 

respectively. Presently, the global mean CO2 concentration is increasing by [XX] ppm per year. Figure 1.1 44 

(wedges a and b), shows the evolution of global mean surface temperature (GMST) since 1850, and the 45 

concentration of CO2 at Mauna Loa since 1959. 46 

 47 

Both the atmosphere and the land surface are undergoing rapid changes. Most notably, the global mean 48 

surface temperature has increased by [XX] °C since [YYYY] and is presently increasing at a rate of 0.17 °C 49 

per decade [SR15]. 50 

 51 

Precipitation patterns are also changing, but with a different regional pattern than surface temperature. Figure 52 

1.1 (wedge c) shows the evolution of annual mean precipitation over land in five latitude bands (shown is the 53 

[XXX] series of observations, available for the period [19XX-201X]). [Considering changing this to a time 54 

series of ocean surface pH.] 55 
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 1 

The cryosphere, which comprises all frozen parts of the globe, including terrestrial snow, permafrost, sea ice, 2 

glaciers, and the massive ice sheets covering Greenland and Antarctica, is also undergoing rapid changes.  3 

Globally, glaciers have been continuously losing mass for the last century; presently their mass balance is at 4 

[-XXX] Gt/year.  See Figure 1.1 (wedge d). 5 

 6 

In the oceans as well, changes have progressed beyond year-to-year variability. Notably, the averaged heat 7 

content of the oceans down to [700, 2000] meters is steadily increasing, presently at a rate of [XX] GJ/year 8 

(Figure 1.1, wedge e). The global mean sea level is rising at the rate of [XX] mm/year over [19XX-20XX] 9 

(Figure 1.1, wedge f), and this rate has itself increased, from [XX] mm/yr over [19XX-19XX]. 10 

 11 

Figure 1.1 presents examples of datasets illustrating recent changes. Overall, the current conditions are such 12 

that s one of marked, ongoing and concurrent changes to many components of the physical climate system. 13 

These changes, and many others, will be further presented in the coming chapters, together with a rigorous 14 

assessment of the recent supporting literature. 15 

 16 

 17 

[START FIGURE 1.1 HERE] 18 
 19 
Figure 1.1: The changing state of the physical climate system. Left: Schematic of the components of the climate 20 

system, and examples of how key physical observables are changing. Right: Each wedge of the rosette 21 
shows annual means of one variable, from 1850 (center) out to 2017 (outer circle). Grey indicates missing 22 
data. [To be updated for SOD. All data plotted so far temporary, taken predominantly from AR5.] 23 

 24 

[END FIGURE 1.1 HERE] 25 

 26 

 27 

1.2.1.2 Change across multiple timescales  28 

 29 

Information from paleoclimate archives provides an essential long-term context for the anthropogenic 30 

climate change of the past 150 years and the projected changes in the 21st century and beyond (Masson-31 

Delmotte et al., 2013). Figure 1.2 shows reconstructions of three key indicators of change over the past 32 

800,000 years, comprising eight complete glacial-interglacial cycles (EPICA Community Members, 2004). 33 

The dominant 100,000-year cycles are characterized by natural CO2 variations between 174 ppm and 299 34 

ppm (±1.3 ppm), as measured directly in air trapped in ice at Dome Concordia, Antarctica (Bereiter et al., 35 

2015; Lüthi et al., 2008), reconstructed global average surface temperature variations relative to 1850-1900 36 

between -7°C to +2°C (Snyder, 2016), and sea level changes from about-126 m to +1.85 m  (Bintanja and 37 

van de Wal, 2008) [range to be reviewed in the SOD to ensure consistency with Chapter 9]. The ranges 38 

represent roughly the amplitudes of natural variations for the last 800,000 years, prior to greenhouse gas 39 

emissions caused by human activity, although more precise estimates are available for shorter time periods 40 

(ref. Chapter 9 and SROCC).  41 

 42 

 43 

[START FIGURE 1.2 HERE] 44 

 45 
Figure 1.2: Long-term context of anthropogenic climate change based on selected paleoclimatic reconstructions over 46 

the past 800,000 years for three key indicators: atmospheric CO2 concentrations, global mean surface 47 
temperature, and sea level. a) Measurements of CO2 in air enclosed in Antarctic ice cores (Lüthi et al., 48 
2008; MacFarling Meure et al., 2006) and direct air measurements (Dlugokenky and Tans, 2019) 49 
(Keeling et al., 1976). Inferred CO2 concentrations for the RCPs are indicated by the bars on the right side 50 
of the figure and taken from Zickfeld et al. (2013). Reconstruction of global average surface air 51 
temperature based on a combination of several marine paleoclimate proxies and PMIP model simulations 52 
(Snyder, 2016). Observed temperature changes since 1850 are from the HadCRUT4 dataset, re-referenced 53 
to 1850-1900; bars indicate the projected ranges of warming derived from CMIP5 simulations (IPCC, 54 
2013b) Sea level changes reconstructed from oxygen isotope measurements on several ocean sediment 55 
cores (Bintanja and van de Wal, 2008, re-referenced to 1850-1900). The observed sea level record is from 56 
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Jevrejeva et al. (2014); projections are based on a combination of CMIP5 ensembles and process-based 1 
models (IPCC, 2013b). [PLACEHOLDER: projections are based on CMIP5. They will be replaced by 2 
CMIP6 in the SOD; uncertainties will be added to the paleoclimate reconstructions in the SOD. Also, 3 
SLR projections will likely use Spratt and Lisiecki (2016) (re-referenced to 1850-1900) for the SOD 4 
instead of Bintanja and van de Wal (2008). 5 

 6 

[END FIGURE 1.2 HERE] 7 

 8 
 9 
Paleoclimate reconstructions also shed light on the causes of these variations, revealing processes that need 10 

to be considered when projecting climate change. The records presented in Figure 1.2 show that sustained 11 

changes in global mean temperature of a few degrees Celsius cause increases in sea level by several tens of 12 

meters, rising rapidly over several millennia at the end of ice ages (Bintanja and van de Wal, 2008). Seen 13 

against this background, ongoing present-day warming represents a commitment to long-term sea level rise 14 

and many other impacts (Clark et al., 2016; Fischer et al., 2018; Pfister and Stocker, 2016).  15 

 16 

The records also show centennial- to millennial-scale variations, particularly during the ice ages, which 17 

indicate rapid or abrupt changes of the Atlantic Meridional Overturning Circulation and the occurance of a 18 

bipolar seesaw (Members WAIS Divide Project et al., 2015; Pedro et al., 2018; Stocker and Johnsen, 2003). 19 

This process suggests that instabilities and irreversible changes could be triggered in the future if critical 20 

thresholds are passed (ref. Section 1.2.4.2). High-resolution paleoclimate data also confirm the synchronicity 21 

between changes in greenhouse gas concentrations and global mean temperature (Members WAIS Divide 22 

Project et al., 2015; Parrenin et al., 2013). This underlines the important role of greenhouse gases as one 23 

driver of climate change in the past. 24 

 25 

The values derived from direct instrumental observations and ice core CO2 data since 1850 CE, combined 26 

with the paleoclimate record, are in Figure 1.2. By the first decade of the 20th century, CO2 concentrations 27 

had already outside the reconstructed range of natural variation over the past 800,000 years, while global 28 

average temperature and sea level were higher than today during several interglacials across that period. 29 

Projections of these three indicators for the end of the 21st century, however, show that for all but the 30 

mitigation scenario RCP2.6 (IPCC, 2013b) (ref. Section 1.6) , these global-scale indicators will rapidly move 31 

out of their long-term natural range within the next few decades. Detection and attribution studies of climate 32 

change (ref. Section 1.5.3), in particular of global mean temperature and sea level, have long demonstrated 33 

that the anthropogenic increase of greenhouse gas concentrations is the dominant cause for this development 34 

(Bindoff et al., 2013; Slangen et al., 2014; Stott et al., 2000) (ref. Section 1.5). 35 

 36 

The rate, scale, and magnitude of anthropogenic changes in the climate system since the mid-20th century 37 

support the concept of an Anthropocene epoch, in other words, an era in which human activity is altering 38 

Earth systems on a magtude and scale similar to geophysical forces, leaving measureable traces which will 39 

remain in the permanent geological record (SR1.5). Such changes include not only climate change itself, but 40 

also a sixth mass extinction of species, rapid ocean acidification due to uptake of anthropogenic carbon 41 

dioxide, and massive destruction of tropical forests (Crutzen and Stoermer, 2000; Scholes et al., 2018; 42 

Steffen et al., 2007, 2018; Zalasiewicz et al., 2017, Steffen et al., 2017). 43 

 44 

 45 

1.2.2 International governance to address challenges posed by climate change 46 

 47 

Since a wide range of human impacts on our environment have emerged, various previously independent 48 

international agendas have become more closely integrated. These developments recognize how strongly 49 

climate change, disaster risk, global development, and human well-being are interconnected. This section 50 

summarizes key ongoing international governance processes that form the context of this report, and which 51 

have shaped its assessment approach. 52 

  53 

The Paris Agreement was agreed to at the 21st Conferences of Parties to the UN Framework Convention on 54 

Climate Change in December 2015 (UNFCCC, 2015) aims at strengthening the global response to climate 55 
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change in the context of sustainable development and efforts to eradicate poverty. The Paris agreement sets a 1 

long-term goal to limit global average temperature to “well below 2°C above pre-industrial levels, and to 2 

pursue efforts to limit the temperature increase to 1.5°C above pre-industrial levels, recognizing that this 3 

would significantly reduce the risks and impacts of climate change.” The Paris agreement will be 4 

implemented from 2020 onwards. It addresses both mitigating and adapting to climate change, as well as loss 5 

and damage, finance, technology transfer, capacity-building and education (UNFCCC, 2015). 6 

 7 

In the near term (2031–2050), the Paris agreement calls for emission reduction pledges through Nationally 8 

Determined Contributions (NDCs) (e.g. Geng et al., 2018; Rogelj et al., 2016; Winkler et al., 2017). Pledges 9 

of many lower-income countries, whose emissions may increase as their populations and affluence grow, are 10 

conditional on international financial and technical assistance (Rose et al., 2017). Also the majority of 11 

countries, particularly developing countries, include an adaptation component in their NDCs (Kato and Ellis, 12 

2016). Article 4 of the Paris Agreement specifies that NDCs are to be updated every five years and 13 

successive NDCs are to be informed by the global stocktake specified in Article 14 of the Paris Agreement 14 

(see Cross-Chapter Box 1.1).  15 

 16 

The IPCC will inform the global stocktake through the series of reports prepared for its Sixth Assessment 17 

cycle. The AR6 cycle will end with the publication of the Synthesis Report in 2022, with its outcomes 18 

expected to contribute the global stocktaking process planned for 2023 and then every five years (e.g. 19 

Schleussner et al. 2016, Cross-Chapter Box 1.1).  20 

 21 

The 2030 Agenda for Sustainable Development ‘Transforming our World’ (UNGA, 2015) was agreed to 22 

in September 2015 at the UN General Assembly and the Addis Ababa Action Agenda in July 2015 to 23 

support their implementation. The Sustainable Development Goals (SDGs) adopted in support of the new 24 

2030 Agenda urge nations to “take the bold and transformative steps which are urgently needed to shift the 25 

world onto a sustainable and resilient path.” The seventeen goals are integrated, indivisible and balanced 26 

between the economic, social, and environmental dimensions of sustainable development: to support people, 27 

prosperity, peace, partnership, and the planet (UNGA, 2015). Goal 13, “Action for Climate Change,” deals 28 

explicitly with climate change, establishing several targets to implement “urgent action to address climate 29 

change and its impacts”. Most other SDGs are also tightly linked to climate and climate change. 30 

 31 

AR6 comes in the context of post UN 2030 Agenda and new literature linking sustainable development to 32 

climate (e.g. Nunan, 2017). The IPCC Special Report on Global Warming of 1.5°C was prepared in the 33 

context of strengthening the global response to the threat of climate change, sustainable development and 34 

efforts to eradicate poverty (SR1.5 2018). 35 

 36 

The Special Report on Ocean and Cryosphere in a Changing Climate (SROCC), in exploring the impacts of 37 

changes of physical and biogeochemical properties and processes on marine environment in conjunction 38 

with non-climate drivers, will provide valuable information for the achievement of for example the SDG 14 39 

(Life below water). The Special Report on Climate Change and Land (SRLCC) assess synergies and trade-40 

offs of response options that affect sustainable development, linked to SDG 15 (Life on land). Finally, SDG 41 

11 (sustainable cities and communities) and SDG 7 (affordable and clean energy) are addressed in Chapter 6 42 

of this report and are also connected to the New Urban Agenda (see below). 43 

 44 

The New Urban Agenda was established in 2016 in Quito as an outcome of the UN Conference on Housing 45 

and Sustainable Development to contribute to the 2030 Agenda for “sustainable cities and communities” 46 

(United Nations, 2017). It envisages cities that “adopt and implement disaster risk reduction and 47 

management, reduce vulnerability, build resilience and responsiveness to natural and human-made hazards 48 

and foster mitigation of and adaptation to climate change.” The assembly committed to undertake various 49 

climate actions, consistent with the goals of the Paris Agreement, to reduce emissions of greenhouse gases 50 

from all sectors, and, in particular, to manage and minimize short-lived climate forcers (SLCFs). AR6 51 

evaluates the consequences of increasing urbanisation — particularly in developing countries — and the 52 

contribution of megacities to SLCF emissions and the impacts of these emissions on climate (see Chapter 6). 53 

  54 

The Sendai Framework for Disaster Risk Reduction (SFDRR) 2015-2030 (UNISDR, 2015), successor to 55 
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the Hyogo Framework for Action (HFA), is a voluntary pathway to reduce risks associated with disasters of 1 

all scales, frequencies, and onset rates caused by natural or manmade hazards. Disaster risk reduction (DRR), 2 

climate change, and sustainable development are tightly linked (Forino et al., 2015; Kelman, 2015, 2017; 3 

McBean, 2012). As a result, a more holistic picture of climate change adaptation with DRR integration 4 

(Forino et al., 2015) and of climate change mitigation with pollution prevention is needed in the broader 5 

context of sustainable development (Kelman, 2017). Therefore, AR6 adopts a risk and solution-oriented 6 

framing (see section 1.2.4.1, Risk Framing) that calls for a multidisciplinary approach and Cross-Working 7 

Group coordination in order to ensure integrative discussions of major scientific issues associated with 8 

integrative risk management and sustainable solutions (IPCC, 2017).  9 

  10 

The Global Framework for Climate Services (GFCS) was established by the World Meteorological 11 

Organisation (WMO) and partners in 2009 to provide science-based information for risk management and 12 

adaptation to climate change (Hewitt et al., 2017a; Trenberth et al., 2016). The GFCS intends to “guide the 13 

development and application of science-based climate information and services in support of decision 14 

making in climate sensitive sectors”, in particular for five priority areas: Agriculture and Food Security, 15 

Disaster Risk Reduction, Energy, Health, and Water (WMO, 2014b, Lúcio and Grasso, 2016). Multiple 16 

initiatives have been proposed to deliver climate services (Brasseur and Gallardo, 2016). Climate services 17 

support the National Adaptation Plan (NAP) process, established by the UNFCCC as a way to facilitate 18 

adaptation in Least Developed Countries (LDCs; WMO, 2016) and can play a major role in achieving the 19 

SDGs (WMO, 2017). In AR5, climate services were somewhat addressed in WGII (Jones, 2014). With links 20 

between WGI and WGII becoming stronger, and a greater focus in WGI on regional information to feed into 21 

WGII, the WGI IPCC AR6 assessment provides an assessment of regional information methods (Chapter 22 

10), projections at regional level (Atlas) that can form the basis for critical hazard indicators (Chapter 12) 23 

and for some basic climate services. The current landscape of climate services (including GFCS) is assessed 24 

in detail in Chapter 12 (Section 12.6). 25 

  26 

The Intergovernmental Science-Policy Platform on Biodiversity and Ecosystem Services (IPBES), 27 

established in 2012, builds on the IPCC model “to strengthen knowledge foundations for better policy 28 

through science, for the conservation and sustainable use of biodiversity, long-term human well-being and 29 

sustainable development.” Due to the strong linkages between biodiversity and climate (e.g. Pecl et al., 30 

2017), UNFCCC and the Convention on Biological Diversity (CBD) have invited Climate Change and 31 

Biodiversity communities to further collaborate, in particular through IPCC and IPBES assessments cycles, 32 

and have committed for strengthened and more coherent implementation under the Convention on Biological 33 

Diversity and UNFCCC (CBD, 2018). In that context, the IPBES future work programme plans to address 34 

the nexus between climate change and food systems. In turn, the IPCC Special Report on Climate Change 35 

and Land (2019) will assess in particular feedbacks on the climate system created by changes in biodiversity. 36 

  37 

This evolving governance context challenges the IPCC to produce an assessment report that can provide the 38 

necessary information for future actions in a more integrative manner. This requires more common 39 

frameworks to be adopted across the three WGs. For the WGI contribution, this means providing relevant 40 

information for both adaptation and mitigation of climate change. This challenge has translated into a change 41 

in the WGI structure compared to previous assessments, which will be further explained in Section 1.2.4. 42 

 43 

 44 

[START CROSS-CHAPTER BOX 1.1 HERE] 45 

 46 

Cross-Chapter Box 1.1: The WGI AR6 Contribution and its Relevance for the Global Stocktake 47 

  48 

The IPCC AR6 will prominently inform the global stocktake through relevant assessment information from 49 

the series of AR6 Special Reports (SR1.5, SROCC and SRCCL), the individual Working Group 50 

contributions to the AR6 and ultimately the AR6 SYR. This box aims to serve as the entry point to the WGI 51 

contributions to the global stocktake. Cross-Chapter Box 1.1, Table 1 lists topics and related key assessment 52 

findings from the WGI assessment and provides a brief explanation of their potential relevance for the global 53 

stocktake. Pointers to the relevant chapter and sections are also provided. 54 

 55 
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Article 14 of the Paris Agreement provides for a periodic global stocktake "of the implementation of this 1 

Agreement to assess the collective progress towards achieving the purpose of this Agreement and its 2 

long-term goals." This stocktake should be done in a "comprehensive and facilitative manner, considering 3 

mitigation, adaptation and the means of implementation and support, and in the light of equity and the best 4 

available science”.  The first global stocktake is due in 2023, and then every five years thereafter, unless 5 

otherwise decided by the Conference of the Parties, the decision-making body of the UN Framework 6 

Convention on Climate Change (UNFCCC), serving as the meeting of the Parties to the Paris Agreement 7 

(CMA). The CMA oversees the implementation of the Paris Agreement and takes decisions to promote its 8 

effective implementation (https://unfccc.int/topics/science/workstreams/global-stocktake-referred-to-in-9 

article-14-of-the-paris-agreement).  10 

 11 

To take stock of the implementation of the Paris Agreement and to assess the collective progress, the 12 

global stocktake will consider the thematic areas of “mitigation, adaptation and means of implementation 13 

and support, noting, in this context, that the global stocktake may take into account, as appropriate, efforts 14 

related to its work that: (i) address the social and economic consequences and impacts of response measures 15 

and; (ii) avert, minimize and address loss and damage associated with the adverse effects of climate change;  16 

(paragraph 6 of decision -/CMA.1 in FCCC/CP/2018/L.161).  17 

 18 

The purpose and long-term goals towards which the “collective progress” shall be assessed as part of the 19 

global stocktake are different across those thematic areas and have not yet been specified by Parties. For 20 

mitigation, the long-term goals will include Art. 2.1 (a) of the Paris Agreement, referring to the “well below 21 

2°C” and “1.5°C” temperature increases above pre-industrial levels - as well as in Art. 4.1, in which the Paris 22 

Agreement states “Parties aim to reach global peaking of greenhouse gas emissions as soon as possible, 23 

recognizing that peaking will take longer for developing country Parties, and to undertake rapid reductions 24 

thereafter in accordance with best available science, so as to achieve a balance between anthropogenic 25 

emissions by sources and removals by sinks of greenhouse gases in the second half of this century, on the 26 

basis of equity, and in the context of sustainable development and efforts to eradicate poverty”. For 27 

adaptation, Art. 2 1(b) of the Paris Agreement sets the aim of “Increasing the ability to adapt to the adverse 28 

impacts of climate change and foster climate resilience and low greenhouse gas emissions development, in a 29 

manner that does not threaten food production”; and Art. 7 of the Agreement further establishes “the global 30 

goal on adaptation of enhancing adaptive capacity, strengthening resilience and reducing vulnerability to 31 

climate change, with a view to contributing to sustainable development and ensuring an adequate adaptation 32 

response in the context of the temperature goal referred to in Article 2”. On the “means of implementation 33 

and support” thematic area, the long-terms goals will likely include Art 2.1(c), which sets the aim of 34 

“making finance flows consistent with a pathway towards low greenhouse gas emissions and climate 35 

resilient development”, and relevant goals under the Paris Agreement related to finance, technology and 36 

capacity-building. Other goals might also be identified in relation to response measures and loss and damage. 37 

 38 

The sources of input that the global stocktake envisages to consider explicitly include the “latest reports of 39 

the Intergovernmental Panel on Climate Change” as a central source of information, as confirmed recently 40 

(paragraph 36 in -/CMA.1 in FCCC/CP/2018/L.16, pursuant decision 1/CP.21, paragraph 99 of the adoption 41 

of the Paris Agreement in FCCC/CP/2015/10/Add.12). In fact, the Subsidiary Body on Scientific and 42 

Technical Advice explicitly “encouraged the IPCC to pay particular attention to the first global stocktake 43 

when scoping the Sixth Assessment Report, taking into account that the global stocktake will assess 44 

collective progress towards achieving the purpose of the Paris Agreement and its long-term goals in a 45 

comprehensive and facilitative manner, considering mitigation, adaptation and the means of implementation 46 

and support, in the light of equity and the best available science”. (paragraph 52 of FCCC/SBSTA/2016/43).  47 

 48 

The type of information that the global stocktake in its assessments of the progress towards the purpose and 49 

goals of the Paris Agreement is explicitly seeking - at a collective level - has been described by UNFCCC 50 

                                                      
1 available at: https://unfccc.int/sites/default/files/resource/FCCC_CP_2018_L.16.pdf 

 
2 available at: https://unfccc.int/resource/docs/2015/cop21/eng/10a01.pdf 
3 available at: https://unfccc.int/sites/default/files/resource/docs/2016/sbsta/eng/04.pdf 

https://unfccc.int/topics/science/workstreams/global-stocktake-referred-to-in-article-14-of-the-paris-agreement
https://unfccc.int/topics/science/workstreams/global-stocktake-referred-to-in-article-14-of-the-paris-agreement
https://unfccc.int/sites/default/files/resource/docs/2016/sbsta/eng/04.pdf
https://unfccc.int/sites/default/files/resource/FCCC_CP_2018_L.16.pdf
https://unfccc.int/resource/docs/2015/cop21/eng/10a01.pdf
https://unfccc.int/sites/default/files/resource/docs/2016/sbsta/eng/04.pdf
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parties in paragraph 36 of -/CMA.1 in FCCC/CP/2018/L.16. Cognizant of the complementary contributions 1 

of other Special Reports and IPCC Working Group contributions, the areas where the WGI assessment is 2 

particularly relavant are:  3 

(a) The state of greenhouse gas emissions by sources and removals by sinks, including information that 4 

would allow to discuss long-term low greenhouse gas emission development strategies (Art. 4, 5 

paragraph 15 of the Paris Agreement) (paragraph 36 (b) of -/CMA.1 in FCCC/CP/2018/L.16).  6 

(b) Information that allows to put the overall effect of nationally determined contributions and overall 7 

progress made by Parties towards the implementation of their nationally determined contributions 8 

and long-term plans into the context of the Paris Agreement’s purpose and goals (paragraph 36 (b)).  9 

(c) Information that enhances understanding of loss and damage associated with the adverse effects of 10 

climate change (paragraph 36 (e)).  11 

 12 

 13 

[START CROSS-CHAPTER BOX 1.1, TABLE 1 HERE] 14 

 15 
Cross-Chapter Box 1.1, Table 1: Working Group I (WGI) assessment findings and their relevance for the global 16 

stocktake. The table combines information assessed in this report that could 17 
potentially be relevant for the global stocktake process. Section 1 “State of the 18 
Climate” is focused on the state of the climate, understanding of historical and 19 
current emission balances, any biogeophysical Earth System changes that can pose 20 
challenges for adaptation, and methodologies, like attribution of extreme events. 21 
Section 2 “Future Projections” is focused on future projections in the context of the 22 
Paris Agreement’s long term 1.5°C, 2.0°C goals and the progress towards net-zero 23 
greenhouse gas emission. Note: We include here only information covered in the 24 
WGI contribution to the AR6. Working Groups II and III will cover further relevant 25 
information in their contributions to the AR6. The overarching synthesis will be part 26 
of the AR6 Synthesis Report. 27 

 28 

 29 

Section 1: State of the Climate 

 

Topic Question Chapter/ 

Section 

Potential Relevance 

Changing 

state of the 

climate 

system 

(Chapter 2) 

How much 

warming did we 

observe in global-

mean surface air 

temperatures since 

pre-industrial or 

early-industrial 

times?  

2.3.1.1 The knowledge about the current warming relative 

to pre-industrial levels allows us an understanding 

of the distance towards the Paris Agreement goal 

of keeping global-mean temperatures well below 

2°C or pursue best efforts to limit warming to 

1.5°C. 

By how much are 

the oceans 

warming?  

2.3.3.1 Warming oceans can affect marine life (e.g. coral 

bleaching) and also are among the main 

contributors to long-term sea level rise 

(thermosteric expansion). Also, knowing the heat 

uptake of the oceans helps to better project future 

warming.  

How did the sea ice 

extent change in 

recent decades in 

both the Arctic and 

Antarctic?  

2.3.2.1.1, 

2.3.2.1.2 

9 

Sea ice extent can affect polar life, influences heat 

exchange between the atmosphere and oceans. 

Sea ice extent is also related to complex 

dynamical changes in atmospheric flows. 

Are mountain 

glaciers across the 

globe shrinking? 

By how much?  

2.3.2.3 

9 

9.5.2.2/4 

Mountain glaciers often feed downstream river 

systems during the melting period, can be an 

important source for freshwater. Changing river 

discharge can pose adaptation challenges. Melting 
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mountain glaciers are among the main 

contributors to observed global-mean sea level 

rise.  

How much did 

atmospheric CO2 

concentrations 

increase since the 

pre-industrial 

period?  

2.2.4 The main human influence on the climate is via 

combustion of fossil fuels and land-use change 

related CO2 emissions and the related increase of 

the greenhouse gas CO2 concentrations since the 

pre-industrial period. An understanding of 

historical fossil fuel emissions and of the carbon 

cycle interactions that led to observed CO2 

concentrations is crucial for better estimates of 

future CO2 emissions in line with the Paris 

Agreement’s long-term goals.  

How much did sea 

level rise in the past 

centuries?  

2.3.3.3 

9 

Sea level rise is a comparatively slow 

consequence of a warming world with potential 

multi-meter increases over hundreds of years. The 

current sea level change (both rising and 

lowering) around the coastlines of the world can 

have strong impacts on storm surge flooding, 

coastal erosion etc., posing coastal adaptation 

challenges.    

How much did the 

oceans acidify 

already?  

2.3.4.3 Ocean acidification is affecting marine life, 

especially organisms that build calciferous shells 

and structures (e.g. coral reefs) as they can 

disintegrate/dissolve in too acidic waters. In 

addition to ocean warming, this poses adaptation 

challenges for oceanic food supply and 

ecosystems.  

Human 

influence on 

the climate 

system 

(Chapter 3) 

How much of the 

observed warming 

since since pre-

industrial or early-

industrial times was 

due to 

anthropogenic 

influences? 

3.3.1 To monitor progress towards the Paris 

Agreement’s long-term goals it is important to 

know how much of the observed warming (see 

above) is due to human activities. Chapter 3 will 

provide an estimate of human-induced warming in 

global mean near-surface air temperature for the 

decade 2010-2019, relative to the agreed early-

industrial period of 1850-1900, taken as proxy for 

warming since the pre-industrial period, with 

associated uncertainties, derived using a detection 

and attribution approach. This estimate can be 

compared with observed estimates of warming for 

the same decade reported in Chapter 2, and can be 

used to calculate remaining carbon budgets 

consistent with remaining below these 

temperature thresholds by Chapter 5. 

Global carbon 

and other 

biogeochemic

al cycles and 

feedbacks 

(Chapter 5) 

How well do we 

understand 

historical 

cumulative carbon 

emissions, the 

increase of 

atmospheric carbon 

and uptakes on land 

and in oceans?  

5.2.2, in 

particular 

5.2.2.6 

A key part of our understanding of climate change 

to date is a consolidated understanding of 

historical emissions of carbon-dioxide and how 

the carbon cycle has contributed to redistribute 

these emissions among the various reservoirs in 

the Earth system. This historical perspective of the 

emissions of the most dominant anthropogenic 

greenhouse gas is critical to put in perspective any 

estimates of the remaining carbon budget 

consistent with limiting warming to 1.5°C or 2°C. 

Understanding of the historical carbon budget also 
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allows us to realize that anthropogenic carbon-

dioxide emissions do not disappear from the 

active carbon cycle over timescales of centuries, 

but are merely redistributed. 

 What are historical 

and contemporary 

greenhouse gas 

emissions levels 

and the associated 

projected future 

atmospheric 

concentrations?  

5.1.1, 

atmospheric 

concentration

s; 5.2.2, 

5.2.3, 5.2.4, 

annual 

emissions of 

CO2, CH4, 

and N2O. 

Contemporary trends of greenhouse gas emissions 

allow us to inform where we are today. Combined 

with historical and current atmospheric 

concentrations of these greenhouse gases, this is 

essential to understand that the rates at which 

atmospheric concentrations are currently changing 

are unprecedented in the past 800 thousand years.  

Linking 

global to 

regional 

climate 

change 

(Chapter 10) 

State of the 

regional climate 

and attribution of a 

number of forcings 

and drivers 

10.2, 

observational 

uncertainty; 

10.4/10.6 

examples of 

challenges to 

formulate 

regional 

climate 

messages for 

the present 

Robust and reliable estimates of current regional 

climate is challenging due to the large 

uncertainties associated with observations in 

many regions of the planet, the limitations of 

current climate models and tools that are 

particularly relevant at regional spatial scales (e.g. 

urban climates) and the difficulty to build 

coherent narratives that convey understandable 

and usable regional climate messages. 

Weather and 

climate 

extreme 

events in a 

changing 

climate 

(Chapter 11) 

State of extreme 

events.  

11 The current state of weather and climate extreme 

events in the context of historical changes is 

important to assess the challenges related to 

climate impacts that go beyond the adaptive 

capacities of various regions. Also, methodologies 

and uncertainties related to the attribution of these 

weather and climate extreme events to human-

induced climate change and various drivers could 

be important for a deeper understanding on these 

issues.  

Atlas  Current 

observations of 

regional 

temperatures, 

precipitation means 

and extremes and 

various other 

climate indicators.  

Atlas Current observations of mean climate or relevant 

hazard or extreme indices at current global-mean 

temperature levels - and comparison with 

historical observations.  

Other 

potential 

information 

sources 

complementin

g the IPCC 

WGI 

contribution 

to the global 

stocktake 

Climate Indicators 

by WMO 

 The World Meteorological Organization (WMO), 

in conjunction with partner organizations 

including the Global Climate Observing System 

(GCOS) and the World Climate Research 

Programme (WCRP), has developed a set of 

Essential Climate Variables for tracking changes 

in the physical climate system (Williams and 

Eggleston, 2017). Those indicators are global 

mean surface temperature, ocean heat content, 

Arctic and Antarctic sea ice extent, glacial mass 

balance, globally averaged atmospheric CO2 

concentrations, sea level, and ocean acidification. 

The global stocktake is expected to be one of the 
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major applications for this set of indicators, 

alongside more frequent monitoring, such as 

through WMO's annual State of the Climate 

reports. The WMO's chosen set of indicators is 

intended to capture the widest possible picture of 

climate change whilst still keeping the number of 

indicators to a manageable level.  

 

The criteria that WMO has used for shortlisting 

indicators are relevance, representativeness, 

traceability, timeliness and data adequacy. Whilst 

some indicators, such as global mean surface 

temperature and sea ice extent, are available in 

close to real time, others, such as glacial mass 

balance and globally averaged atmospheric CO2 

concentrations, can be 12 months or more in 

arrears. 

 

Section 2: Future Projections 

 

Topic Question Chapter/ 

Section 

Potential Relevance 

Future global 

climate: 

scenario-

based 

projections 

and near-term 

information 

(Chapter 4) 

What are 

projected key 

climate indices 

under low, 

medium and high 

emission 

scenarios in the 

near-term, i.e. the 

next 20 years?  

4.3, 4.4, 

FAQ 4.1 

Much of the near-term information allows us to 

sketch the climate adaptation challenges for the next 

decades as well as the opportunities to reduce climate 

change by pursuing lower emission scenarios.  

If lower emission 

scenarios are 

pursued, what are 

the differences in 

climate over the 

21st century 

compared to 

emission 

scenarios where 

no additional 

climate policies 

are implemented?  

4.6 The new generation of scenarios spans the response 

space from very low emission scenarios (SSP1-1.9) 

under the assumption of climate policy 

implementation to very high emission scenarios that 

are projected in the absence of climate policies 

(SSP3-7.0 or SSP5-8.5). The climate differences 

between those future high emission scenarios and 

those compatible with the Paris Agreement’s long-

term targets can help inform about differences in 

corresponding adaptation challenges.  

How much 

confidence can 

we have in the 

ensembles of 

climate model 

projections and 

what are the 

techniques to 

derive a range of 

future global and 

Box 4.1 The scientific literature provides new insights 

regarding ensemble evaluation and weighting that 

can lead to more appropriate projection ranges, which 

take into account the skill of climate models and 

interdependencies among them. These techniques 

have a strong relevance to quantifying future 

uncertainties, for example regarding the likelihood 

with which the various scenarios would exceed the 

Paris Agreement’s long-term goals of 1.5°C or 2°C.  
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regional climate 

changes?  

When greenhouse 

gas emissions are 

reduced, what 

changes will we 

see and when? 

FAQ 4.2 The understanding the response to a change of 

anthropogenic emissions is important to estimate an 

appropriate scale and timing of mitigation compatible 

with the Paris Agreement’s long-term targets.  

Global carbon 

and other 

biogeochemic

al cycles and 

feedbacks 

(Chapter 5) 

What is the 

remaining carbon 

budget that is 

consistent with 

the Paris 

Agreement’s 

long-term 

objectives?  

5.5; 5.5.1, 

TCRE; 

5.5.2, 

remaining 

carbon 

budget. 

The remaining carbon budget provides an estimate of 

how much CO2 can still be emitted into the 

atmosphere by human activities while keeping global 

warming to a specific temperature limit. It thus 

provides key geophysical information about 

emissions limits consistent with limiting global 

warming to well below 2 °C above pre-industrial 

levels and to pursue efforts to limit the temperature 

increase to 1.5 °C. Remaining carbon budgets should 

be seen in context of historical CO2 emissions to 

date. The concept of the transient climate response to 

cumulative emissions of carbon-dioxide (TCRE) 

indicates that one tonne of carbon-dioxide has the 

same incremental effect on global warming 

irrespective of whether it is emitted in the past, today 

or in the future. 

Short-lived 

climate 

forcers 

(Chapter 6) 

How important 

are reductions in 

short-lived 

climate forcers 

compared to the 

reduction of CO2 

and other long-

lived greenhouse 

gases? 

6.1.4 Short-lived climate forcers play an important role in 

the anthropogenic effect on climate change. Many 

aerosol species tend to cool the climate and their 

reduction leads to an unmasking of greenhouse gas 

induced warming. On the other hand, many shorter 

lived species themselves exert a warming effect, 

including black carbon and also methane, the second 

most important anthropogenic greenhouse gas (in 

terms of current radiative forcing). Thus, strategies to 

limit future climate change need to undertake a mix 

of mitigation strategies and the question is how 

important are reduction in short-lived climate 

pollutants, often driven by additional clean air policy 

objectives, compared to the reduction of CO2 and 

other long-lived greenhouse gases. 

What are the co-

benefits of and 

co-challenges of 

climate 

mitigation?  

6.1.4 The reduction of fossil-fuel related emissions often 

goes hand in hand with a reduction of air pollutants, 

like aerosols. Those reductions in air pollutants can 

accrue co-benefits in terms of increased air quality 

and improved human health and could be factored 

into a response strategy to climate change.  

The Earth’s 

energy 

budget, 

climate 

feedbacks, 

and climate 

sensitivity 

(Chapter 7) 

What is the 

Transient Climate 

Response and 

what does it tell 

us about expected 

warming over the 

21st century under 

various scenarios?  

7.5.7 The transient climate response is a is a measure of the 

strength of climate feedbacks and the timescale of 

ocean heat uptake.    

Equilibrium 

Climate 

Sensitivity 

7.5.7 The Equilibrium Climate Sensitivity (ECS) has 

summarized our understanding for decades of how 

sensitive the Earth’s climate system is to elevated 
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CO2 concentrations. The higher the ECS, the lower 

are the greenhouse gas emissions that are consistent 

with the Paris Agreement’s long-term targets.   

Earth's energy 

imbalance 

7.2.2 The Earth’s energy imbalance indicates how far the 

Earth’s climate is from a temperature equilibrium 

with the current level of greenhouse gas 

concentrations, aerosols and other forcers. An energy 

imbalance indicates that one can expect additional 

warming before the Earth climate is in equilibrium 

with the current level of radiative forcing.   

How can 

mitigation action 

in relation to 

different 

greenhouse gases 

be compared in 

relation to their 

effect of Earth’s 

climate?  

7.7 

 

To compare the relative climate benefit of mitigating 

the emission of 1 tonne of CO2versus 1 tonne of 

methane or other greenhouse gas, the Global 

Warming Potential is used to compare the relative 

merit of reducing various gases. Various approaches 

can theoretically be taken to create an optimal mix of 

mitigation action across shorter lived, longer lived 

greenhouse gases and CO2.  

Water Cycle 

Changes 

(Chapter 8) 

 

Total atmospheric 

moisture 

8.2.1.1.1, 

global 

hydrologica

l 

sensitivity; 

8.2.1.2, 

physical 

linkages 

temperature

-moisture, 

8.3.1.2, 

observation

al evidence; 

8.4.1.2, 

projected 

changes. 

Changes in the water cycle, in particular in regional 

precipitation - both in terms of extremes and long-

term averages are important to estimate adaptation 

challenges. In terms of measuring the effects of 

climate change/global warming on the water cycle, 

atmospheric moisture content is a fundamental 

quantity. 

 Large-scale 

changes in P-E 

(Precipitation 

minus 

Evaporation) and 

surface salinity 

8.2, 

Physical 

drivers; 

8.3.1.1.1/2, 

observation

al evidence; 

8.4.1.1 

projections. 

Changes in surface P-E arise from changes in 

atmospheric moisture, atmospheric circulation 

(convergence zones, storm tracks, regional monsoons 

etc), changes to local and regional surface radiative 

budgets, changes in evaporation efficiency and 

surface water availability. P-E over oceans is closely 

related to ocean surface salinity, while P-E over land 

is closely related to surface water availabilit  and to 

drought occurrence. Hence, this projected indicator 

over land is important to estimate food production 

and water supply adaptation challenges.  

Ocean, 

cryosphere, 

and sea level 

change 

(Chapter 9) 

 

What are the 

expected sea level 

changes in a 

changing climate?  

9.6, 9.6.3.4 Unlike many regional climate impacts, sea level 

change over this century is not approximately 

linearly related to global-mean temperature levels. 

That is because of the long-time scales with ocean 

heat uptake, glacier melt, solid ice discharge and 

surface mass balances of ice sheets adapt to a change 

in temperatures. 

How are the 

mountain glacier 

9.5 

9.5.2.5 

Mountain glaciers provide source and temporary 

storage of freshwater for drinking water and energy 
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melt rates 

expected to 

develop in regions 

that are currently 

dependent on this 

seasonal 

freshwater 

supply?  

systems in many regions of the world. Projected 

global glacier loss in line with the Paris Agreement’s 

long-term temperature targets of well-below 2°C and 

1.5°C are key to assess minimal adaptation 

challenges on various timescales. 

Linking 

global to 

regional 

climate 

change 

(Chapter 10) 

Capacities and 

limitations in the 

provision of 

regional climate 

information for 

adaptation as one 

of the components 

of the global 

stocktake 

10.3, 

methodolog

ies; 10.4, 

cases 

illustrating 

attribution 

to drivers; 

10.5, 

constructio

n of 

regional 

climate 

messages. 

Adaptation challenges are predominantly local, even 

if globally interlinked. Thus, the methodologies, 

relative merits and challenges in the production of 

regional climate information for adaptation purposes 

can be a key information input to the global stocktake 

regarding adaptation discussions. Regions are 

considered in the chapter without any a priori 

boundaries and cover any subcontinental area where 

climate adaptation decisions are made by climate-

vulnerable sectors. Regional climate messages are 

built upon a number of tools (GCMs, RCMs, 

empirical models, observations, contextual 

information, model selection, narratives) that have 

relative merits and limitations. 

Weather and 

climate 

extreme 

events in a 

changing 

climate 

(Chapter 11) 

Projection of 

weather and 

climate extreme 

events under 

various scenarios.  

11 A key research frontier relates to the projection and 

attribution of weather and climate extreme events in 

the near-, mid and longer term and regional 

occurrence of extreme events under various future 

scenarios. This can be of relevance for both the 

examination of adaptation challenges and loss and 

damage aspects.  

Climate 

change 

information 

for regional 

impact and 

for risk 

assessment 

(Chapter 12) 

Changes in 

hazards relevant 

to impacts that 

feed into 

‘Reasons for 

Concern’ at the 

warming levels of 

the Paris 

Agreement’s 

long-term 

temperature goals 

and other levels.  

12.5.2 Synthesis information on projected changes in 

hazards relevant to impacts that feed into different 

‘Reasons for Concern’ (assessed by WGII, Chapter 

16). Where possible, an explicit transfer function 

between different warming levels from the pre-

industrial baseline and indices quantifying 

characteristics of these hazards is provided, or the 

difficulties in doing so documented. Those hazard 

indices will include Arctic Sea Ice Extent in 

September (ref Chapter 4); Global average change in 

ocean acidification (ref Chapter 5); Global SST 

annual averages (ref Atlas); Surface mass balance of 

glaciers or Snow Cover (ref Chapter 9); Ice volume 

change for WAIS and GIS, (ref Chapter 9); AMOC 

strength (ref Chapter 4); Amplitude and variance of 

ENSO mode (Nino3.4 index) (ref Chapter 4). 

Atlas Region-by-region 

assessments 

Atlas Future projections of mean climate or relevant hazard 

or extreme indices at both 1.5°C and 2.0°C. This 

projected regional information is inter alia important 

under adaptation considerations of the global 

stocktake.  

 1 

[END CROSS-CHAPTER BOX 1.1, TABLE 1 HERE] 2 

 3 

[END CROSS-CHAPTER BOX 1.1 HERE] 4 

 5 
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 1 

1.2.3 Climate, science, and societies: perceptions, values, and ethics 2 

 3 

Values and ethics play critical roles in climate understanding. Science can answer questions about what, 4 

how, and why: how and why Earth’s climate is changing (IPCC WGI), how climate change may affect 5 

human societies and natural systems (WGII), how societies might adapt (WGII), and how it might be 6 

mitigated (WGIII). By contrast, science can offer no response to questions of value or importance, such as 7 

which courses of action are best or of highest priority. Answers to those questions depend on what people 8 

judge to be good and bad, right and wrong, important and unimportant. Some values are widely shared, but 9 

others vary considerably across cultures, groups, and individuals; one key example is the differing human 10 

value of “subsistence” carbon emissions — those needed for simple survival — versus the “luxury” 11 

emissions of wealthy people and nations (Agarwal and Narain, 2012; Jasanoff, 2010). Values are reflected in 12 

ethics, or moral principles and rules of conduct, as well as in social norms, political rhetoric, and decision-13 

making. They also have powerful effects on perceptions of climate change and on literacy about climate 14 

science. Although few high-quality trans-national surveys exist, they show that in many countries education 15 

is the strongest predictor of climate change perceptions (Lee et al., 2015). However, values are also strong 16 

influences, in some cases (e.g. the USA and UK) dominating education and knowledge as predictors of 17 

attitudes (McCright and Dunlap, 2011; Whitmarsh, 2011).  18 

 19 

The international governance efforts and strengthening the response to climate change necessitates that 20 

leaders, policymakers, and the broader public have literacy in the causes, effects, and possible future course 21 

of climate change. Achieving this is complicated by the fact that scientific knowledge adds to, and interacts 22 

with, other understandings of weather and climate built up in diverse world cultures over centuries (Hulme, 23 

2009, 2018; Nakashima et al., 2012). These localized understandings contrast with the vast geographical and 24 

temporal scales of climate science (Green et al., 2010; Jasanoff, 2010; Orlove et al., 2010). Political cultures 25 

also give rise to geographical variations in how climate science knowledge is interpreted, used, and 26 

challenged (Jasanoff, 2011; Mahony, 2014, 2015). Furthermore, climate change itself is not uniform: some 27 

regions face steady, readily observable change, while others experience high variability that masks 28 

underlying trends. Short-term temperature trends, such as cold spells or warm days, have been shown to 29 

influence public concern (Bohr, 2017; Hamilton and Stampone, 2013; Zaval et al., 2014).  30 

 31 

Against this background, ethical practice requires that scientists take special care when communicating 32 

findings and uncertainties that inform high-stakes decisions. In some cases evidence is sufficient to assign a 33 

precise probability to a conclusion, but often uncertainty is deeper and will be more accurately characterized 34 

in alternative ways (Kandlikar et al., 2005). To achieve this, the IPCC uses standardised calibrated language 35 

of likelihood and confidence to communicate the outcomes of the assessment (see Box 1.1). Yet even with 36 

calibrated language, the choice of category (e.g. likely vs. very likely) may itself be uncertain. Further, this 37 

calibrated language does not prevent confusion or misunderstandings. Studies show that even when shown 38 

IPCC uncertainty guidance, lay readers systematically underestimate the intended level of certainty; 39 

indicating numerical ranges alongside likelihood terminology, and allowing for narrower (more precise) 40 

ranges when appropriate, could help to reduce confusion in public communication (Budescu et al., 2014). 41 

 42 

Media coverage of climate change plays a major role in climate perception and literacy (Brulle et al., 2012; 43 

Jaspal and Nerlich, 2014). While research into media reporting on climate change has expanded, research 44 

remains largely focused on Western countries (Schäfer and Schlichting, 2014). In the USA, analyses of 45 

television network news show that climate change receives minimal attention, is most often framed in a 46 

political context, and largely fails to draw appropriate linkages between climate change and some types of 47 

extreme weather events (Hassol et al., 2016). In five EU countries, television coverage of AR5 used 'disaster' 48 

and 'opportunity' as its principal themes; it virtually ignored the “explicit risk” frame, introduced by WGII 49 

(Painter, 2015) and now extended by the cross-WG AR6 risk framework (see Section 1.2.4.1). This is 50 

important considering that framing studies have confirmed that the way climate change is presented to 51 

people has a significant and differential impact on the quality of their responses (Dewulf, 2013)d. For 52 

example, when framed as a catastrophe (e.g., Hine et al., 2015), associated with local identities (Sapiains et 53 

al., 2016), or as a social justice issue (Howell, 2013), people have different types of reactions. Similarly, 54 

audience segmentation studies have shown how responses to climate change vary between groups of people 55 
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with different, although not necessarily opposed, views on this phenomenon (e.g., Detenber et al., 2016; 1 

Sherley et al., 2014). In Brazil two studies have shown the influence of mass media on the high level of 2 

public climate change concern in this country (Dayrell, 2019; Rodas and Giulio., 2017). 3 

 4 

 5 

Social media platforms have dramatically altered the mass-media landscape, bringing about a shift from 6 

unidirectional transfer of information and ideas to more fluid, multi-directional flows (Pearce et al., 2019). 7 

Climate science remains well-represented and prominent on social media. For example, in studies of Twitter 8 

reactions to the AR5, “settled science” was the most dominant theme and professional media organizations 9 

were the most linked-to sources (Newman, 2017; O’Neill et al., 2015). Social media suffer from well known 10 

problems, such as incivility that inhibits consensus-building and “filter bubbles” that restrict interactions to 11 

those with broadly similar views (Anderson and Huntington, 2017). However, at certain moments (such as at 12 

the release of the AR5 WGI report), Twitter studies have found that more mixed, highly-connected groups 13 

existed, within which members were less polarized (Pearce et al., 2014; Williams et al., 2015). Thus, social 14 

media platforms may in some circumstances support dialogic approaches to climate communication. 15 

 16 

Science itself strives for an ethic of honesty, objectivity, and openness, though it does not always succeed 17 

(Medicine et al., 2009). In its theories and results, science values such features as predictive accuracy, 18 

explanatory power, falsifiability, and replicability (Kuhn, 1977; Popper, 1959). Practices embodying these 19 

scientific values include peer review, publication, model intercomparison projects (MIPs), and multiple 20 

groups analysing the same problems and data; in recent decades, open data and open code have facilitated 21 

greater independent scrutiny of published results. 22 

 23 

Whether and how societal, political, and personal values should influence science continues to be debated. 24 

While such contextual values (Longino, 1990) can bias research, they can also play positive roles, especially 25 

in decision-relevant science when stakeholder values are taken into account in a transparent way (Douglas, 26 

2009; Elliott, 2017). Some climate science questions are deemed a higher priority for investigation, or 27 

expressed in particular ways, because of their societal relevance; one example is the question of how the 28 

effects of a 1.5 °C warming would differ from 2 °C (Hoegh-Guldberg et al., 2018). Likewise, particular 29 

model outputs — such as projected precipitation in a specific region or sea level rise — are sometimes 30 

prioritized in model improvement efforts because of their practical relevance for specific groups of people 31 

(Intemann, 2015; Winsberg, 2018). Groups whose interests do not influence research and modelling 32 

priorities may thus receive less attention in support their climate-related decisions (Parker and Winsberg, 33 

2018). 34 

  35 

 36 

1.2.4 New approaches in the WGI AR6 report 37 

 38 

The assessment approach, scope, and structure of the WGI AR6 have been shaped by the twin contexts of the 39 

changing climate system and the evolving political and societal responses. As a result of the scoping process, 40 

the WGI contribution to the AR6 is focused on results and understanding relevant to the global stocktake, as 41 

well as to adaptation, mitigation, and impacts at both global and regional scales. The report builds on the 42 

conclusions of previous IPCC assessments, and on the possibilities for integration along topics resulting 43 

from the maturation of climate science since AR5 and across multiple lines of evidence.  44 

 45 

Based on this rationale, some changes in the structure of WGI AR6 have ben introduced. The new structure 46 

is designed to strengthen the assessment of climate information for regions and thus provide greater 47 

relevance for policymakers and to enhance links with WGII and WGIII (see also Section 1.8). Earlier reports 48 

divided topics along boundaries between modern observations, paleoclimatic data, and understanding from 49 

models. In contrast, the AR6 outline is structured around topics such as large-scale climate changes 50 

(Chapters 2-4), climate processes (Chapters 5-9), and regional climate information (Chapters 10-12 and 51 

Atlas). This approach aims at a greater visibility for key knowledge developments relevant for policymakers, 52 

particularly for the global stocktake and for regional adaptation planning based on a risk management 53 

framework. 54 
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  1 

Some Chapters integrate research elements such as observations, paleoclimate information, and modelling 2 

approaches. Two subjects presented separately in AR5, paleoclimate and model evaluation, are distributed 3 

among multiple Chapters. Observations, detection and attribution, and future projections are also distributed 4 

over multiple Chapters. This approach provides closer integration of different research elements in each 5 

Chapter.  6 

  7 

Regional information provision is enhanced in this report, with an emphasis on the role of variability. The 8 

single regional chapter in the AR5 has been expanded to three chapters in AR6. The assessment on extreme 9 

events, distributed across multiple Chapters in the AR5, while there is a dedicated Chapter 11 in this report. 10 

The Atlas of global and regional climate projection was included as an Annex in the AR5; instead, the Atlas 11 

in this report involves the assessment of regional climate change and will include an interactive web-based 12 

product. This enhancement of regional assessment, together with a common framework of risk, enables a 13 

strong and consistent link between the WGI, WGII as well as WGIII AR6 reports. A more detailed 14 

description of the structure of this report may be found in Section 1.8. 15 

 16 

 17 

1.2.4.1 Risk framing 18 

 19 

Although climate change can potentially have both positive or adverse consequences for human or ecological 20 

systems, a major focus has been on understanding and assessing the adverse consequences. This focus stems 21 

directly from the UNFCCC, which states in its preamble: “Acknowledging that change in the Earth’s climate 22 

and its adverse effects are a common concern of humankind”. Furthermore, Article 2 declares that the 23 

ultimate goal of the convention is to “…. prevent dangerous anthropogenic interference with the climate 24 

system". This emphasis has led to the development of a common risk framework in order to assess such 25 

adverse consequences. 26 

 27 

Risks to human and natural systems result from the interactions of climate-related hazards (including 28 

extreme weather and climate events) with exposure to and vulnerability to those hazards. Impacts generally 29 

refer to effects on lives; livelihoods; health and wellbeing; ecosystems and species; economic, social and 30 

cultural assets; services (including ecosystem services); and infrastructure. Impacts may be referred to as 31 

consequences or outcomes and can be adverse or beneficial. Risk can however also result from responses to 32 

climate change (adaptation and mitigation).   33 

 34 

Evolution of the risk framework in IPCC assessments. The IPCC Special Report on Managing the Risks 35 

of Extreme Events and Disasters to Advance Climate Change Adaptation  SREX (IPCC, 2012) integrated 36 

climate science, climate impacts, adaptation and disaster risk management in the context of changing climate 37 

in response to the Hyogo Framework for Action (predecessor of SFDRR) and subsequent United Nations 38 

statements. AR5 WGII further explored the emergent risks and key vulnerabilities to climate change by 39 

analysing the “interaction of the changing physical characteristics of the climate system with evolving 40 

characteristics of socioeconomic and biological systems (exposure and vulnerability) to produce risk.”  41 

SREX and subsequently AR5 WGII moved from a notion of climate change adaptation based upon 42 

vulnerability to one based on risk (Connelly et al., 2018). This concept of risk combines the language of 43 

probability and consequences with a focus on spatial relationships between hazard, exposure and 44 

vulnerability.  45 

 46 

WGII AR5 assessed that in order to reduce risk, effective adaptation should include actions with co-benefits 47 

for other objectives or effective risk reduction and adaptation strategies that consider the dynamics of 48 

vulnerability and exposure and their linkages with socioeconomic processes, sustainable development, and 49 

climate change. Strategies should therefore include actions with co-benefits for other objectives. 50 

Organizations bridging science and decision making, including climate services, can play an important role 51 

in the communication, transfer, and development of climate-related knowledge, including translation, 52 

engagement, and knowledge exchange (Field et al., 2014).  The risk framework has then also been used in 53 

the IPCC special reports following AR5. IPCC SR1.5 builds upon SREX Chapter 3, AR5 WGI and new 54 

relevant literature to assess hazards associated with global and regional climate changes when the globally 55 
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averaged surface temperature is 1.5°C above the pre-industrial baseline versus 2°C or higher levels of 1 

warming. IPCC SR1.5 added to the framework the concept of “climate resilient pathways”, illustrated as an 2 

iterative process of effectively reducing risk through pathways that combine adaptation and mitigation in a 3 

synergistic manner (IPCC, 2019). 4 

 5 

[Placeholder: include SROCC and SRCCL discussion].  6 

 7 

Risk concept in AR6. The conceptual risk framework is an integral element of the AR6.  The risk 8 

framework is wider than the concept of “hazard-exposure-vulnerability” defined in SREX and AR5. The 9 

framework also encompasses risks related to climate policies (adaptation, mitigation, investment). A cross-10 

Working Group process has been underway as part of the AR6 to develop a common risk definition and is 11 

presented in Cross-Chapter Box 1.2.   12 

 13 

In WGI, the risk concept is related to climate change impacts and builds upon the concept first developed in 14 

the IPCC SREX (IPCC, 2012), which focused particularly on the negative consequences of hazards and 15 

disaster risk. The risk framework was then also adopted by IPCC AR5 WGII Ch19 (Oppenheimer et al., 16 

2014), which refers more generally to the characteristics of climate change and its effects on geophysical 17 

systems. This conceptual risk framing can be applied across timescales and across spatial scales in the 18 

context of different regional and sectoral aspects. In the IPCC risk framework, the dynamic interaction 19 

between hazards, exposure and vulnerability determines risk. These elements are driven by both climate and 20 

socioeconomic processes. Climate influences mainly hazards, (although not exclusively) through a 21 

combination of natural climate variability and anthropogenic climate change.  22 

 23 

Integrating adaptation in line with the Paris Agreement and SDGs into planning and decision making 24 

(including incremental and transformational adjustments) can promote synergies with development and 25 

disaster risk reduction and environmental quality (IPCC 2018). The AR6 risk framework builds on WGII 26 

AR5, which assessed the potential for reducing risks through both adaptation and mitigation (Oppenheimer 27 

et al, 2014). The Shared Socioeconomic Pathways (SSPs, see section 1.6) describe characteristics of a set of 28 

global reference futures. They are designed to promote more integrated assessments of climate change and 29 

its impacts by linking them to adaption, mitigation, and sustainable development. They will be used in AR6 30 

and interpreted in the light of the large body of literature that has become available since the publication of 31 

AR5 (O’Neill et al., 2017c; Riahi et al., 2017a; Rogelj et al., 2018). 32 

 33 

Some post-AR5 literature has critically discussed the IPCC risk framework. Arven and Renn (2015) point out 34 

the need for moving beyond the probability-based perspectives on risk and have proposed alternative 35 

definitions of risk, focusing mainly on consequences and uncertainties. The IPCC risk framework and 36 

associated terminology has since been revised and the updated definitions are provided in Cross-Chapter Box 37 

1.2. Sutton (2018) proposes to include unlikely but high impact risks (Figure 1.3). 38 

 39 

The reasons for concern framework. The Reasons for Concern (RFC) framework, used by WGII since 40 

IPCC TAR and also in post AR5 Special reports (SR1.5, SROCC and SRCCL) is a classification framework 41 

that compiles key risks across regions and sectors. Key risks have potentially severe impacts related to 42 

implications of warming and adaptation limits for the society, the economy and the environment, relevant to 43 

Article 2 of the UNFCCC. The RFC framework aggregates risks in five categories as a function of global 44 

mean temperature: (1) risks to unique and threatened systems, (2) risks associated with extreme weather 45 

events, (3) risks associated with the distribution of impacts, (4) risks associated with global aggregate 46 

impacts and (5) risks associated with large-scale singular events. AR5 assessed literature related to each of 47 

the RFCs, taking into account the socio-economic development pathway (Oppenheimer et al. 2014) to risk 48 

associated with each RFC. The SR1.5 builds upon AR5 but with a focus on the consequences of 1.5ºC of 49 

warming compared to 2°C and consequently develops RFC diagrams only up to 2.5ºC. It also accounts for 50 

the rate and timing of impacts when assessing RFC 1 and 5. In addition, the RFC framework was broadened 51 

in SR1.5 to include new and more specific evaluation of certain natural, managed and human systems. By 52 

adopting a common risk framework across working groups, the contribution of WGI is explicitly integrated 53 

into the assessments of the RFCs.  54 

 55 
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Multiple lines of evidence show that there has been a substantial increase since AR5 in the levels of risk 1 

associated with four of the five Reasons for Concern (RFCs) for global warming levels of up to 2°C (IPCC, 2 

2018). The key risks identified in AR5-WGII-SPM that follow, all of which are identified with high 3 

confidence, span sectors and regions. Each of these key risks contributes to one or more RFCs (IPCC, 2014). 4 

 5 

Post-AR5 literature (e.g. O’Neill et al., 2017) calls for the extension of the RFC framework in AR6 to 6 

consider complementary climate change metrics, individual risk assessments and better inclusion of socio 7 

ecological vulnerabilities in addition to the impacts on physical and ecological systems. 8 

 9 

The WGI contribution to the risk framework focuses primarily on the assessment of hazards (see Cross-10 

Chapter Box 1.2) and how these are changing under anthropogenic climate change. Chapter 12 forms the 11 

direct handshake to WGII by assessing climate-related hazards for different regions and sectors and relating 12 

those to essential climate variables and climate extreme indices as assessed in other chapters. The rate of 13 

change and the intensity of climate-related hazards is related to the emission pathways and corresponding 14 

mitigation policies as assessed by WGIII.  15 

 16 

[START CROSS-CHAPTER BOX 1.2 HERE] 17 

 18 

Cross-Chapter Box 1.2: Risk Framing in IPCC AR6 19 

 20 

Since its inception, the UNFCCC has seen climate change as a risk to human and ecological systems, as 21 

stated in its preamble: “Acknowledging that change in the Earth’s climate and its adverse effects are a 22 

common concern of humankind”.  23 

 24 

In order to assess those adverse effects, the IPCC has long addressed the understanding of the physical 25 

climate change, its impacts and mitigation options as a risk. However, up to now, there was no common 26 

framework to assess risk, that could then be applied with the specificities of each Working Group. 27 

 28 

A cross-Working Group process has been underway as part of the AR6 to develop a common risk definition. 29 

The resulting definition is as follows: 30 

  31 

Risk: The potential for adverse consequences for human or ecological systems, recognizing the diversity of 32 

values and objectives associated with such systems. In the context of climate change, risks can arise from 33 

potential impacts of climate change as well as human responses to climate change. Relevant adverse 34 

consequences include those on lives, livelihoods, health and wellbeing, economic, social and cultural assets 35 

and investments, infrastructure, services (including ecosystem services), ecosystems and species. 36 

  37 

In the context of climate change impacts, risks result from dynamic interactions between climate-related 38 

hazards with the exposure and vulnerability of the affected human or ecological system to the hazards. 39 

Hazards, exposure and vulnerability may each be subject to uncertainty in terms of magnitude and likelihood 40 

of occurrence, and each may change over time and space due to socio-economic changes and human 41 

decision-making (see also risk management, adaptation, mitigation). 42 

  43 

In the context of climate change responses, risks result from the potential for such responses not achieving 44 

the intended objective(s), or from potential trade-offs with, or negative side-effects on, other societal 45 

objectives, such as the Sustainable Development Goals (see also risk trade-off). Risks can arise for example 46 

from uncertainty in implementation, effectiveness or outcomes of climate policy, climate-related 47 

investments, technology development or adoption, and system transitions. 48 

  49 

Risk management: Plans, actions, strategies or policies to reduce the likelihood and/or magnitude of 50 

adverse potential consequences, based on assessed or perceived risks (see also risk assessment, risk 51 

perception, risk transfer). 52 

 53 

The following definitions of key concepts are included within the definition of risk: 54 

 55 
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Exposure: The presence of people, livelihoods, species or ecosystems, environmental functions, services, 1 

and resources, infrastructure, or economic, social, or cultural assets in places and settings that could be 2 

adversely affected. 3 

  4 

Vulnerability: The propensity or predisposition to be adversely affected. Vulnerability encompasses a 5 

variety of concepts and elements including sensitivity or susceptibility to harm and lack of capacity to cope 6 

and adapt. It also includes structural, economic, social, or cultural assets in places and settings that could be 7 

adversely affected. A broad set of factors such as wealth, social status, and gender determine vulnerability 8 

and exposure to climate-related risk. 9 

  10 

Hazard: The potential occurrence of a natural or human-induced physical event or trend or physical impact 11 

that may cause loss of life, injury, or other health impacts, as well as damage and loss to property, 12 

infrastructure, livelihoods, service provision, ecosystems, and environmental resources. In this report, the 13 

term hazard usually refers to climate-related physical events or trends or their physical impacts. Relevant to 14 

WGI (and further discussed in Chapter 12), the definition of ‘hazards’ includes both trends and extreme 15 

events,' impact’ for AR6 in general, is a specific intersection of hazard, vulnerability, and exposure within a 16 

sector. 17 

 18 

Impacts: Effects on natural and human systems. In this report, the term impacts is used primarily to refer to 19 

the effects on society and ecosystems of extreme weather and climate events and of climate change. Impacts 20 

generally refer to effects on lives, livelihoods, health, ecosystems, economies, societies, cultures, services, 21 

and infrastructure due to the interaction of climate changes or hazardous climate events occurring within a 22 

specific time period and the vulnerability of an exposed society or ecosystem. Impacts are also referred to as 23 

consequences and outcomes. The impacts of climate change on geophysical systems, including floods, 24 

droughts, and sea level rise, are a subset of impacts called physical impacts. 25 

 26 

In the context of climate change impacts, risks result from dynamic interactions between climate-related 27 

hazards with the exposure and vulnerability of the affected human or ecological system to the hazards. 28 

Hazards, exposure and vulnerability may each be subject to uncertainty in terms of likelihood of occurrence 29 

and magnitude. Each of these may change over time and space as a result of socio-economic changes and 30 

human decision-making (risk management). Examples of risks include those arising from potential impacts 31 

on lives, livelihoods, health and wellbeing, ecosystems and species, economic, social and cultural assets, 32 

services (including ecosystem services), and infrastructure (e.g. risk of heat-related deaths). But adverse 33 

consequences can also arise as human responses to climate change (e.g. risk of wind turbines harming birds. 34 

 35 

It is recognized that much of the literature assessed within WGI talks about risk when evaluating impacts on 36 

physical system, such as floods for example. In the context of the IPCC, such studies assess the «frequency 37 

and or magnitude of flood events », and risk only applies if an explicit assessment to humans is included 38 

(exposure or vulnerability). 39 

 40 

Risk is intrinsically related to uncertainty, and since its beginning, the IPCC has developed a consistent 41 

treatment and communication of scientific uncertainty (see Box 1.1). 42 

 43 

Some post-AR5 literature has critically discussed the earlier IPCC risk framework. Arven and Renn (2015) 44 

point out the need for moving beyond the probability-based perspectives on risk and have proposed 45 

alternative definitions of risk, focusing mainly on consequences and uncertainties (Box 1.1 and Section 46 

1.2.4.2). 47 

 48 

[START CROSS-CHAPTER BOX 1.2, FIGURE 1. HERE] 49 

 50 

Cross-Chapter Box 1.2, Figure 1: Schematic of the Risk Framework used in AR6. Risk results from the interaction 51 
between hazards, exposure and vulnerability. Vulnerability and exposure are mainly 52 
driven by socioeconomic processes. Climate mainly influences hazards through 53 
natural climate variability as well as anthropogenic climate change. Risk can be 54 
reduced via adaptation and mitigation, thereby constructing resilience.  55 
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 1 
[END CROSS-CHAPTER BOX 1.2, FIGURE 1. HERE] 2 

 3 

[END CROSS-CHAPTER BOX 1.2 HERE] 4 

 5 

 6 

1.2.4.2 Abrupt climate change, tipping points, and surprises 7 

 8 

A key aspect of risk is the potential for abrupt climate change, defined in this report as one that occurs much 9 

faster than the rate of change of the external climate forcing. In some cases, abrupt change occurs because 10 

the current state becomes unstable, such that the subsequent rate of change is actually independent of the 11 

forcing. We refer to this class of abrupt climate change a “tipping point” (Lenton et al., 2008). 12 

 13 

There is evidence of abrupt changes and tipping points in Earth System Models (ESM) projections (Drijfhout 14 

et al., 2015). Tipping points occur in narrow regions of parameter space (e.g. CO2 concentration or 15 

temperature increase), and for specific climate background states. This makes them difficult to predict using 16 

mechanistic ESMs. Tipping points may show up in one model but not in others, or even in one specific run 17 

with a given model, but not in other runs. In such cases, a probability of tipping could be estimated in 18 

principle, but this would require many more ESM simulations than are typically available. In some cases, it 19 

is possible to detect forthcoming tipping points through time-series analysis that identifies reduced resilience 20 

to perturbations as the tipping point is approached (e.g. ‘critical slowing-down’, Scheffer et al., 2012) 21 

 22 

Many proposed climate tipping points are actually bifurcation points, where transitions from one 23 

(equilibrium) state to another occur. These tipping points will display hysteresis (sometimes called path-24 

dependence or irreversibility) if there are regions of parameter space where multiple stable states exist. A 25 

well-known example is multi-states and hysteresis in the ocean’s thermohaline circulation in response to 26 

changes in freshwater input from rainfall and ice-sheet melt (Rahmstorf et al., 2005). Transitions from one 27 

state to another can also be prompted by stochastic perturbations (such as climate extremes) which force the 28 

system outside of its current basin of attraction – this is called noise-induced tipping (Ashwin et al., 2012). 29 

For example, the tropical forest dieback seen in some ESM projections is accelerated by longer and more 30 

frequent droughts over tropical land (Good et al., 2013). 31 

 32 

The tipping point concept is most commonly framed for systems in which the forcing changes relatively 33 

slowly. However, this is not the case for most scenarios of anthropogenic forcing projected for the 21st 34 

century. Systems with inertia struggle to keep up with rapidly-increasing forcing, which can lead to the 35 

failure of early warning signals, and also the possibility of rate-induced tipping – when a fast positive 36 

feedback overwhelms  a slow negative feedback (e.g. the “compost bomb”; Wieczorek et al., 2011) —  or 37 

even temporarily overshooting a bifurcation point without provoking tipping (Ritchie et al., 2019). 38 

 39 

Many of the tipping points discussed in this report (see, e.g., Sections 4.7.2, 5.4.5, 8.6) would have severe 40 

local impacts relevant to the concept of dangerous climate change. There is also evidence of abrupt change 41 

and tipping points in the palaeoclimate record (Dakos et al., 2008). Some of these are associated with 42 

significant changes in the global climate, most notably deglaciations in the Quaternary and rapid warming at 43 

the end of the Palaeocene (Bowen et al., 2015). Such events changed the planetary climate for tens to 44 

hundreds of thousands of years, but at a rate that is actually much slower than projected anthropogenic 45 

climate change over the coming century. 46 

 47 

“Surprises” are a class of risks involving very unlikely but well-understood events, on the one hand, and 48 

“unknown unknowns,” or events that cannot be predicted with current understanding, on the other. Examples 49 

of the former include a series of major volcanic eruptions or a large-scale nuclear war, either of which would 50 

cause substantial planetary cooling (Mills et al., 2014; Robock et al., 2007). An example of the latter is 51 

unexpected biological epidemics, such as the massive infestation of pine bark beetles that is currently 52 

devastating North American conifer forests, which may cause large-scale, irreversible changes in ecological 53 

regimes with feedback effects on climate (Bentz et al., 2010). In this context Sutton (2018) proposes to include 54 

unlikely but high impact risks as an integral part of the WGI assessment. 55 
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 1 

 2 

[START Figure 1.3 HERE] 3 

 4 
Figure 1.3: A schematic representation of how climate change risk depends on equilibrium climate sensitivity (ECS). 5 

(a) A possible likelihood distribution consistent with the IPCC AR5 assessment that “Equilibrium climate 6 
sensitivity is likely in the range 1.5 to 4.5°C (high confidence), extremely unlikely less than 1°C (high 7 
confidence) and very unlikely greater than 6°C (medium confidence)”. (b) A schematic illustration of the 8 
fact that, for a given emissions scenario, the cost of impacts and adaptation rises very rapidly (shown here 9 
as an exponential damage function) with ECS. (c) In this example, the resultant risk (quantified here as 10 
likelihood × impact) is highest for high ECS values. The precise shape of the risk curve is dependent on 11 
assumptions about the shape of the likelihood and damage functions at high sensitivity (Weitzman, 2011). 12 
Figure and caption taken from Sutton (2018) [To be updated] 13 

 14 

[END Figure 1.3 HERE] 15 

 16 

 17 

1.2.4.3 Narratives and Storylines  18 

 19 

As societies are increasingly experiencing the impacts of climate change related events, the climate science 20 

community is solicited to develop climate information tailored for regions and sectors. In this context,  the 21 

traditional form in which scientists, including the IPCC, communicate information including a description of 22 

the uncertainties as well as confidence on the understanding of a given event or a projection (and associated 23 

probabilities) is often insufficient for the purpose of decision-making (e.g., Howarth and Painter, 2016, see 24 

also 1.2.4.1). 25 

 26 

Recognizing these limitations, the use of narratives or storylines approaches have emerged, aiming to build a 27 

cohesive picture of a climate message that moves beyond the presentation of data and figures (Dessai et al., 28 

2018; Fløttum and Gjerstad, 2017; Moezzi et al., 2017; Scott et al., 2018). Up to now these two terms have 29 

been used somewhat interchangeable in the literature, and also in somewhat different contexts.  30 

 31 

On the one hand, narratives or storylines have been used in the context of socio-economic scenarios 32 

(scenario-storylines) that form the basis for deriving greenhouse gas emission scenarios as forcing for 33 

climate model simulations projecting future climate change and for vulnerability and impact assessment 34 

(SRES report, O’Neill et al., 2017c). On the other hand, storylines are used to give a qualitative and 35 

internally consistent description of past or future event (event-storyline), and have recently been defined as 36 

"a physically self-consistent unfolding of past events, or of plausible future events or pathways" (Shepherd et 37 

al., 2018) and used as such for example in IPCC SR1.5 (Ch 3, Box 8). Earlier uses include the compound 38 

phrasing of “narrative storylines” (Schneider, 2001) through to more recent transdisciplinary narrative 39 

framing approaches (Scott et al., 2018) or storylines linking atmospheric processes (Zappa and Shepherd, 40 

2017), as an alternative approach to represent uncertainty. Hazeleger et al. (2015) suggested using “tales of 41 

future weather” (stories or narratives of observed high-impact events under climate change) to relate to users 42 

and their experiences. In summary, narratives or storylines are used to describe future socio-economic 43 

developments, as a means to represent uncertainty when deriving the physical conext of a past or future 44 

event, and finally as a tool for more effective communicating climate information.  45 

 46 

Nevertheless, although the motivation and communication purpose of “scenario-storylines” and “event-47 

storyline” might differ, both are similar in the sense that they are a qualitative approach for internally 48 

consistent descriptions of scientific results with the aim to enhance knowledge-integration in decision-49 

making contexts.  50 

 51 

Currently the IPCC glossary defines narratives as a “qualitative descriptions of plausible future world 52 

evolutions, describing the characteristics, general logic and developments underlying a particular 53 

quantitative set of scenarios. Narratives are also referred to in the literature as “storylines”.” 54 

 55 

In this report a storyline approach can be found in Chapter 4 for discussion high-level of global warming 56 
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projections. Chapter 10, Chapter 12 and the Atlas focus on the role of narratives and storylines for 1 

communication purposes, and also propose a distinction between the two terms. Chapter 11 uses a storyline 2 

approach for discussing low-probability high-impact extreme events (section 11.10). Scenario-storylines are 3 

further discussed in section 1.6.1 of this chapter. 4 

 5 

1.3 History of climate understanding 6 

 7 

Chapter 1 of the Working Group I (WGI) contribution to the AR4 (2007) provided a comprehensive 8 

overview of the history of climate knowledge. This section summarizes some of the important milestones 9 

and adds new discussions of the more recent history, including the IPCC era. It introduces the treatment of 10 

uncertainty and calibrated uncertainty language used in IPCC reports. Finally, it presents key findings from 11 

AR5 and the post-AR5 IPCC Special Reports, and compares projections from previous reports with recent 12 

observations. The Appendix to this chapter summarizes the principal findings of all six IPCC assessment 13 

reports, including the present one. 14 

 15 

 16 

1.3.1 Climate science before 1950 17 

 18 

Modern climate science combines aspects of meteorology, oceanography, geography, geology, ecology, 19 

chemistry, hydrology, glaciology, and geophysics, as well as other disciplines. It coalesced as a separate field 20 

of study in the mid-20th century. Scientists first developed theories of anthropogenic climate change in the 21 

19th century, but these were not systematically explored until after World War II. This section reviews major 22 

lines of work contributing to its emergence. 23 

 24 

Observations. Observing patterns of weather and climate is an ancient practice, as evidenced by descriptions 25 

and typologies of climatic regions in many cultures and literatures. Instrumental weather observation dates to 26 

the invention of thermometers and barometers in the 16th and 17th centuries. Several synoptic observing 27 

networks were established in 17th century Eurasia, but none endured more than two decades (Cassidy, 1985; 28 

Khrgian and Hardin, 1970; Nebeker, 1995). Isolines and other graphical techniques for representing synoptic 29 

measurements were invented in the early 19th century (Humboldt, 1817). By the mid-19th century, semi-30 

standardized naval logs provided records of winds, ocean currents, precipitation, and air and sea surface 31 

temperatures, and low-resolution seasonal climatologies (long-term means) had already been prepared for 32 

much of the globe (Dove and Sabine, 1853; Maury, 1855, 1860; Maury and United States Naval 33 

Observatory, 1849). The five-zone Köppen climate classification, developed in 1884, remains in use today 34 

(Belda et al., 2014). It was even used as a diagnostic tool for climate models (Lohmann et al., 1993) and to 35 

describe climate changes (Chen and Chen, 2013). Peruvian fishermen first identified the El Niño 36 

phenomenon; related global teleconnections were noted in the late 19th century, and the atmospheric 37 

Southern Oscillation was first described in the 1920s (Cushman, 2004). Japanese meteorologist, Wasaburo 38 

Ooishi, discovered the jet stream in the 1920s using pilot balloons (Lewis, 2003). 39 

 40 

Synoptic meteorology began in the 1840s with the spread of the electric telegraph. Telegraph operators 41 

transmitted weather data at no cost, establishing a crucial tradition of free exchange of data. 19th-century 42 

national weather services developed networks of surface stations and issued weather forecasts starting in 43 

1861; recognizing the value of shared data and standards, they created the International Meteorological 44 

Organization (IMO) in 1873. A patchy data-sharing network reached all continents except Antarctica by 45 

1900. Regular collection of climatological data for the world began in 1905 with the Réseau Mondial (Great 46 

Britain Meteorological Office and Shaw, 1920), and the similar collections World Weather Records 47 

(Clayton, 1927) and Monthly Climatic Data for the World (est. 1948) have been published continuously 48 

since their founding.  49 

 50 

Palaeoclimate perspectives. With the gradual acceptance of “deep time” in the 19th century came 51 

investigation of fossils, geological strata, and other evidence pointing to large periodic shifts in Earth’s 52 

climate, from ice ages to much warmer periods, across hundreds of millions of years. Orbital theories of 53 

long-term climatic change, first suggested by Herschel around 1830, entered the literature starting with Croll 54 
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(1864, 1885). The interacting periodicities of orbital eccentricity, axial tilt, and axial precession were 1 

theorized in the early 20th century (Milankovich, 1920), but were not definitively linked to ice age cycles 2 

until decades later (Broecker et al., 1968; Emiliani, 1978). The reconstruction of more recent climate 3 

variability and change began in the 1800s, with the recovery of tree rings, ice cores, and lake sediments for 4 

early paleoclimate investigation. By the early 20th century, laboratory research had begun using tree rings to 5 

measure precipitation and the possible influence of sunspots on climatic change (Douglass, 1914, 1919, 6 

1922). The advent of radiocarbon dating in the 1940s (Arnold and Libby, 1949) would usher in an era of 7 

rapid progress in paleoclimatology.  8 

 9 

Understanding the climate system. The fact that climate is a globally interconnected system has been 10 

known since ancient times. The English word “climate” derives from the Greek root klima (“inclination”), a 11 

reference to the angle of incidence of the sun’s rays at different latitudes, a key cause of climatic differences. 12 

Ocean currents and prevailing winds were well known to ancient mariners of many cultures, such as the 13 

Polynesian islanders who navigated vast distances of open ocean (Genz et al., 2009). Scientific theories of 14 

climate begin with Halley (1686), who articulated a theory of vertical circulation in the tropics to explain the 15 

trade winds. Hadley (1735) improved on Halley’s explanation by including the Earth’s rotation as well as 16 

solar heating; these large-scale tropical circulatory patterns are known today as Hadley cells. Ferrel (1856) 17 

added the Coriolis force to existing theory, describing and explaining the major structures of the global 18 

circulation. 19th-century scientists also established the main physical principles governing Earth’s 19 

temperature. By 1822, the principle of radiative equilibrium (the balance between incoming solar radiation 20 

and the energy Earth re-radiates into space) had been articulated, and the atmosphere’s role in retaining heat 21 

had been likened to a serre, or greenhouse (Fleming, 1998; Fourier, 1822).  22 

 23 

Before computers, models of climate were conceptual, analog, or mathematical. Conceptual models, such as 24 

those of Hadley and Ferrel, explained major climatic features and processes in qualitative terms. Analogue 25 

“dishpan” models simulated atmospheric circulatory patterns by means of rotating cylinders or globes filled 26 

with viscous fluids and exposed to a heat source. Mathematical models applied basic physical principles, 27 

such as radiative equilibrium or the Coriolis force, expressed in equations. Arrhenius (1896), seeking the 28 

cause of ice ages, developed a 2-dimensional mathematical model of radiative transfer. In the early 1900s 29 

Bjerknes extended the Navier-Stokes equations of fluid dynamics to the atmosphere, creating the 30 

mathematical basis for a three-dimensional model of the global circulation (Bjerknes, 1906; Bjerknes et al., 31 

1910). During World War I, Richardson developed a system for numerical weather prediction based on these 32 

equations (Richardson, 1922). When his attempt to apply his own method failed dramatically, meteorologists 33 

turned away from numerical modeling until after World War II (Nebeker, 1995). 34 

 35 

Human and natural drivers. The first to measure the heat-absorbing capacity of carbon dioxide was Eunice 36 

Foote (1856), though her contribution was ignored until very recently. By the late 1850s, spectrophotometers 37 

permitted direct measurements of the radiative activity of gases. Water vapor, ozone, carbon dioxide, and 38 

certain hydrocarbons were found to absorb longwave radiation emitted from the ground, the principal 39 

mechanism of the greenhouse effect (Tyndall, 1861). Investigators established the major elements of the 40 

geochemical carbon cycle on geological time scales: volcanic outgassing, coal formation, rock weathering, 41 

deep-sea sedimentation, and oceanic absorption (Chamberlin, 1897, 1898; Ekholm, 1901). Some speculated 42 

that variations in solar activity, such as the 17th-century “Maunder minimum” when few sunspots or aurorae 43 

were observed, might affect short-term weather or climate (Weart, Discovery of Global Warming, 2018 web 44 

version). Scientists speculatively linked volcanic aerosols to ice ages in the 1890s (Dörries, 2006; 45 

Humphreys, 1913).  46 

 47 

In the 1890s Högbom estimated that worldwide coal combustion of about 500 megatonnes per annum had 48 

already completely offset the natural absorption of CO2 by silicate rock weathering (Berner, 1995; Crawford, 49 

1997). Arrhenius (1896) found that a doubling of carbon dioxide would produce a 5-6°C warming, but in 50 

1900 new measurements seemed to rule out CO2 as a greenhouse gas due to overlap with the absorption 51 

bands of water vapor (Angström, 1900; Anonymous, 1901). Nonetheless, as coal combustion reached 900 52 

megatonnes per annum, Arrhenius wrote that anthropogenic carbon dioxide might eventually warm the 53 

planet (Arrhenius and Borns, 1908). However, Hann’s Handbook of Climatology — the field’s standard 54 

textbook for 50 years — dismissed the carbon dioxide theory based on Angström’s result (Hann, 1883; Hann 55 
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and Ward, 1903), and most scientists treated carbon dioxide as irrelevant to climate until after WWII 1 

(Edwards, 2010a; Fleming, 1998). More sensitive instruments later revealed Angström’s conclusion to be 2 

false. Analysing records from 147 stations around the globe, Callendar accurately calculated atmospheric 3 

warming over land at 0.3-0.4°C from 1890-1935 (Callendar, 1938; Hawkins and Jones, 2013). He attributed 4 

about half of this warming to anthropogenic CO2 (see Figure 1.4). 5 

 6 

 7 

[START FIGURE 1.4 HERE] 8 

 9 

Figure 1.4: G.S. Callendar’s graph of global temperatures from 147 surface stations, 1880-1934. Top: ten-year 10 
moving departures from the mean of 1901-1930 (Callendar, 1938). The dashed line represents his 11 
estimate of the “CO2 effect” on temperature rise. Bottom: annual departures from the 1901-1930 mean. 12 

 13 

[START FIGURE 1.4 HERE] 14 

 15 

 16 

1.3.2 Climate understanding matures: 1950-1990 17 

 18 

Between 1950 and 1990, climate science matured into an interdisciplinary field. By the 1970s, consistent 19 

projections of substantial anthropogenic climate change led to growing concern and increasing policy uptake, 20 

including convening a World Climate Conference (1979). Preparations for negotiating the UN Framework 21 

Convention on Climate Change (UNFCCC, 1992) began in the late 1980s, with the first IPCC assessment 22 

(1990) being prepared to support those negotiations and a Second World Climate Conference (1990). 23 

 24 

Observations. Globally coordinated efforts produced major advances in observing systems after World War 25 

II. The World Meteorological Organization (WMO), an intergovernmental body under United Nations 26 

auspices, was founded in 1951. The WMO worked to standardize weather observations internationally and 27 

expand observing networks. By 1968 it had established the World Weather Watch, the institutional and 28 

technological base for modern global weather forecasting. 29 

 30 

Meteorologists participated centrally in the 1957-58 International Geophysical Year (IGY), which featured 31 

globally coordinated observations of the atmosphere and oceans. The World Data Centres for Meteorology 32 

inaugurated for the IGY remain key climatological data repositories. Carbon dioxide monitoring stations, 33 

first established in Antarctica and at Mauna Loa, Hawaii, during the IGY, have tracked the increase in 34 

atmospheric CO2 concentrations from 315 ppmv in 1958 to 410 ppmv in 2018. New island and Antarctic 35 

observing stations established during the IGY made it possible to confirm the Southern Annular Mode (also 36 

known by other names, including “high latitude mode” and “Antarctic Oscillation") as the principal 37 

mechanism of climate variability in the southern hemisphere (Karoly et al., 1996; Kidson, 1999; Rogers and 38 

van Loon, 1982). 39 

 40 

Until the 1950s, little data was collected systematically at altitude, apart from at mountain summits. Starting 41 

in the 1920s, some military and commercial aircraft carried meteorographs. In the 1950s, fallout from 42 

nuclear weapons tests was used opportunistically as an atmospheric tracer, providing more detailed 43 

understanding of circulation in the stratosphere (Machta, 2002). Bomb radiocarbon (14C) also provided 44 

insight into the carbon cycle as it moved from the atmosphere into the biosphere, oceans, and soils (Broecker 45 

and Olson, 1960).  However, the upper troposphere and stratosphere were not observed on a continuous basis 46 

until radiosonde networks emerged in the 1950s (Stickler et al., 2010).  47 

 48 

Satellite observing systems added crucial new data sources starting around 1960. In polar orbits, satellites 49 

can observe the entire planet twice daily with a single instrument. In 1959 infrared radiometers returned the 50 

first measurements of both incoming solar radiation and outgoing longwave radiation. Since 1978, 51 

microwave radiometers have provided indirect measures of temperature, humidity, ozone, and liquid water. 52 

Satellite remote sensing revolutionized studies of the cryosphere, particularly near the poles where 53 

conditions make surface observations very difficult. Satellite mapping and measurement of snow cover 54 

began in 1966, with land and sea ice observations following in the mid-1970s. 55 
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 1 

Earth’s oceans store the vast majority of heat retained by the planet and play a major role in the climate 2 

system. In addition to temperature, pressure, and other meteorological variables, military and merchant ships 3 

measured sea surface temperature (SST), a major variable in climate studies. Both natural radiocarbon and 4 

radionuclides from nuclear weapons tests provided tracers that helped establish circulatory patterns, 5 

especially in the deep ocean (Broecker et al., 1960, 1980). Marine observations for the globe were first 6 

assembled in the mid-1980s in the International Comprehensive Ocean-Atmosphere Data Set (ICOADS; 7 

Woodruff et al., 1987, 2005). Sea level was historically measured by onshore tide gauges, but due to 8 

numerous sources of error and limited spatial distribution, these are valuable mainly for measuring long-term 9 

change. Satellite radar altimetry can measure sea level and ocean circulation from space at much higher 10 

spatial and temporal resolutions, but after the brief SeaSat mission in 1978, was not deployed operationally 11 

until the TOPEX/Poseidon missions of the 1990s (Katsaros and Brown, 1991). Ocean surface and subsurface 12 

data collection efforts expanded in the 1980s with the Tropical Ocean Global Experiment (TOGA), which 13 

eventually deployed 70 moored buoys (Gould, 2003). 14 

 15 

Palaeoclimate perspectives. Palaeoclimatology covers a wide range of temporal scales, ranging from the 16 

historical past to geological deep time (millions of years). Historical climatology aids near-term 17 

palaeoclimate reconstructions using media such as diaries, almanacs, and merchant accounts that describe 18 

climate-related events as frosts, flowers, harvests, droughts, famines, and grain prices. Meticulous records by 19 

Chinese scholars and government workers, for example, have permitted detailed reconstructions of China’s 20 

climate back to 1000 AD, and even beyond (Ge et al., 2008; Louie and Liu, 2003). Climatic phenomena such 21 

as the Little Ice Age and the Medieval Climate Anomaly were originally proposed using data from historical 22 

records from across Europe (Lamb, 1965, 1995; Le Roy Ladurie, 1967). 23 

 24 

Most palaeoclimate research relies on climate proxy data generated from geological archives. Among the 25 

few direct sources of observations about ancient climates are tiny air bubbles trapped in ice cores; these can 26 

be sampled, providing direct evidence of past atmospheric composition (including CO2 levels).  Climate 27 

research using ice cores began in the 1950s, with oxygen-18 isotope in precipitation serving as a proxy 28 

marker for temperature (Dansgaard, 1954). Cores were taken in Greenland, Antarctica, and various Arctic 29 

locations during the 1957-58 International Geophysical Year, but palaeoclimate reconstructions were first 30 

published a decade later on an almost 100,000-year core taken at Camp Century, Greenland (Dansgaard et 31 

al., 1969; Langway Jr, 2008). Subsequent ice cores from Dome C in East Antarctica have extended this 32 

climatic record to 800,000 years (Jouzel, 2013).  33 

 34 

In the 1950s, glacial-interglacial cycles were observed in deep-sea sediment cores using oxygen isotope 35 

ratios (Emiliani, 1955). The same technique was later combined with magnetic stratigraphy to establish 22 36 

glacial-interglacial cycles over the past 870,000 years (Shackleton and Opdyke, 1973), confirming the 37 

Milankovitch theory of orbital cycles as a key driver of natural climate change (Hays et al., 1976). Beginning 38 

in the 1970s and continuing through the 1980s, global reconstructions of sea-surface temperature were 39 

developed from hundreds of deep-sea sediment cores (McIntyre et al., 1976), providing the first quantitative 40 

constraints for model simulations of ice age climates (e.g. Rind and Peteet, 1985). 41 

 42 

Major volcanic eruptions, which can cause pronounced global cooling lasting 1-3 years, are recorded in ash 43 

layers within ice cores and sediment layers. Starting in the 1960s, long-term changes in solar irradiance were 44 

reconstructed from combinations of sunspot and aural observations, radiocarbon captured in tree wood, 10Be 45 

in ice cores, and other indicators (Eddy, 1976; Stuiver, 1965). By the 1980s, other palaeoclimate archives, 46 

including loess deposits, corals, pollen, tree rings, ice cores, lake sediments, and marine sediments, were also 47 

contributing to past climate reconstructions, with temporal resolutions as high as monthly, in the case of 48 

corals (Bradley, 2015; Jones et al., 2009). 49 

 50 

Human and natural drivers. The major anthropogenic driver of climate change is greenhouse gases, with 51 

aerosols and land use change playing significant secondary roles. Carbon dioxide’s key role in climate was 52 

re-established following World War II. Studies established that the oceanic carbon sink absorbed some, but 53 

not all anthropogenic CO2, thus accounting for its buildup in the atmosphere as well as for ocean 54 

acidification. Revelle and Suess (1957) famously described fossil fuel emissions as a “large scale 55 
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geophysical experiment,” in which “within a few centuries we are returning to the atmosphere and oceans 1 

the concentrated organic carbon stored in sedimentary rocks over hundreds of millions of years”. The 1960s 2 

saw increasing attention to other radiatively active gases, especially ozone (Manabe and Möller, 1961; Plass, 3 

1961). Methane, nitrous oxide, and chlorofluorocarbons were not considered systematically until the 1970s, 4 

when anthropogenic increases in those gases were first noted (Rasmussen and Khalil, 1981) 5 

. The US Climatic Impact Assessment Program (CIAP) of the early 1970s found that proposed fleets of 6 

supersonic aircraft, flying in the stratosphere, would cause substantial depletion of the ozone layer (10-20 7 

percent or more) and possible aerosol cooling, stimulating efforts to understand and to model stratospheric 8 

circulation, atmospheric chemistry, and aerosol radiative effects (Mormino et al., 1975).  9 

 10 

Natural drivers on decadal to centennial time scales include volcanoes, changes in solar irradiance, and 11 

natural carbon sources and sinks. In the 1960-1990 period, volcanic activity of the recent past was traced via 12 

historical records and quantified through observations of major eruptions by aircraft, satellites, and other 13 

instruments (Dörries, 2006). Detailed global measurements of surface-level solar irradiance were first 14 

conducted during the IGY (Landsberg, 1961), while top-of-atmosphere irradiance has been measured by 15 

satellites since 1959 (House et al., 1986). Investigation of the carbon cycle was extended to the biosphere 16 

and soils as well as the atmosphere, oceans, and marine sediments, with the ultimate goal of quantifying all 17 

natural and anthropogenic carbon sources and sinks (Broecker and Olson, 1960).  18 

 19 

Understanding and attributing climate change. With the arrival of digital computers in the 1950s, 20 

mathematical models could be built to simulate climatic processes and climate change. A crude proof-of-21 

concept climate simulation was created in 1956 (Phillips, 1956), and several laboratories devoted to climate 22 

modelling emerged in the 1960s. By 1975, numerous laboratories had created general circulation models 23 

(GCMs) for climate research. Rapid increases in computer power enabled higher resolutions and longer 24 

model runs, and the inclusion of more physical processes. Of the latter, heat exchange between the oceans 25 

and the atmosphere was the most essential. The first coupled ocean-atmosphere model (OAGCM) with 26 

realistic topography appeared in 1975 (Bryan et al., 1975; Manabe et al., 1975). Over time, modelers 27 

introduced more physical processes, including aerosols, atmospheric chemistry, sea ice, and snow, into 28 

climate models (see Table 1.2). At the same time, research continued on zero- , one- , and two-dimensional 29 

models, which provided constraints on the more complex GCMs.  30 

 31 

Laboratory measurements, simpler models, and GCMs all supported the possibility of significant surface 32 

warming as carbon emissions increased. From 1931-1980, most estimates of equilibrium climate sensitivity 33 

fell into the 2-4°C range (see Edwards, 2010, p. 182). The detection of an anthropogenic warming “signal” 34 

against the backdrop of natural variability was achieved in the 1990s. Nonetheless, the relatively consistent 35 

results from measurements and models supported a series of policy reports flagging “inadvertent climate 36 

modification” as a potential future policy concern (Conservation Foundation, 1963; Panel on Weather and 37 

Climate Modification, 1966; Tukey et al., 1965). By 1970, the potential impacts of climate change on human 38 

societies were being studied as inputs to the 1972 UN Conference on the Human Environment (Study of 39 

Critical Environmental Problems, 1970; Study of Man’s Impact on Climate, 1971). 40 

 41 

Projections of future climate change. General circulation modelling matured in the 1970s. By 1979, 42 

responding to mounting concern, the US National Research Council (NRC) reported on the “best present 43 

understanding of the carbon dioxide/climate issue for the benefit of policymakers.” The NRC evaluated 44 

results from GCMs, radiative-convective models, and energy-balance models. The report estimated climate 45 

sensitivity at 3°±1.5°C, stating the most likely range as 2-3.5°C, based on “consistent and mutually 46 

supporting” model results (National Research Council; Ad Hoc Study Group on Carbon Dioxide and 47 

Climate, 1979).  48 

 49 

Throughout the 1980s, increasing attention to the climate change issue drove multidisciplinary research, 50 

seeking more detailed understanding of regional effects, human and environmental impacts, and mitigation 51 

strategies. Ecology, glaciology, hydrology, and atmospheric chemistry joined the list of contributing natural 52 

sciences. Analysts developed integrated assessment models (IAMs) to study how human activity influences 53 

climate change, how societies might be affected, and how they might respond (Rotmans, 1990). Numerous 54 

organizations at both national and international levels began to assess the physical science of climate change, 55 
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as well as the risks to human and natural systems (Bolin, 2007).  1 

 2 

The World Climate Conference held in 1979 issued an “appeal to nations” for “urgently necessary” research 3 

on climate, leading to establishment of the World Climate Research Program (WCRP) under joint auspices 4 

of the WMO, ICSU, and UNESCO. The WCRP immediately called for an “international board” to address 5 

“all scientific aspects of the CO2 question” (Global Atmospheric Research Programme and World Climate 6 

Research Programme, 1980). As part of the ICSU Scientific Committee on Problems of the Environment 7 

(SCOPE), scientists from 29 nations contributed to an evaluation of potential ecological effects of 8 

greenhouse warming (Bolin et al., 1986). An International Geosphere-Biosphere Programme (IGBP), also 9 

under ICSU, was established in 1987. As negotiations toward the UN Framework Convention on Climate 10 

Change (FCCC) proceeded in the latter half of the 1980s, the IPCC was founded in 1988 to assess scientific 11 

understanding of the climate system. It issued its first report in 1990. 12 

 13 

Table 1.1 provides equilibrium climate sensitivity (ECS) estimates from all major assessments since 1979. 14 

The more recent assessments emphasize additional ways of estimating climate responses, including transient 15 

response and palaeoclimate reconstructions of ECS. The table shows that despite some variation in the range 16 

of GCM results, expert assessment of the likely range of climate sensitivity has hardly changed since 1979. 17 

 18 

 19 

[START TABLE 1.1 HERE] 20 

 21 
Table 1.1: Estimates of equilibrium climate sensitivity (ECS), transient climate response (TCR), and "best guess" 22 

global temperature increase for CO2 doubling from successive assessment reports. ECS is defined as the 23 
globally averaged surface air temperature response to instantaneous CO2 doubling after the modeled 24 
climate has reached equilibrium. TCR is defined as the globally averaged surface air temperature change at 25 
the time of CO2 doubling in a scenario of concentration increasing at 1% per year. Early TCR results were 26 
discussed in the IPCC’s Supplementary Report (1992, Chapter B2) and the Second Assessment Report (A. 27 
Kattenberg et al., 1995), but no range was formally assessed until the Third Assessment Report (Houghton 28 
et al., 2001). Transient response is a more realistic measure of the actual climate system’s near-term 29 
response to gradually increasing CO2, but over longer periods of time, equilibrium must eventually be 30 
reached. When transient response simulations are continued (at doubled CO2) until they reach equilibrium, 31 
their range of results is similar to that of ECS simulations. 32 

 33 

Assessment Range of 

GCM results 

(°C) 

Estimated 

range of 

ECS (°C) 

"Best 

guess" ECS 

(°C) 

Estimated 

range of 

TCR (°C) 

NAS 1979 (National Research Council; Ad Hoc 

Study Group on Carbon Dioxide and Climate, 

1979) 

2.0-3.5 1.5-4.5 3.0  

NAS 1983 (National Research Council & 

Carbon Dioxide Assessment Committee, 1983) 

2.0-3.5 1.5-4.5 3.0  

Villach 1985 (World Climate Programme, 

International Council of Scientific Unions, 

United Nations Environment Programme, & 

World Meteorological Organization, 1986) 

1.5-5.5 1.5-4.5 3.0  

IPCC FAR 1990 1.9-5.2 1.5-4.5 2.5  

IPCC 1992 Supplementary Report (J T 

Houghton, Callander, & Varney, 1992) 

1.7-5.4 1.5-4.5 2.5 not given 

IPCC 1994 Radiative Forcing report (John 

Theodore Houghton et al., 1995) 

not given 1.5-4.5 2.5  

IPCC SAR 1995 1.9-5.2 1.5-4.5 2.5 not given 

IPCC TAR 2001 2.0-5.1 1.5-4.5 2.5 1.1-3.1 

IPCC AR4 2007 2.1-4.4 2.0-4.5 3.0 1.0-3.0 

IPCC AR5 2013 2.0-4.5 1.5-4.5 not given 1.0-2.5 

IPCC AR6 2021 – fill in when available Fill in Fill in Fill in  
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 1 

[END TABLE 1.1 HERE] 2 

 3 

 4 

1.3.3 Climate science and global change, 1990-present: the IPCC era 5 

 6 

Since 1990, numerous national science agencies, academic researchers, and international and 7 

intergovernmental scientific organizations — many of them newly established — have contributed to 8 

increased understanding of the climate system and to projections of future climate change. IPCC assessments 9 

consider data and understanding as published in the peer-reviewed scientific literature. IPCC reports undergo 10 

one of the most exhaustive, open, and rigorous review and revision processes ever designed for science 11 

assessments; the assessment and review process itself has undergone intensive scrutiny and multiple 12 

revisions in response to critique (Mach et al., 2016; Shapiro et al., 2010). 13 

 14 

Observations. Increasing confidence in an unprecedented warming trend in both atmosphere and oceans is 15 

based on a large and growing body of observational evidence. New organizations and networks were 16 

established to coordinate and standardize climate-related observing systems on a global scale. These include 17 

the Global Ocean Observing System (GOOS, est. 1991), the Global Climate Observing System (GCOS, est. 18 

1992), the Global Historical Climatology Network (GHCN, est. 1992), the Global Earth Observing System 19 

of Systems (GEOSS, est. 2005), and the Global Cryosphere Watch (est. 2011). As a result, most but not all 20 

observing systems have experienced improvement in consistency and coverage since 1990 (see Section 1.4).  21 

 22 

Data on surface temperature have been repeatedly extended, refined, and evaluated. Global land-ocean 23 

surface datasets, first developed in the 1980s by three independent groups (NOAA, NASA GISS, and 24 

HadCRU), introduced numerous new methods for quality control, adjustment, and error analysis (Hansen et 25 

al., 2010; Morice et al., 2012; Vose et al., 2012). A new, independently developed land surface dataset for 26 

1753-2011 used novel adjustment techniques and data from over 36,000 thermometer sites (Muller et al., 27 

2013; Rohde et al., 2013), and agrees closely with the three established datasets.  28 

 29 

Data sources for the vertical dimension — principally radiosondes and satellites — have evolved 30 

considerably since 1990. New methods for spatial and temporal homogenization of radiosonde records, using 31 

comparisons with reanalyses and with neighboring stations, were introduced in the early 2010s (Haimberger 32 

et al., 2012). As for satellite data, vertical profiles must be derived algorithmically and calibrated against in 33 

situ radiosonde measurements. Over time, numerous adjustments to these algorithms have been made to 34 

account for such factors as orbital precession and decay. As a result, new versions of these datasets have 35 

been released every few years since 1978 (Edwards, 2010). However, despite repeated adjustments, 36 

differences remain in the temperature trends from surface, radiosonde, and satellite observations. These are 37 

the subject of ongoing research (Santer et al., 2017; Thorne et al., 2011). 38 

 39 

Ocean data sources have expanded dramatically since 1990. ICOADS extended its coverage to 1662-2014 40 

using newly recovered marine records and metadata (Freeman et al., 2017; Woodruff et al., 1998). In the 41 

2000s, a major improvement in SST data came from adjustment for biases resulting from differing methods 42 

of measuring sea surface temperature (from buckets to engine intake thermometers), especially in the period 43 

around World War II (Kent et al., 2007). The World Ocean Circulation Experiment (1990-1997) collected 44 

data on subsurface currents at 1000 m, as well as temperature and salinity, using autonomous submersible 45 

floats (Gould, 2003). Since 2000, Argo floats have measured temperature, salinity, and current velocity from 46 

the surface to 2000m, covering most of the globe with almost 4000 floats by 2018 (Cheng et al., 2017). 47 

These new sources provide much more information on ocean heat content at depth. The first IPCC 48 

discussion of global ocean heat content appeared in the Third Assessement Report (TAR), which reported a 49 

1948-1998 time series for the upper 300m. By the time of AR5, more accurate global data were available for 50 

1971-2010 to 700 m and for 1957-2009 from 700 to 2000 m.  51 

 52 

Beginning in 1992, sparse data from coastal tide gauges were augmented by global sea level measurements 53 

from TOPEX/POSEIDON satellite altimetry (Fu et al., 1994). These data were first incorporated in the TAR. 54 

Since the early 2000s, those satellites have been replaced by data from subsequent missions. 55 
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 1 

Knowledge of the state and evolution of the cryosphere increased spectacularly after 1990. Prior to the TAR, 2 

the sign of the mass budget of the Greenland and Antarctic ice sheets could not be determined. Through a 3 

combination of satellite and airborne altimetry and gravity measurements, and a better knowledge of surface 4 

mass balance and perimeter fluxes, a consistent signal of ice loss for both ice sheets was established by the 5 

time of AR5 (Shepherd et al., 2012). After 2000, satellite radar interferometry revealed rapid changes in 6 

surface velocity at ice-sheet margins, often linked to reduction or loss of ice shelves (Rignot and 7 

Kanagaratnam, 2006; Scambos et al., 2004). The Greenland Climate Network (GC-Net) was established in 8 

1994 to monitor climatological and glaciological parameters with Automatic Weather Stations (Steffen and 9 

Box, 2001). Data sources for assessing the evolution of mountain glaciers and ice caps improved 10 

considerably, with internationally coordinated activities compiling worldwide glacier length and mass 11 

balance observations (World Glacier Monitoring Service,  Zemp et al., 2015), global glacier outlines 12 

(Randolph Glacier Inventory, Pfeffer et al., 2014), and ice thickness of about 1100 glaciers (GlaThiDa, 13 

Gärtner-Roer et al., 2014). Whereas sea ice extent and concentration had been continuously monitored since 14 

1979 from multichannel passive microwave imagery, datasets for ice thickness emerged later from upward 15 

sonar profiling by submarines (Rothrock et al., 1999) and radar altimetry of sea-ice freeboards (Laxon et al., 16 

2003). 17 

 18 

The increased amount and quality of global data permitted AR5 to provide estimates of changes in the global 19 

energy inventory, i.e., the amount of incoming solar energy retained by the atmosphere, oceans, land surface, 20 

and cryosphere (see Box 3.1 of AR5).  21 

 22 

Palaeoclimate perspectives. Since 1990, paleoclimate records have increased in both temporal span and 23 

spatio-temporal resolution, including seasonally–annually resolved reconstructions of temperature, 24 

hydroclimate, and large-scale circulation modes (Masson-Delmotte et al., 2013). Marine sediment and ice 25 

core records provide quantitative estimates of past temperature, ice volume, sea level, and atmospheric 26 

chemistry associated with glacial–interglacial cycles over the past 800,000 years (Section 1.2.1.2, Figure 1.2) 27 

(EPICA Community Members, 2004; Jouzel, 2013; Lisiecki and Raymo, 2005; Past Interglacials Working 28 

Group of PAGES, 2016; Siddall et al., 2003). As dating techniques continue to improve, there has been 29 

major progress in the development of seasonally–annually resolved palaeoclimate records covering the last 30 

2,000 years (Abram et al., 2016; Emile-Geay et al., 2017; PAGES 2k Consortium, 2013; PAGES Hydro2k 31 

Consortium, 2017; Tierney et al., 2015).  32 

 33 

Of particular relevance to AR6 are recent efforts to reconstruct seasonal extremes in continental-scale 34 

temperature (Luterbacher, 2004) and ocean temperatures (Abram et al., 2007; Cobb et al., 2003; Cole and 35 

Fairbanks, 1990) over the last centuries to millennia. This interval contains well documented periods of 36 

human history that can be used to verify climate variability reconstructed using palaeoclimate sources (White 37 

et al., 2018). In particular, notable advances from regions of the Southern Hemisphere have improved our 38 

description of global and hemispheric climate variability and change (Dätwyler et al., 2018; Nash et al., 39 

2016; Neukom et al., 2014; Neukom and Gergis, 2012; Palmer et al., 2015). 40 

 41 

Paleoclimate modeling advanced significantly during this period, with Paleoclimate Modeling 42 

Intercomparison Projects (PMIP) assessed by the TAR (PMIP), AR4 (PMIP2), and AR5 (PMIP3). Recent 43 

improvements in paleoclimate modeling include data assimilation approaches that combine high-resolution 44 

paleoclimate data with AOGCMs to generate gridded reconstruction of climate over the last millennium (e.g. 45 

Hakim et al., 2016). Global climate models that incorporate water isotope tracers now provide a rich 46 

resource for advanced paleoclimate data-model intercomparisons (Jouzel et al., 1998; Stevenson et al., 2018; 47 

Xi, 2014).  48 

 49 

Indigenous perspectives. During this period, indigenous and traditional knowledge (ITK) has played an 50 

increasing role in historical climatology on decadal and centennial timescales, especially in areas such as the 51 

Arctic where instrumental observations are sparse. Inuit communities have contributed to climatic history 52 

and community based monitoring (Gearheard et al., 2010; Riedlinger and Berkes, 2001). Indigenous 53 

Australian knowledge of climatic patterns has been offered as a complement to sparse observational records 54 

(Green et al., 2010; Head et al., 2014), while researchers have documented sophisticated awareness of 55 
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interannual variability in the timing and seasonality of rainfall in Uganda (Orlove et al., 2010). In order to 1 

harmonize scientific and local knowledge, ongoing research seeks to conduct further dialogue, systematize 2 

indigenous knowledge, and analyze its utility for multiple purposes, especially adaptation (Alexander et al., 3 

2011; Laidler, 2006). 4 

 5 

Human and natural drivers of climate change. Changes in solar irradiance, a natural climate forcing, have 6 

been small and slightly negative since about 1980 (Matthes et al., 2017a). The negative radiative forcing 7 

(RF) of major volcanic eruptions was considered in the FAR; in subsequent assessments, the negative RF of 8 

smaller eruptions has also been included. The FAR (1990) focused attention on human emissions of carbon 9 

dioxide, methane, halocarbons, and nitrous oxide; of these, only the sources of CO2 and halocarbons were 10 

well measured, with methane sources known only “semi-quantitatively” (IPCC, 1990, p. 29). Since then, 11 

new natural sources of methane have been identified (O’Connor et al., 2010; Ruppel and Kessler, 2017), as 12 

well as anthropogenic ones (Conley et al., 2016; Duren and Miller, 2012; Howarth, 2014). 13 

[PLACEHOLDER: add role of ocean circulation as a driver when SROCC is ready]. 14 

 15 

Unlike previous assessments, AR5 (2013) characterized anthropogenic radiative forcing relative to 16 

greenhouse gas emissions rather than to concentrations, thus accounting directly for how emissions of some 17 

substances cause changes in others. For example, emissions of halocarbons cause stratospheric ozone 18 

depletion; emission-based RF of halocarbons includes both the positive radiative forcing (RF) of halocarbons 19 

and the negative RF of reduced ozone concentrations. Overall, concentration-based and emissions-based 20 

forcings are identical, but the latter does a better job of accounting for anthropogenic effects. The RFs of 21 

short-lived greenhouse gases such as carbon monoxide and nitrogen oxides other than N2O were quantified 22 

and included in overall calculations. Among the greatest advances has been increased understanding of the 23 

nature and complex role of aerosols, with both positive and negative RF. In addition to its positive RF in 24 

aerosols (Gustafsson and Ramanathan, 2016), black carbon (soot) from fuel combustion was identified as a 25 

significant contributor to accelerating ice melt (AMAP, 2015; Gertler et al., 2016).  The extent and role of 26 

land use change has been better quantified, and a more complex understanding of its effects on the carbon 27 

cycle has emerged (Houghton and Nassikas, 2017).  28 

 29 

Understanding and attributing climate change. The FAR (1990) concluded that while both theory and 30 

models suggested that anthropogenic warming was underway, its signal could not yet be detected in 31 

observational data against the “noise” of natural variability (also see Barnett and Schlesinger, 1987). Since 32 

then, increased warming and progressively stronger attribution studies using multiple lines of evidence have 33 

identified human activities as the “dominant cause of the observed warming since the mid-20th century” 34 

(AR5 SPM). Starting in the early 1990s, “fingerprint” studies examined specific model-predicted changes in 35 

certain variables (such as nights warming faster than days, a rising tropopause, a cooling stratosphere, and 36 

multi-year record-breaking temperatures) that could not be caused by natural climate drivers such as changes 37 

in solar irradiance or volcanic forcing (Davy et al., 2017; Karoly et al., 1994; Mann et al., 2017; Santer, 38 

2003; Santer et al., 2013; Schneider, 1994; Stott et al., 2010).   39 

 40 

Although climate models remain imperfect, their spatial resolution has increased dramatically while 41 

including ever more physical processes. In the 1990s, coupled AOGCMs were state of the art; by the 2010s, 42 

Earth system models (ESMs) and coupled carbon-cycle climate models incorporated land surface, sea ice, 43 

snow, vegetation, and other elements of the climate system. By 2000, some major modeling centers had 44 

deployed “unified” models for both weather prediction and climate modeling, with the goal of a “seamless” 45 

modeling approach that uses the same dynamics, physics, and parameterizations at multiple scales of time 46 

and space (WMO, 2015). Cloud processes and feedbacks, including indirect aerosol feedbacks, are better 47 

understood empirically, but they remain the single largest source of spread in GCM calculations of climate 48 

sensitivity, with numerous parameterization schemes in use (Gettelman and Sherwood, 2016; Stephens, 49 

2005). ENSO forecasting, an exceptionally difficult test for prediction models, has improved slightly since 50 

the 1980s (Barnston et al., 2017).  51 

 52 

Since climate models and model runs vary along many dimensions, comparing their results requires special 53 

techniques. Since the late 1980s, the climate modeling community has developed increasingly sophisticated 54 

model intercomparison projects (MIPs) (Covey et al., 2003; Gates et al., 1999). MIPs prescribe standardized 55 
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experimental design, time periods, output variables, and observational reference data, thus permitting direct 1 

comparison of model results and helping to diagnose the reasons for biases and other differences among 2 

models and further process understanding. In both CMIP3 and CMIP5 experiments, climate model 3 

ensembles successfully reproduced 20th century global trends when they incorporated realistic 4 

anthropogenic forcings (Meehl et al., 2007a; Taylor et al., 2012). Yet when only natural forcings were 5 

included (creating the equivalent of a “control Earth” without human influences), the same experiment could 6 

not reproduce the observed post-1970 warming (Jones et al., 2013). This result held true at both global and 7 

continental scales. 8 

 9 

Projections of future changes in climate. Because greenhouse gas and aerosol emissions, land use, and 10 

other human activities may change in numerous ways, future climate change cannot be precisely predicted. 11 

Therefore, each IPCC report has considered a range of possible scenarios, typically a “business as usual” 12 

scenario in which societies continue on their present course as well as several others reflecting 13 

socioeconomic and policy responses that may limit emissions and/or increase the rate of carbon dioxide 14 

removal from the atmosphere. IPCC Working Group III assesses scenarios and their implications for 15 

emissions, land use, and other key variables. (For further details on scenarios, see Section 1.6 of this 16 

chapter.) 17 

 18 

Climate models are then run to simulate the outcomes of each scenario for the climate system. Since 1990, 19 

the quality and precision of model projections has improved due to better process understanding as well as 20 

higher model resolution. MIPs have increased confidence in the quality of these projections, as have 21 

comparisons of projections with observations (see Figure 4.X in chapter 4). Due to the high computational 22 

cost of GCM runs, starting with the SAR “Earth system models of intermediate complexity” (EMICs) were 23 

also employed, especially for such purposes as long-term projections and estimates of climate change 24 

commitment, irreversibility, and thresholds for ice-sheet decay (see Section 1.4.3.2).  25 

 26 

[START BOX 1.1 HERE] 27 

 28 

Box 1.1: Treatment of uncertainty and calibrated uncertainty language used in IPCC reports 29 

Throughout the IPCC’s history, the consistent treatment and communication of scientific uncertainty across 30 

all three Working Groups (WGs) has been important (Cubasch et al., 2013; Le Treut et al., 2007). Already in 31 

its 1990 first report, the IPCC specified terms and methods for communicating authors’ expert judgments 32 

(Mastrandrea and Mach, 2011). Over time, the IPCC has developed and revised a framework to treat 33 

uncertainties consistently between assessment cycles, reports and across WGs through the use of calibrated 34 

language (IPCC, 2005; Moss and Schneider, 2000). The framework was updated in preparation of the AR5 35 

(Mastrandrea et al., 2010, 2011). 36 

 37 

Considerable critical attention has focused on whether applying the IPCC framework effectively achieves 38 

consistent treatment of uncertainties and clear communication of findings to users (Adler and Hirsch Hadorn, 39 

2014; Shapiro et al., 2010). Specific concerns include, e.g., the transparency and traceability of expert 40 

judgements underlying the assessment conclusions (Oppenheimer et al., 2016) or the context-dependent 41 

representations and interpretations of probability terms (Budescu et al., 2014).  42 

 43 

Mach et al. (2017) investigated the advances and challenges in approaches to expert judgment in the IPCC 44 

AR5. Their analysis showed that the shared framework increased the overall comparability of assessment 45 

conclusions across all WGs and topics related to climate change, from the physical science basis to resulting 46 

impacts, risks, and options for response. While the WGs in the AR5 still favored different expert-judgment 47 

scales, the differences more directly reflected the different evidence bases across the WGs. Nevertheless, 48 

many challenges in developing and communicating assessment conclusions persist (Mach et al., 2017), 49 

especially for findings drawn from multiple disciplines and Working Groups, for findings with substantial 50 

(or “deep”; SROCC Chapter 1) uncertainties, and for subjective aspects of judgments.  51 

 52 

Approach for the AR6 53 

AR6 follows the approach developed for AR5 (Box 1.1, Figure 1), as described in the “Guidance Notes for 54 
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Lead Authors of the IPCC Fifth Assessment Report on Consistent Treatment of Uncertainties” (Mastrandrea 1 

et al., 2010). The three WGs use two metrics to communicate the degree of certainty in key findings, which 2 

is based on author teams’ evaluations of underlying scientific understanding: 3 

 4 

(1) Confidence is a qualitative measure of the validity of a finding, based on the type, amount, quality 5 

and consistency of evidence (e.g., data, mechanistic understanding, theory, models, expert judgment) 6 

and the degree of agreement; and 7 

(2) Likelihood provides a quantified measure of uncertainty in a finding expressed probabilistically (e.g., 8 

based on statistical analysis of observations or model results, or both, and expert judgement).  9 

 10 

Where appropriate, findings can also be formulated as statements of fact without uncertainty qualifiers. 11 

Throughout IPCC reports, the calibrated language is clearly identified by being typeset in italics. 12 

 13 

The uncertainty guidance note clarifies the relationship between the qualitative description of confidence and 14 

the quantitative representation of uncertainty expressed by the likelihood scale. Responding in part to 15 

criticisms (Shapiro et al., 2010), it emphasizes traceability of the assessment throughout the process. Key 16 

chapter findings elevated to the Executive Summary are supported in the chapter text by detailed 17 

descriptions of the underlying evaluations of evidence and agreement, confidence, and likelihood. The 18 

guidance note also leaves flexibility to convey the most information when multiple options or combinations 19 

of confidence and likelihood are possible to characterize key findings. 20 

 21 

Direct comparisons of uncertainties assessed in this Report with those from earlier WGI reports are, 22 

however, sometimes difficult due to a number of factors. These include the application of the revised 23 

guidance note on uncertainties (in the case of, e.g., WGI AR4, SREX and earlier reports), as well as the 24 

availability of new information, improved scientific understanding, continued analyses of data and models, 25 

and specific methodological differences in studies assessed by previous reports. For some climate variables, 26 

different aspects have been assessed from report to report and therefore a direct comparison between 27 

assessments would be difficult and limited. 28 

 29 

 30 

[START BOX 1.1, FIGURE 1 HERE] 31 

 32 
Box 1.1, Figure 1: The IPCC AR6 approach for characterizing understanding and uncertainty in assessment findings. 33 

This diagram illustrates the step-by-step process authors use to evaluate and communicate the state 34 
of knowledge in their assessment (Mastrandrea et al., 2010). Authors present evidence/agreement, 35 
confidence, or likelihood terms with assessment conclusions, communicating their expert judgments 36 
accordingly. Example conclusions are drawn from the IPCC WGI AR5. [adapted from Mach et al. 37 
(2017)] 38 

 39 

[END BOX 1.1, FIGURE 1 HERE] 40 

 41 

 42 

Box.1.1, Figure 1 illustrates the idealized step-by-step process of the IPCC assessment of scientific 43 

understanding and uncertainties (adapted from Mach et al. (2017)). The process starts with evaluation of the 44 

available evidence and agreement (Box.1.1, Figure 1, Steps 1–3). The following summary terms are used to 45 

describe the available evidence: limited, medium, or robust; and the degree of agreement: low, medium, or 46 

high. Generally, evidence is most robust when there are multiple, consistent, independent lines of high-47 

quality evidence. 48 

 49 

Next, the level of confidence is evaluated, combining the assessments of evidence and agreement into a 50 

single metric (Box.1.1, Figure 1, Steps 3–5). The assessed level of confidence is expressed using five 51 

qualifiers: very low, low, medium, high, and very high. It is typeset in italics to highlight that this is based on 52 

a formal confidence assessment, e.g., medium confidence. Box.1.1, Figure 1, Step 4, depicts summary 53 

statements for evidence and agreement and their relationship to confidence. There is flexibility in this 54 

relationship; for a given evidence and agreement statement, different confidence levels can be assigned, but 55 

increasing levels of evidence and degrees of agreement correlate with increasing confidence. 56 
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 1 

Where uncertainties can be quantified probabilistically, assessment conclusions can be expressed with 2 

likelihood statements (Box.1.1, Figure 1, Steps 5–6). However, unless indicated otherwise, likelihood 3 

statements are limited to findings for which the authors’ assessment of confidence is “high” or “very high”. 4 

Terms used to indicate the assessed likelihood of an outcome or a result include: virtually certain: 99–100% 5 

probability, very likely: 90–100%, likely: 66–100%, about as likely as not: 33–66%, unlikely: 0–33%, very 6 

unlikely: 0–10%, exceptionally unlikely: 0–1%. Additional terms (extremely likely: 95–100%, more likely 7 

than not >50–100%, and extremely unlikely 0–5%) may also be used when appropriate. Likelihood can 8 

indicate probabilities for single events or broader outcomes. The associated probabilistic judgments may 9 

build from statistical or modeling analyses, elicitation of expert views, or other quantitative analyses. The 10 

framework encourages authors, where appropriate, to present probability more precisely than can be done 11 

with the likelihood scale, for example with complete probability distributions or percentile ranges, including 12 

quantification of tails of distributions important for risk management (Mach et al., 2017; see also sections 13 

1.2.4.1 and 1.2.4.2).  14 

 15 

Throughout this WGI report and unless stated otherwise, uncertainty is quantified using 90% uncertainty 16 

intervals. The 90% uncertainty interval, reported in square brackets, is expected to have a 90% likelihood of 17 

covering the value that is being estimated. (i.e., the range encompasses the median value and there is an 18 

estimated 5% likelihood of the value being below the lower end of the range or above its upper end). 19 

Uncertainty intervals are not necessarily symmetric about the corresponding best estimate. A best estimate of 20 

that value is also given where available.  21 

 22 

[END BOX 1.1 HERE] 23 

 24 

 25 

1.3.4 Key findings of previous IPCC assessments 26 

 27 

Working Group I (WGI) of the IPCC considers new evidence of climate change based on independent 28 

scientific analyses from observations of the climate system, palaeoclimate archives, theoretical studies of 29 

climate processes, and simulations using climate models. Each consecutive report builds on previous 30 

assessments of the physical science of climate change by incorporating new research and updating previous 31 

findings (see previous sections, in particular 1.3.3). The robustness of the IPCC assessment stems from the 32 

systematic consideration and combination of multiple lines of independent evidence. 33 

 34 

 35 

1.3.4.1 Key findings of AR5 36 

 37 

The WGI contribution to AR5 is the most comprehensive assessment since the IPCC’s first report in 1990. It 38 

is also the most extensively reviewed, with over 54,000 comments received and responded to by the authors. 39 

AR5 highlighted many important advances in climate science understanding. Compared to WGI AR4  40 

(IPCC, 2007), more palaeoclimate reconstructions, more detailed and longer observations and improved 41 

climate models were available, resulting in better understanding of the physical basis of climate change. 42 

 43 

The WGI contribution to AR5 comprehensively assessed observations of climate change (“what has 44 

changed”), understanding of these changes and their causes (“why has it changed”), and future projections of 45 

climate change (“how will it change in the future”).  46 
 47 
1) Warming of the climate system is unequivocal 48 
 49 
The WGI AR5 assessed that warming of the climate system is unequivocal and that many of the observed 50 

changes since 1950 are unprecedented over decades to millennia. Changes are evident in all components of 51 

the climate system: the atmosphere and ocean have warmed, the amounts of snow and ice have diminished, 52 

sea level has risen, and the atmospheric concentrations of greenhouse gases have increased. The WGI AR5 53 

also, for the first time in IPCC, highlighted at the level of the SPM the “other side of the CO2 problem” 54 

(Doney et al., 2009), i.e., ocean acidification caused by the absorption of about 30% of anthropogenic carbon 55 
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dioxide from the atmosphere. 1 

 2 

Many key WGI AR5 findings on recent changes could be placed in a longer-term context, linking the present 3 

state of the climate with observational evidence from the historical period and with evidence from 4 

paleoclimate archives. For surface air temperature, for example, the WGI AR5 assessed that each of the last 5 

three decades has been successively warmer at the Earth’s surface than any preceding decade since 1850. In 6 

the Northern Hemisphere, 1983–2012 was likely the warmest 30-year period of the last 1400 years (medium 7 

confidence). For sea level, the WGI AR5 assessed with high confidence that the rate of sea level rise since 8 

the mid-19th century has been larger than the mean rate during the previous two millennia. 9 

 10 

The WGI AR5 also assessed the ocean’s role in trapping extra energy and highlighted its importance: ocean 11 

warming massively dominates the increase in energy stored in the climate system, accounting for more than 12 

90% of the energy accumulated between 1971 and 2010 (high confidence). In comparison, warming of the 13 

atmosphere only corresponds to roughly 1% of the energy accumulated over the same period. 14 

 15 

2) Human influence on the climate system is clear. 16 

 17 

The WGI AR5 assessed the vast evidence supporting the human influence on the climate system. The 18 

multiple lines of independent evidence include, among others, increasing greenhouse gas concentrations, 19 

positive radiative forcing estimates, unequivocal observed warming across climate system components, and 20 

the theoretical understanding of the climate system. 21 

 22 

As for drivers of climate change, the WGI AR5 assessment confirmed the dominant role of carbon dioxide 23 

(CO2) and the net cooling effect from aerosols. The 40% increase in atmospheric CO2 since pre-industrial 24 

times, primarily from fossil fuel emissions and secondarily from net land use change emissions, contributed 25 

most to changes in total radiative forcing since 1750. Concentrations of CO2, methane (CH4), and nitrous 26 

oxide (N2O), have all increased to levels unprecedented in at least the last 800,000 years. Aerosols and their 27 

interactions with clouds, on the other hand, have offset a substantial portion of the positive global mean 28 

radiative forcing resulting from the increase in well-mixed greenhouse gases (high confidence). 29 

 30 

The evidence for human influence has grown since the time of the WGI AR4 (IPCC, 2007) and attribution of 31 

a human contribution to detected changes was possible in WGI AR5 in more climate system components 32 

than in previous reports. In the WGI AR5, human influence has been detected in warming of the atmosphere 33 

and the ocean; changes in the global water cycle; reductions in snow and ice; global mean sea level rise; and 34 

changes in some climate extremes. One of the key assessment findings of the WGI AR5 is that it is extremely 35 

likely that human influence has been the dominant cause of the observed warming since the mid-20th 36 

century. 37 

 38 

3) Limiting climate change will require substantial and sustained reductions of greenhouse gas 39 

emissions. 40 
 41 
A critical policy-relevant finding of WGI AR5 is the close, approximately linear relationship of cumulative 42 

total emissions of CO2 and global mean surface temperature response. This finding has important 43 

implications for understanding current changes and projecting possible futures and thus provided crucial 44 

information for negotiation of the Paris agreement (UNFCCC, 2015). For example, it implies that continued 45 

emissions of greenhouse gases will cause further warming and changes in all components of the climate 46 

system, independent of any specific scenario or pathway. Further emissions and increase in atmospheric CO2 47 

will also lead to further uptake of carbon by the ocean and increase ocean acidification. From the close link 48 

between cumulative emissions and warming it follows that any given level of warming (such as the 1.5°C 49 

and 2°C warming targets in the Paris agreement) is associated with a total budget of CO2 emissions. To stay 50 

within the budget, higher emissions in earlier decades imply lower emissions later on. In the absence of a 51 

large net removal of CO2 from the atmosphere, stabilizing warming thus requires that CO2 emissions 52 

descend to zero. 53 

 54 

Climate projections based on the Representative Concentration Pathways (RCPs) assessed in WGI AR5 55 
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result in continued warming over the 21st century in all scenarios, and beyond 2100 under all RCP scenarios 1 

except the strong mitigation scenario RCP2.6. Similarly, global mean sea level will continue to rise during 2 

the 21st century. Under all RCP scenarios, the rate of sea level rise will very likely exceed that observed 3 

during 1971-2010 due to increased ocean warming and increased loss of mass from glaciers and ice sheets. 4 

By the mid-21st century the magnitudes of the projected changes are substantially affected by the choice of 5 

emissions scenario. The WGI AR5 assessed that a 1.5°C target relative to 1850 to 1900 will likely be missed 6 

under all RCP scenarios except the strong mitigation scenario RCP2.6.  7 

 8 

Considering the long term, multi-century perspective, the WGI AR5 assessed that cumulative emissions of 9 

CO2 will largely determine global mean surface warming by the late 21st century and beyond. Past, present 10 

and future emissions of CO2 thus commit the world to substantial multi-century climate change, and most 11 

aspects of climate change will thus persist for many centuries even if emissions of CO2 were stopped 12 

immediately. According to the WGI AR5 assessment, a large fraction of this change is essentially 13 

irreversible on a multi-century to millennial time scale, except in the case of a large net removal of CO2 from 14 

the atmosphere over a sustained period through as yet unavailable technological means. 15 

  16 

 17 

1.3.4.2 Key findings of post-AR5 Special Reports  18 

 19 

Following the AR5 reports in 2013 and 2014, IPCC assessed new literature relevant to specific topics in 20 

three Special Reports. The Special Report on Global Warming of 1.5°C (SR1.5) was produced in response to 21 

an invitation of the United Nations Framework Convention on Climate Change (UNFCCC). The subjects of 22 

the two others, the Special Report on the Ocean and Cryosphere in a Changing Climate (SROCC) and the 23 

Special Report on Climate Change and Land (SRCCL), were the result of consultation with governments. 24 

All Special Reports assess material relevant to all three IPCC Working Groups. Here we focus on key 25 

findings related to the physical science basis. 26 

 27 

The Special Report on Global Warming of 1.5°C (Masson-Delmotte et al., 2018) assessed current knowledge 28 

on the impacts of global warming of 1.5°C above pre-industrial levels and related global greenhouse gas 29 

emission pathways, in the context of strengthening global efforts to respond to climate change, pursue 30 

sustainable development, and eradicate poverty. The key findings of SR1.5 most relevant to WGI revolve 31 

around three overarching themes. These themes respectively address progress in understanding climate 32 

change (“where we are”), potential impacts and associated risks for a global warming of 1.5°C compared to 33 

2°C (“what can be avoided”), and emission pathways and system transitions consistent with 1.5°C global 34 

warming (“how do we get there”). 35 

  36 

1)     Global warming continues unabated 37 

  38 

The SR1.5 estimates with very high confidence that human activities have caused a global warming of 39 

approximately 1°C above pre-industrial levels in 2017 and that observed global mean surface temperature for 40 

2006-2015 was 0.87°C higher than the average over the 1850-1900 period. It concluded that the estimated 41 

anthropogenic global warming likely matches the level of observed warming to within ±20%. Warming 42 

greater than the global annual average is being experienced in many regions and seasons, and changes in 43 

weather extremes are already detectable today. 44 

  45 

The report also concludes that “global warming is likely to reach 1.5°C between 2030 and 2052 if it 46 

continues to increase at the current rate (high confidence)”. However, even though warming from 47 

anthropogenic emissions will persist for centuries to millennia and will continue to cause further long-term 48 

changes such as sea-level rise and associated impacts, past emissions alone are unlikely to raise GMST to 49 

1.5°C above pre-industrial levels. 50 

  51 

Furthermore, climate models project robust differences in regional climate characteristics between the 52 

present day (average of 30-year period centred around 2017) and a global warming of 1.5°C, and between 53 

1.5°C and 2°C, including mean temperature in most land and ocean regions and hot extremes in most 54 

inhabited regions (high confidence). There is medium confidence in robust differences in heavy precipitation 55 
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events in several regions and the probability of droughts in some regions. 1 

  2 

2)     Limiting warming to 1.5°C reduces impacts and risks compared to 2°C 3 

  4 

The report concludes that “climate-related risks for natural and human systems for global warming of 1.5°C 5 

are lower than at 2°C, depending on the magnitude and rate of warming, geographic location, levels of 6 

development and vulnerability, and on the choices of adaptation and mitigation options (high confidence)”. 7 

Also, risks are higher if global warming exceeds 1.5°C before returning to that level by the end of the 8 

century (“overshoot”) than if global warming stabilizes at 1.5°C, especially if the peak temperature is high 9 

(high confidence). 10 

  11 

Comparing 2°C versus 1.5°C warming, the report outlines numerous avoided impacts to land and marine 12 

biodiversity and ecosystems.  As a prominent example, warm-water coral reefs are projected to decline by a 13 

further 70-90% at 1.5°C and even by more than 99% at 2°C (very high confidence). 14 

  15 

Importantly, by 2100, sea level rise would be around 0.1 m lower with 1.5°C global warming compared to 16 

2°C (medium confidence). Even though sea level will continue to rise well beyond 2100, it will do so at a 17 

slower rate and a lower magnitude for a lower warming, enabling greater opportunities for adaptation in 18 

vulnerable environments such as small islands, low-lying coastal areas, and deltas. Instabilities and/or 19 

irreversible loss of the Greenland and Antarctic ice sheets are less likely to be triggered for 1.5°C than for 20 

2°C. 21 

  22 

3)     Rapid emission cuts are required to limit global warming to 1.5°C 23 

  24 

Building upon the understanding from AR5 of the quasi-linear relationship between cumulative net 25 

anthropogenic CO2 emissions since the pre-industrial period and maximum global mean atmospheric 26 

temperature, the report assesses the remaining carbon budgets compatible with the 1.5°C or 2°C warming 27 

limits. The remaining carbon budget for a one-in-two chance of limiting global warming to 1.5°C is about 28 

770 GtCO2, and about 570 GtCO2 for a two-in-three chance (medium confidence). At constant 2017 29 

emissions, these budgets would be depleted by about the years 2035 and 2030, respectively. These remaining 30 

budgets are larger than those estimated in AR5 because SR1.5 used GMST as a measure of surface 31 

temperature instead of global mean surface air temperature as in AR5 (see section 1.5.3). 32 

  33 

It is concluded that all emission pathways with no or limited overshoot of 1.5°C imply global net 34 

anthropogenic CO2 emissions to decline by about 45% from 2010 levels by 2030, reaching net zero around 35 

2050, together with deep reductions in other anthropogenic emissions such as methane and black carbon. For 36 

limiting global warming to below 2°C, CO2 emissions are projected to decline by about 25% by 2030 and 37 

reach net zero around 2070.  38 

  39 

The report also highlights the use of carbon dioxide removal (CDR) techniques to compensate for residual 40 

emissions and achieve net negative emissions to return global warming to 1.5°C following a peak. 41 

  42 

The SR1.5 concludes that there is no single answer to the question of whether it is feasible to limit warming 43 

to 1.5°C and adapt to the consequences because feasibility has multiple dimensions that need to be 44 

considered simultaneously and systematically. 45 

  46 

[PLACEHOLDER for SROCC SPM statements] 47 

 48 

[PLACEHOLDER for SRCCL SPM statements] 49 

 50 

 51 

1.3.5 How do previous climate projections compare with subsequent observations? 52 

 53 

Many different sets of climate projections have been produced over the past several decades and it is 54 

valuable to assess how well those projections have compared against subsequent observations. Successful 55 
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outcomes add confidence in the process of making projections for the future. For example, Stouffer and 1 

Manabe (2017) compared projections made in the early 1990s with subsequent observations with a focus on 2 

the spatial pattern of warming. They found that the projected surface pattern of warming, and the vertical 3 

structure of temperature change in both the atmosphere and ocean, were realistic. 4 

  5 

AR5 examined earlier IPCC Assessment Reports to evaluate their projections of how GMST and global sea 6 

level would change (Cubasch et al., 2013). Although there was good agreement between the past projections 7 

and subsequent observations, this type of analysis is complicated because the emissions scenarios used in 8 

earlier projections did not precisely match what actually occurred. Any mismatch between the projections 9 

and subsequent observations could be due to incorrect specified radiative forcings (e.g. aerosol emissions, 10 

greenhouse gas concentrations or volcanic eruptions that were not included) or an incorrect modelled 11 

response to those forcings, or both. Alternatively, an agreement between projections and observations may 12 

be fortuitous due to a compensating balance of errors, e.g. too low climate sensitivity but too strong radiative 13 

forcings. 14 

               15 

A set of prior climate model projections were compared to observations and assessed in Hausfather et al. 16 

(2019, in prep.), both based on the change in temperature over time and based on the change in temperature 17 

with respect to the change in radiative forcing (expressed as the implied TCR, following Otto et al. (2013)). 18 

This latter approach partly corrects for any mismatches between the forcings used in the projections and the 19 

forcings that actually occurred, though it does have some limitations when the modelled forcings differ 20 

greatly from observations. 21 

  22 

Model projections of global mean surface temperature and estimated radiative forcings were taken from 23 

seven historical studies: (Broecker, 1975; Hansen et al., 1981, 1988; Manabe, 1970; Manabe and Stouffer, 24 

1993; Nordhaus, 1977; Rasool and Schneider, 1971), along with  the baseline no-policy scenarios from the 25 

first three IPCC assessment reports. They are shown compared to observations over the model forecast 26 

period in Figure 1.5 for both change in temperature over time (as a linear trend, top row) and change in 27 

temperature with respect to change in radiative forcing (as an implied TCR, bottom row).  28 

 29 

 30 

[START FIGURE 1.5 HERE] 31 

 32 
Figure 1.5: Top row: Trend in temperature change over time (°C per decade) for observations (blue) and climate 33 

models projections (red) for a selection of prominent past climate model forecasts. Bottom: Implied 34 
Transient Climate Response (°C per doubled CO2) for observations and models based on the ratio of 35 
change in temperature to change in anthropogenic radiative forcing. Radiative forcing values are taken 36 
from each separate model; observed radiative forcing estimates use a 1000-member ensemble extended 37 
from Dessler and Forster (2018). Observed temperatures are based data from five groups: NASA 38 
GISTEMP, Hadley/UEA HadCRUT4, NOAA GlobalTemp, Berkeley Earth, and Cowtan and Way. Both 39 
modeled and observed trends are shown over the forecast period of each model between date of 40 
publication and the end of 2017 (or the last available model forecast year).  41 

 42 

[END FIGURE 1.5 HERE] 43 

 44 

 45 

In general, past climate projections were quite successful in simulating future warming, particularly when 46 

mismatches in forecast and observed radiative forcings were addressed. For example, the Scenario B 47 

presented in Hansen et al. (1988) projected around 50 percent more warming than has been observed during 48 

the 1988-2017 period, largely due to a misspecification of future radiative forcings. However, the observed 49 

change in temperature compared to the observed change in forcings is consistent with the model simulation 50 

(Hausfather et al 2019, in prep).  51 

 52 

Similarly, while the IPCC FAR projected a higher rate of global mean surface temperature warming than has 53 

been observed, this is largely due to an overestimate of future greenhouse gas concentrations – with an 54 

increase in anthropogenic forcing between 1990 and 2017 of 1.6Wm-2 in the FAR compared to a best 55 

observational estimate of 1.1Wm-2 (Dessler and Forster, 2018). When this is taken into account, the change 56 
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in temperature with respect to the change in forcings in the FAR aligns with observations. Note that past 1 

climate model projections have tended to overestimate the growth in atmospheric CO2 concentrations and 2 

other components of radiative forcing compared to observations, with a number of models published in the 3 

1970s and 1980s forecasting atmospheric CO2 concentrations of up to 450 ppm by 2017 (Hausfather et al 4 

2019, in prep). 5 

 6 

In addition to global mean surface temperature, the regional projections of past climate models can be 7 

evaluated. For example, the First Assessment Report of the IPCC (1990) presented a series of temperature 8 

projections for 1990 to 2030 for several regional boxes around the world. Projections were given primarily 9 

for a best estimate of global warming of 1.8°C since preindustrial by 2030, but it was noted that the change 10 

should be reduced by 30% for the low global warming estimate and 50% higher for the higher estimate. 11 

There was low confidence in the regional estimates. 12 

 13 

These regional projections are compared to the observed temperature change in the period since 1990 14 

(Figure 1.6, following Grose et al. (2017)). Subsequent observed regional temperature change has tracked 15 

within the projected range for the best estimate of regional warming in the Sahel, South Asia and Southern 16 

Europe boxes, but temperature change has tracked at or below this range for Central North America and 17 

Australia boxes (but within the range scaled 30% lower for a lower global warming estimate). 18 

 19 

 20 

[START FIGURE 1.6 HERE] 21 

 22 
Figure 1.6: Range of projected temperature change for 1990-2030 for regions defined in IPCC FAR (1990). Darker 23 

red bands show the range of projected change given for the best estimate of 1.8°C global warming since 24 
pre-industrial, faint bands show the range scaled for lower and higher estimates of global warming. Blue 25 
lines show the observations from several global temperature gridded datasets, red lines show the linear 26 
trends in those datasets for 1990-2018 extrapolated to 2030. Observed datasets are: HadCRUT4.6, 27 
Cowtan and Way, GISTEMP, Berkeley Earth and University of Delaware. 28 

 29 

[END FIGURE 1.6 HERE] 30 

 31 

 32 

1.4 Developments in observing systems, reanalyses, climate modelling and other techniques 33 

 34 

1.4.1 Observational data and observing systems 35 

 36 

The quality and quantity of observations of Earth’s climate system largely determine the pace of advances in 37 

our understanding of changes in Earth’s climate. While early efforts used large-scale temperature 38 

reconstructions over the 19th to 20th century to identify a causal link between rising greenhouse gases and 39 

global-scale temperature (see Section 1.3), recent efforts leverage a growing set of observations gathered 40 

from diverse platforms to probe the regional to global-scale changes in the climate system and its causes 41 

across a wide variety of climate indicators. In addition to a large set of physical variables related to 42 

temperature and hydrological trends and variability, sea level rise, and the circulation of the atmosphere and 43 

ocean, key variables include the chemical composition of the atmosphere, as well as a rapidly expanding set 44 

of ecological indicators (GCOS, 2015). 45 

 46 

Progress in climate science relies on the quality and quantity of observations from a range of platforms: 47 

surface-based instrumental measurements, aircraft observations, satellite-based retrievals, in-situ 48 

measurements and palaeoclimatic records. Overall, the observational coverage of the climate system is as 49 

good for the AR6 as it was for the AR5, with notable improvements in some areas, but also with some 50 

emerging risks of loss of coverage or continuity. 51 

 52 

Figure 1.7 summarizes some key avenues for weather and climate related information, and how they have 53 

become available over time. While some, like satellite imaging and retrievals, have been ever improving and 54 

increasing in detail over the last decades, others are in decline. This includes surface temperature 55 
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observations, where spatial coverage is decreasing in recent years, and some palaeoclimate records such as 1 

corals, and ice cores, where climate change itself is a factor in their reduced availability. 2 

 3 

In the following, we briefly review the progress and changes in observational capacity since the AR5. 4 

 5 

 6 

[START FIGURE 1.7 here] 7 

 8 
Figure 1.7: Schematic of climate data coverage through time, indicating time span covered by different sources, as 9 

well as density of coverage from a given source (i.e. satellite coverage increasing through time, whereas 10 
ground-based instrumental coverage is decreasing in recent years, and corals and tropical ice cores are a 11 
“vanishing” archive). 12 

 13 

[END FIGURE 1.7 here] 14 

 15 

 16 

Land and atmosphere 17 

For land surface and atmospheric observations, coverage has improved for a number of long-established in 18 

situ networks, including the main meteorological networks. The quality of measurements has also shown 19 

improvement (GCOS, 2015). Further, there is a general increase in the availability of time series of 20 

consistent measurements of sufficient length to provide trend analysis, from both surface networks and 21 

orbital platforms. An example is the monitoring of short-lived climate forcers, from networks such as the 22 

Aerosols, Clouds, and Trace Gases Research infrastructure (ACTRIS), or the Ozone Monitoring Instrument 23 

(OMI) aboard NASAs Auri satellite. (REFS UPCOMING). 24 

 25 

Instrumental observations of the atmosphere have also recently expanded to include satellite retrievals of 26 

atmospheric CO2 via the NASA Orbiting Carbon Observatory satellites, which allow for improved 27 

quantification of CO2 fluxes between the atmosphere and the Earth’s surface. With the addition of sensors to 28 

measure wind speed and direction on the ESA Aeolus satellite, scientists can better constrain the fluxes of 29 

heat and momentum associated with atmospheric circulation patterns.  30 

 31 

Recently, several programs aimed at reconstructing and digitizing older sources of data, such as hand written 32 

weather journals and ships logs, have become active. Examples, many of which have a strong element of 33 

citizen science, include Atmospheric Reconstructions over the Earth (ACRE) (http://met-acre.net), 34 

oldWeather.org, and weatherrescue.org. Such observations are becoming a valuable source of weather and 35 

climate information above and beyond the presently active observational platforms noted above. Ongoing, 36 

coordinated efforts to rescue historical climate data archives build on previous efforts, and include IDARE 37 

(WMO) - https://www.idare-portal.org as well as the US Climate Data Modernization Program - 38 

https://www.ncdc.noaa.gov/climate-information/research-programs/climate-database-modernization-39 

program. 40 

 41 

New satellite missions such as ESA’s SMOS and NASA’s SMAP provide estimates of soil moisture.  42 

 43 

Biosphere 44 

Satellite retrievals of land properties have recently expanded to include fluorescence data of land plants as a 45 

measure of photosynthetic activity via satellites GOME (Yang et al., 2015) and OCO-2 (Sun et al., 2017).  46 

 47 

In the ocean, efforts are underway to coordinate observations of marine biological variables around the globe 48 

(Muller-Karger et al., 2018). A large number of coordinated field campaigns during the 2015/2016 El Niño 49 

event enabled the collection of short-lived biological phenomonen such as coral bleaching and mortality 50 

caused by a months-long ocean heat extreme (Hughes et al., 2018).  51 

 52 

International progress towards the identification of Essential Biodiversity Variables is underway, under the 53 

umbrella of the GEO-BON group (Navarro et al., 2017).  54 

 55 

http://met-acre.net/
https://www.ncdc.noaa.gov/climate-information/research-programs/climate-database-modernization-program
https://www.ncdc.noaa.gov/climate-information/research-programs/climate-database-modernization-program
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Cryosphere 1 

For the cryosphere, there has recently been much progress in synthesizing global datasets covering larger 2 

areas and longer time periods from multi-platform observations. For glaciers, this concerns an expanded 3 

Global Terrestrial Network for Glaciers (GTN-G), which combines inventory data on glacier fluctuations, 4 

mass balance and elevation change with glacier outlines and ice thickness, providing input for assessing the 5 

global glacier evolution. New data sources include archived and declassified aerial photographs and satellite 6 

missions and high-resolution digital elevation models like Arctic DEM and Tandem-X (Braun et al., 2019; 7 

Porter et al., 2018). Improvements have also been made in the monitoring of permafrost parameters. The 8 

Global Terrestrial Network for Permafrost (GTN-P) provides long-term records of permafrost temperature 9 

and active layer thickness at key sites to assess their changes over time. 10 

 11 

New data were obtained from ESA’s Cryosat-2 radar altimetry satellite mission, providing changes in the 12 

thickness of sea ice and the elevation of the Greenland and Antarctic ice sheets. Other missions include 13 

NASA’s Operation IceBridge, collecting airborne remote sensing measurements to bridge the gap between 14 

ICESat (Ice, Cloud and land Elevation Satellite) and the upcoming ICESat-2 laser altimetry missions. Longer 15 

time series from multiple missions have led to considerable advances in understanding the origin of 16 

inconsistencies and reducing uncertainties to quantify changes of the Greenland and Antarctic ice sheets 17 

(Bamber et al., 2018).  18 

 19 

Other systematic efforts towards synthesizing remotely sensed cryospheric data include ESA’s Climate 20 

Change Initiative (CCI) for snow, sea-ice, glaciers, ice sheets, and permafrost. These delivered global 21 

datasets on selected Essential Climate Variables (ECVs) to support climate monitoring and modelling, using 22 

data from ESA Earth Observation missions, including the recent Copernicus Sentinel series of satellites 23 

(http://cci.esa.int/). 24 

 25 

Oceans 26 

Regarding ocean observations, a large number of Oceanobs19 community white papers provide an up to date 27 

perspective on all aspects of ocean observation relevant to climate [at the time of FOD only 26 community 28 

white papers are published; an analysis will be done after the Oceanobs19 conference]. These papers 29 

emphasize the need to develop synergies between in situ and satellite observations and to enhance 30 

interoperability in order to achieve fully integrated observing systems that address users needs. Observing 31 

systems are proposed for new variables such as Nitrous Oxyde (Bange et al, white paper in progress) or for 32 

complete ecosystems (Lombard et al, white paper in progress). 33 

 34 

Recently developed “Deep Argo” floats capable of sampling down to 6,000m, and "Biogeochemical Argo" 35 

instruments designed to quantify carbon fluxes, will enable improved estimates of ocean-atmosphere heat 36 

and carbon fluxes relevant to climate change. 37 

 38 

Basin-scale arrays of moored ocean buoys have expanded since AR5, providing continuous records of ocean 39 

and atmosphere properties on regional to basin scales that are especially important in the detection of climate 40 

change signals in decades-long records of ocean properties. Key basin-scale arrays include the 41 

TAO/TRITON in the Pacific Ocean, the RAMA array in the Indian Ocean, and the PIRATA and OSNAP 42 

arrays in the Atlantic Ocean.  43 

 44 

Ships logs and other records that extend into the mid-18th century, and in rare cases, into the early part of the 45 

second millennium provide rare data about ocean temperatures and currents. Likewise, early records from 46 

ports and other coastal observing stations provide datasets that complement instrumental and paleoclimate 47 

data from prior to 1900CE. 48 

 49 

Palaeoclimate 50 

Palaeoenvironmental archives provide climate data ranging in resolution from sub-monthly (in the case of 51 

corals) to thousands of years (in the case of the slowest-accumulating deep-sea sediments); see Figure 1.7 52 

Typically, the higher the resolution, the more limited the temporal coverage of the archive in question. 53 

Quantitative reconstructions of past climate and carbon cycle states require calibration of modern-day 54 

versions of these archives against instrumental records of climate. In many cases, such reconstructions 55 
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leverage climate model output to provide a richer and more dynamic interpretation of the archive’s 1 

sensitivity to different climate variables. In turn, climate models increasingly incorporate palaeo-climate and 2 

palaeo-carbon constraints to improve the accuracy of decadal-centennial to glacial-interglacial variability, 3 

developing new data assimilation frameworks along the way. 4 

 5 

Major efforts completed since AR5 include an ever-expanding set of large-scale, multi-proxy temperature 6 

syntheses spanning the last 2000 years under the auspices of the PAGES2K initiative. As of 2018, a number 7 

of regional temperature reconstructions exist, including one for every continent and major ocean basins 8 

(Tierney et al., 2015). The Last Millennium Reanalysis Project (https://www.atmos.uw.edu/~hakim/LMR/) 9 

took advantage of the PAGES2K data collection and homogenization efforts to deliver a gridded 10 

reconstruction of global climate over the last millennium by combining the PAGES2K data with the 11 

Community Earth System Model in a novel offline data assimilation scheme (Hakim et al., 2016).  12 

 13 

Ongoing efforts to expand the number of large-scale, tree-ring-based drought reconstructions have resulted 14 

in the Old World Drought Atlas (OWDA; Cook et al. (2015)). The PAGES Iso2K group uses stable water 15 

isotopic records from across the world to constrain global hydroclimate variability over the last 2,000 years 16 

(http://pastglobalchanges.org/ini/wg/2k-network/projects/iso2k).  17 

 18 

New reconstructions of past climate extremes are particularly important to the detection and attribution of 19 

anthropogenic impacts on present and future climate extremes. Aside from the advances in drought 20 

reconstruction, recent advances include expanded datasets of past El Nino-Southern Oscillation extremes 21 

(e.g. Barrett et al., 2018, Grothe et al., submitted) and hurricane activity (e.g. Donnelly et al., 2015). 22 

 23 

Recent advances in sea level reconstructions over the last thousands of years (Cook et al., 2015); others) and 24 

the last interglacial period (DeConto and Pollard, 2016a; Dutton and Lambeck, 2012; Rovere et al., 2016) 25 

provide key constraints on the relationship between global to regional temperature variability and sea level 26 

rise from different sources on centennial to millennial timescales. 27 

 28 

A large number of paleo-climate archives are under threat from human activities, including long-lived trees 29 

disappearing owing to deforestation (especially critical in tropical areas), long-lived corals succumbing to 30 

heat-related mortality, tropical ice cores melting under accelerated warming, and loss and/or destruction of 31 

historical data archives. While internationally coordinated salvage efforts are focused on recovering these 32 

latter sources of pre-instrumental records of past climate, no such coordinated efforts exist for other 33 

vulnerable paleoclimate archives. 34 

 35 

Improved constraints on the rates and magnitude of regional to global-scale impacts of ongoing climate 36 

change require continued, strategic investments in the collection of sustained observations of the climate 37 

system, the carbon cycle, and metrics of ecosystem health. While many new data streams, such as high-38 

resolution satellites (e.g. Himawari), are coming online in support of this mission, many existing 39 

observational platforms and archives are at grave risk. These include long-term ocean observing sites dating 40 

to the mid- to late 20th century, such as the TAO/TRITON ocean buoy array, whose international funding 41 

structure remains precarious. With the advent of satellite-based retrievals of many climate parameters of 42 

interest, a decrease in the number of surface-based meteorological stations statistics on this may seem less of 43 

a concern than without the satellite data. However, we still require robust ground-based observations to 44 

calibrate satellite retrievals.  45 

 46 

 47 

1.4.2 Reanalyses 48 

 49 

Reanalyses complement observed datasets in describing the changes through the historical record. 50 

Reanalysis datasets are useful because they provide gridded output, physical consistency across variables 51 

(within the limitations of the model used), and information about variables (such as potential vorticity) and 52 

locations that are not observed. The methods used in the development of reanalyses have progressed since 53 

the AR5, and in some cases this has important implications for the information they provide on how the 54 

climate is changing. In this section, these new developments will be addressed. For a list of reanalysis 55 

http://pastglobalchanges.org/ini/wg/2k-network/projects/iso2k
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datasets used in the present report, see Annex AI.1. 1 

 2 

Recent major developments in reanalyses include the assimilation of a wider range of fields, higher spatial 3 

resolution, and greater efforts to minimise the influence of a temporally varying observational network. 4 

Coupled reanalyses are also being developed, allowing for a consistent picture of the ocean, atmosphere and 5 

cryosphere. 6 

 7 

The term reanalysis has traditionally implied gridded datasets statistically interpolated from station-based 8 

data (see Annex of Ch10). However, more commonly now, reanalyses are created by assimilating historical 9 

data using a single modern forecast model. Forecast periods are typically short, often 6 hours, to limit the 10 

development of model biases (Dee et al., 2011). Details of many of the early reanalyses are outlined in Table 11 

2.3 of AR5 WGI, including their limitations. These limitations include model biases, changes in the 12 

observational systems (e.g., spatial coverage, introduction of satellite data), and time-dependent errors in the 13 

underlying observations or in the boundary conditions, which may lead to stepwise changes in time.  14 

 15 

Atmospheric reanalyses 16 

Atmospheric reanalyses that were assessed in AR5 are still being used in the literature, and results from 17 

ERA-Interim (Dee et al., 2011) and JRA-55 (Ebita et al., 2011; Harada et al., 2016) reanalyses will be used 18 

in AR6. In the post-satellite era (post 1979), (Simmons and Poli, 2015) found that the ERA-Interim and JRA-19 

55 reanalyses continued to be consistent, over the last 20 years, with those surface data sets which fully 20 

represented the polar regions. This provides confidence to the approach of combining reanalyses results with 21 

observed datasets in the AR6 assessment.  22 

 23 

The Modern-Era Retrospective Analysis for Research and Applications, version 2 (MERRA-2) (Gelaro et al. 24 

2017) includes many updates to both the range of variables that are assimilated, and the model used 25 

compared to MERRA that was assessed in AR5. Of note is the inclusion is the assimilation of aerosol 26 

observations, several improvements to the representation of the stratosphere including ozone, and improved 27 

representations of cryospheric processes. However, the MERRA-2 reanalysis cooled sharply over the last 28 

few years relative to ERA-Interim and JRA-55 (see Chapter 2).  29 

 30 

Since the AR5, the growing demand for high resolution data has led to the development of higher-resolution 31 

reanalyses, such as ERA5 (Hersbach and Dee, 2016). ERA5 provides atmospheric fields at about 30 km 32 

resolution on 137 vertical levels and is available for the years 1979 to the present but will be extended back 33 

to 1950. The desire for higher resolution data has also led to the development of a number of regional 34 

datasets e.g. BARRA, Australia. 35 

 36 

Many studies will compare results from a number of reanalyses for their particular metric of interest (e.g. 37 

Pepler et al., 2018 for surface high pressure systems). More formal intercomparisons are also underway, for 38 

instance the S-RIP intercomparison for the upper troposphere and stratosphere (Fujiwara et al., 2017). 39 

 40 

Ocean reanalyses 41 

Ocean reanalyses are now more diverse and many have higher resolution than at the time of AR5 (see Annex 42 

I). The first Ocean Reanalyses Intercomparison project has been carried out (Balmaseda et al., 2015), and 43 

areas of uncertainties have been identified, such as the deep ocean, the Southern Ocean and western 44 

boundary currents. Intercomparisons have also been dedicated to specific variables such as ocean heat 45 

content (Palmer et al., 2017), eddy kinetic energy (Masina et al., 2017) or the polar regions (Uotila et al., 46 

2019). Due to limited observations and imperfect assimilation methods, ocean reanalyses do not provide a 47 

consistent time series of the Atlantic Meridional Overturning Circulation (Karspeck et al., 2017).   48 

  49 

Coupled reanalyses 50 

Reanalyses of the atmosphere or ocean alone may not account for important atmosphere-ocean coupling, and 51 

thus coupled reanalyses are also being developed, including CERA-SAT (Schepers et al., 2018). CERA-SAT 52 

combines an eddy-permitting quarter-degree ocean model with an atmosphere modelled at approximately 65 53 

km horizontal resolution.  54 

https://www.ecmwf.int/en/newsletter/150/meteorology/cera-20c-earth-system-approach-climate-reanalysis 55 

https://www.ecmwf.int/en/newsletter/150/meteorology/cera-20c-earth-system-approach-climate-reanalysis
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How these reanalyses compare with individual atmosphere or ocean reanalyses is an area of current research. 1 

 2 

Limited assimilation 20th century reanalyses 3 

In order to examine longer-term low frequency changes and overcome some of the step-changes due to 4 

varying observational networks, some reanalyses limit the ingested observations to a select number of 'white-5 

listed' reliable long observed records. These have resulted in a number of reanalyses of the atmosphere: 6 

20CR (Compo et al., 2011) and ERA-20C (Poli et al., 2016) (1900-2010), and ocean: ORA-20C, (1900-7 

2010). In addition, CERA-20C is a centennial-scale reanalysis that assimilates both atmospheric and oceanic 8 

observations back to 1900 (Laloyaux et al., 2018). Another advantage of 20CR is that it includes an 9 

ensemble of results, allowing for an estimate of the uncertainty arising from the method choice. The interest 10 

in longer timescales has motivated additional centennial reanalyses back to 1900 (ERA-20C) and 1834 11 

(20CRv3, Compo et al., in prep). 12 

 13 

Longer reanalyses 14 

[Discuss Last Millennium reanalyses] (Tardif et al., 2018) 15 

 16 

Recent applications of reanalyses 17 

 18 

As their spatial resolution increases, new analysis becomes possible, such as the exploration of fine-scale 19 

extremes (e.g. precipitation, wind). The longer reanalyses allow greater confidence in detecting the change in 20 

the climate over the last 100 years. The growing interest in longer-term climate forecasts (from seasonal to 21 

multi-year and decadal) means that reanalyses are now more routinely being used to develop the initial state 22 

for these forecasts. These have been applied under the Decadal Climate Prediction Project (DCPP; (Boer et 23 

al., 2016). 24 

[How reanalyses are used to initialize some CMIP6 models used in this assessment will be discussed here.]  25 

 26 

 27 

1.4.3 Climate Models 28 

 29 

Numerical models are widely used in climate science across time and spatial scales. They are used to 30 

understand the climate of the past and present, and to project future climate. In fact, numerical models are 31 

the only tool available to look ahead into possible climate futures under a range of socio-economic scenarios 32 

(see Section 1.6). Models are also used to perform idealized experiments, such as instantaneous changes to 33 

climate parameters (e.g. a doubling of CO2 concentrations or an increase in the solar constant) (Eyring et al., 34 

2016a; Myhre et al., 2017), or simulations of the climate conditions of aquaplanets (Webb et al., 2017), in 35 

order to understand key processes and feedback mechanisms. 36 

 37 

Global Earth System Models (ESMs) are the most complex, most advanced models which form the basis for 38 

assessments of future climate assessed by the IPCC. At the core of each ESM is a model of the physical 39 

climate system called a Globlal Circulation Model (GCM), to which are added models of the terrestrial and 40 

oceanic carbon cycles. The evolution of models up to AR5 was outlined in Section 1.3. We discuss in this 41 

section the main evolutions of ESMs since the AR5. Key characteristics of models participating in CMIP5 42 

and CMIP6 are listed in Annex III, and a synthesis is provided in Table 1.2. Other types of models used in 43 

this report are then presented briefly.  44 

 45 

 46 

1.4.3.1 Earth System Models 47 

 48 

Earth system models are mathematical formulations of the laws that govern the evolution of climate-relevant 49 

systems: atmosphere, ocean, cryosphere, geosphere, biosphere. The laws may be fundamental laws of 50 

physics (e.g., Navier stokes equations and thermodynamics for the atmosphere) or empirical relations 51 

established based on observations, and when possible, constrained by the fundamental conservation laws 52 

(e.g. mass, energy). The evolution of climate-relevant variables is computed numerically using high 53 

performance computers, on discrete grids: the spatial resolution of these grids is an important measure of the 54 

relevance and accuracy of the model solutions.  55 
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 1 

 2 

 [START TABLE 1.2 HERE] 3 

 4 
Table 1.2: Table of CMIP5 and CMIP6 ESM complexity (building from table 9.1 of AR5). This table will show in a 5 

synthetic way how ESM complexity has grown from CMIP5 to CMIP6. For each item (aerosol, land 6 
carbon, etc) two or three categories of complexity will be defined and the table cells colored accordingly, 7 
the most intense color being the most complex category (more processes included).  8 

 9 

  10 
[END TABLE 1.2 HERE] 11 

 12 

 13 

Model grid type and resolution have evolved since CMIP5. Cubed-sphere atmospheric grids were 14 

introduced in CMIP5 (Donner et al., 2011) to avoid the North Pole singularity and are used by more 15 

modelling groups in CMIP6. For the same reason, curvilinear orthogonal grids placing the grid poles over 16 

the continents have been used for a long time for the ocean-ice component (Griffies et al., 2000). Finite 17 

elements or finite volume formulations using unstructured grids are more flexible, providing higher 18 

resolution in focus areas. These methods were not previously used in CMIP due to their high computing cost, 19 

but parallel models using unstructured grids are now being developed, such as ICON in Germany (Giorgetta 20 
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et al., 2018). Two new ocean-ice models with unstructured grids participate in CMIP6: FESOM (Wang et al., 1 

2014) and MPAS (Petersen et al, 2018, submitted to JAMES). 2 

  3 

The spatial resolution of ESMs is modestly higher in CMIP6 than it was in CMIP5. Oceanic horizontal 4 

resolution has increased both for models used for future projection scenario experiments and for assessing 5 

biogeochemical feedbacks, while the change in atmospheric resolution is not systematic (Figure 1.8). Global 6 

models with finer horizontal grids represent much better the large-scale circulation of the atmosphere and 7 

ocean, bringing key improvements in the simulation of the global hydrological cycle (Roberts et al., 2018). 8 

CMIP6 includes a dedicated effort (HighResMip) to explore the impact of higher resolution, such as ~50km, 9 

~25km and even ~10km (see 1.4.4.1). Important improvements, such as reduced SST biases in the Southern 10 

Ocean, are documented in the highest-resolution coupled models used for HighResMip (Hewitt et al., 11 

2017b). 12 

 13 

 14 

[START FIGURE 1.8 HERE] 15 

 16 
Figure 1.8: The population distributions of global climate models in terms of nominal horizontal atmospheric and 17 

oceanic resolutions. (a) (b) Models used for future projection scenario experiments in CMIP6 and CMIP5 18 
model intercomparison projects respectively. (c) (d) Models used for assessing biogeochemical feedbacks 19 
in CMIP6 and CMIP5.The CMIP6 models are those registered as of December, 2018 20 
(https://rawgit.com/WCRP-CMIP/CMIP6_CVs/master/src/CMIP6_source_id.html), while the CMIP5 21 
models are those available at the IPCC Data Distribution Centre AR5 Reference Snapshot 22 
(http://www.ipcc-data.org/sim/gcm_monthly/AR5/Reference-Archive.html). [To be updated]. 23 

 24 

[END FIGURE 1.8 HERE] 25 

 26 

 27 

The number of atmospheric vertical levels has increased in order to raise the top level of models and better 28 

represent stratospheric processes (Charlton-Perez et al., 2013; Kawatani et al., 2019). Half the modelling 29 

groups use "high top" models with a top level above the stratopause (a pressure of about 1 hPa); four groups 30 

have switched to "high top" models since CMIP5. The number of vertical levels in the ocean models has also 31 

increased, in order to achieve finer meshes over the water column and especially in the upper mixed layer. 32 

Six modelling groups used ocean models with less than 40 layers in CMIP5, but only one group (NASA-33 

GISS) does so in CMIP6 (See Annex III). 34 

 35 

Atmospheric models include parameterizations of physical processes such as radiation, clouds, turbulence, 36 

convection, and gravity waves that are not represented by grid-scale dynamics. The CMIP6 models have 37 

undergone updates in some of their parameterizations in terms of schemes and parameters over their CMIP5 38 

counterparts. Most notably, CLUBB (Cloud Layers Unified by Binormals), an advanced scheme to treat 39 

cloud and turbulence in an integrated theory, has been developed and tested (Bogenschutz et al., 2013; Golaz 40 

et al., 2002; Guo et al., 2015), and it is now adopted in some CMIP6 models. Although the CLUBB scheme 41 

has theoretical and scientific advantages over traditional separated approaches, it is computationally more 42 

expensive; some modeling groups did not adopt it for CMIP6 for this reason (Zhao et al., 2018). 43 

 44 

The representation of atmospheric aerosols is advancing, both in Earth System Models and in the more 45 

detailed Chemistry-Climate Models (CCMs). Most models now include explicit treatment of tropospheric 46 

aerosol and aerosol precursor emission and transport, although the norm is a bulk treatment where only the 47 

total mass of each aerosol type is predicted. In CCMs, recent advances include improved treatment of 48 

stratospheric aerosols and chemistry, updates to the treatment of volcanic aerosols, explicit tropospheric 49 

ozone chemistry, and increased complexity in cloud representation and aerosol-cloud interactions 50 

(Morgenstern et al., 2017). Broadly, aerosol-cloud microphysics has been a key topic for the aerosol and 51 

chemistry modelling communities since AR5, leading to improved understanding of the climate influence of 52 

aerosols and short-lived climate forcers, but also still representing a major source of scientific uncertainty 53 

and inter-model diversity. 54 

 55 

Models of ocean and cryosphere dynamics have evolved significantly since CMIP5. The SROCC 56 

https://rawgit.com/WCRP-CMIP/CMIP6_CVs/master/src/CMIP6_source_id.html
http://www.ipcc-data.org/sim/gcm_monthly/AR5/Reference-Archive.html
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documents the key role of ocean mesoscale eddies in CO2 uptake, in oceanic heat uptake, and in generating 1 

freshwater anomalies, as well as the equator-to-pole transports of these properties. Eddy parameterizations 2 

are used in coarse resolution ESMs, but they fail to mimic some aspects of the coupled high resolution 3 

ocean-ice-atmosphere system, especially in the Southern Ocean (Poulsen et al., 2018). Ocean-atmosphere 4 

feedbacks at the eddy scale arise from SST anomalies as well as surface current anomalies which modify the 5 

wind stress. Eddy feedbacks are shown to have effects on the larger scales, for example on the dynamics of 6 

ocean western boundary currents in the Pacific (Ma et al., 2016) and in the Atlantic (Renault et al., 2016). 7 

The explicit representation of ocean eddies, due to increased grid resolution (typically, from 1° to ¼°), is 8 

thus a major advance in a number of CMIP6 models (Hewitt et al., 2017b). 9 

 10 

Progress has been made since AR5 regarding the simulation of ocean-cryosphere interactions. More models 11 

consider the drift of icebergs, as it ensures that the freshwater input due to iceberg melting is not artificially 12 

concentrated at the coast, although such refinements are still not incorporated into CMIP6 (Griffies et al., 13 

2016; Nowicki et al., 2016). The ocean interaction with ice shelves is better accounted for by new 14 

parameterizations that more realistically represent heat and freshwater fluxes occurring at depth, rather than 15 

at the ocean surface. All CMIP6 ESMs include a sea ice component (Annex III, Table AIII.3, and Table 16 

9.A.1 of AR5; Notz et al., 2016). ). While the core modelling is technically similar to CMIP5 versions, 17 

advances have been made through focusing on the diagnosis and correction of some shortcomings of the 18 

simulations adopted in AR5, in particular the persistent underestimation of the rapid decline in summer 19 

Arctic sea-ice extent and the inability to reproduce the slightly increasing trend in Antarctic sea-ice extent 20 

observed in the past decades. Investigations have confirmed that these discrepancies can be partly attributed 21 

to the large internal variability of the Arctic and Antarctic climate systems (Ding et al., 2017; Jones et al., 22 

2016a; Swart et al., 2015; Turner et al., 2015), although systematic biases still play a significant role in the 23 

(Notz and Stroeve, 2018; Rosenblum and Eisenman, 2016, 2017; Turner and Comiso, 2017). As a 24 

consequence, simulations of sea ice in ESMs have been used to estimate the ranges of possible internal 25 

variability (Serreze and Stroeve, 2015) and the sea-ice sensitivity to external forcings (Notz and Stroeve, 26 

2016; Rosenblum and Eisenman, 2016). On the other hand, recent improvements in stand-alone sea-ice 27 

models have significantly contributed to the understanding of the physical processes underlying the 28 

systematic biases of sea-ice simulations in ESMs. Such improvements include more realistic mechanisms of 29 

ice–ocean–atmosphere interaction (Dupont et al., 2015; Spreen et al., 2017), ice–ice interactions (Sammonds 30 

et al., 2017), and more complex thermodynamics (Li et al., 2017; Massonnet et al., 2018), e.g. through the 31 

use of multiple ice categories or better parametrization of albedo changes, caused e.g. by surface melt ponds.   32 

 33 

Glacier and ice-sheet models have greatly improved since the AR5. In particular, the resolution of ice-sheet 34 

models has continuously increased, not only because of increasing computing power and parallelization, but 35 

also due to spatial grid refinements, including nested grids, subgrid interpolation schemes, and adaptive 36 

mesh approaches (Cornford et al., 2013; Cuzzone et al., 2018). Thanks in part to the recent boost in satellite 37 

data availability, data-assimilation methods have been increasingly used to infer non-measurable variables 38 

needed as inputs to the modelling of glaciers and ice sheets in transient state (Goldberg et al., 2015; Pattyn, 39 

2018). Improved understanding of key physical processes — including grounding line dynamics, 40 

stratigraphy and microstructure evolution, sub-shelf melting, and glacier and ice-shelf calving, among others 41 

(DeConto and Pollard, 2016b; Depoorter et al., 2013; Faria et al., 2014, 2018; Haseloff and Sergienko, 2018) 42 

— has served to motivate and guide the development of glacier and ice-sheet models. Even though most of 43 

these processes are still not fully implemented in models, the knowledge is still used to improve validation 44 

procedures and reducing model uncertainties. Despite the sophistication of current glacier and ice-sheet 45 

models, their coupling to global climate models is still complicated and is a matter of current research. 46 

 47 

ESMs include the terrestrial and oceanic carbon cycle so that natural sources and sinks of CO2 or other 48 

greenhouse gases can be simulated in the same numerical framework as the anthropogenic forcings.    49 

Land models have developed through the implementation of relatively sophisticated land use and land cover 50 

change representations to explore the impacts of land management on surface fluxes of carbon, water and 51 

energy (Lawrence et al., 2016). In terms of biogeochemical cycles, the importance of nitrogen availability to 52 

limit the terrestrial carbon sequestration has been recognized (Zaehle et al., 2014) and, thus, an increasing 53 

number of models now include a prognostic representation of the terrestrial nitrogen cycle and its coupling to 54 

the land carbon cycle (Jones et al., 2016a). Although the responses of permafrost to climate change is 55 
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another area of focus (Gasser et al., 2018), CO2 and CH4 releases from permafrost are not implemented in an 1 

interactive manner in CMIP6 generation models.  2 

 3 

Ocean biogeochemical models range in complexity from geochemical only (no representation of biological 4 

compartments), to NPZD class (nutrients, plankton, zooplankton and detritus), to increasingly complex 5 

versions with several plankton functional types (Annex III, Table AIII.3). Since AR5, models have evolved 6 

to enhance the consistency of the exchanges between ocean, atmosphere and land, through riverine input and 7 

dust deposition (Aumont et al., 2015; Stock et al., 2014). Other developments include flexible plankton 8 

stoichiometric ratios (Galbraith and Martiny, 2015), improvements in the representation of nitrogen fixation 9 

(Paulsen et al., 2017), and the limitation of plankton growth by iron (Aumont et al., 2015). Several modelling 10 

centers carried out large ensembles of simulations of the historical and/or future periods using their CMIP5 11 

ESMs with interactive ocean biogeochemistry, including CESM1-BEC (Brady et al., 2019; Freeman et al., 12 

2018; Krumhardt et al., 2017; Long et al., 2016; Lovenduski et al., 2016; McKinley et al., 2016, 2017), MPI-13 

ESM-LR (Li and Ilyina, 2018), and GFDL-ESM2M (Frölicher et al., 2016; Rodgers et al., 2015). These 14 

simulations allow an unprecedented look at internal variability versus forced change in ocean 15 

biogeochemical fields of interest, such as air-sea CO2 flux, nutrient and oxygen concentrations, sea surface 16 

temperature, and phytoplankton productivity. 17 

  18 

Increasing resolution and increasing complexity place huge demands on model development teams and on 19 

computing resources. As a result, the number of climate centres that carry out IPCC-relevant global 20 

simulations has grown slowly from one intercomparison project to the next: from 10 in CMIP1 to 17 in 21 

CMIP5 and 26 in CMIP6 (Figure 1.9). At the same time, the need for accurate climate information at the 22 

regional scale is increasing, and many modelling centers use the global scenarios to develop regional climate 23 

models. High-resolution global climate models, such as those taking part in HighResMip, provide more 24 

detailed information at the regional scale (Roberts et al., 2018). However, due to the high cost of these 25 

models, only a limited number of scenarios are available. Regional information can be derived from standard 26 

CMIP6 models using regional climate models and downscaling techniques, presented in Chapter 10 and in 27 

the Atlas. Regional climate models are more diverse than the global ESMs and engage a wider international 28 

community (Figure 1.9). 29 

  30 

 31 

[START FIGURE 1.9 HERE] 32 

 33 
Figure 1.9: A world map showing the increased diversity of modelling centres contributing to CMIP (idea, use 34 

different symbols or colors or sizes for climate centres that participated in CMIP3, CMIP5, CMIP6), and 35 
also modelling contributions to CORDEX. [TO BE UPDATED, CORDEX information is incomplete] 36 

 37 

[END FIGURE 1.9 HERE] 38 

 39 

 40 

1.4.3.2 Models of lower complexity 41 

 42 

Earth System Models of Intermediate Complexity (EMICs) complement the model hierarchy and fill the 43 

gap between conceptual, simple climate models and full-blown atmosphere–ocean general circulation 44 

models (AOGCMs) and Earth system models (ESMs) (Claussen et al., 2002). EMICs are simplified; they 45 

include processes in a more parameterized form and have generally lower resolution compared to the 46 

complex ESMs. As a result, EMICs require much less in terms of computer resources and can be integrated 47 

for many thousands of years without supercomputers (Hajima et al., 2014). The EMICs used in climate 48 

change research, however, are highly heterogeneous, ranging from zonally averaged or mixed-layer ocean 49 

models coupled to statistical–dynamical models of the atmosphere to low-resolution 3-dimensional ocean 50 

general circulation models coupled to simplified dynamical models of the atmosphere. An increasing number 51 

of EMICs include interactive representations of the global carbon cycle, with varying levels of complexity 52 

and numbers of processes considered (Zickfeld et al., 2013). Given the heterogeneity of the EMICs 53 

community, modelers tend to focus on specific research questions and develop individual models 54 

accordingly. 55 
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  1 

EMICs have been used extensively in past IPCC reports, providing long-term integrations on paleo-climate 2 

and future timescales, including stabilization pathways and a range of commitment scenarios, with perturbed 3 

physics ensembles and sensitivity studies, or with simulations targeting the uncertainty in global climate-4 

carbon cycle systems (e.g., Collins et al., 2013; Meehl et al., 2007b). In this report, EMICs are again used in 5 

a number of chapters. Chapters 4 and 5, for example, draw on EMIC results for the assessment of long-term 6 

climate change beyond 2100 (Sections 4.7.1, 5.4.9), zero-emission commitments, overshoot and recovery 7 

(Section 4.7.2), impacts of carbon dioxide removal (CDR) on the climate system and the carbon cycle 8 

(Section 4.7.2, 5.6.2) and long-term carbon cycle – climate feedbacks (Section 5.4.9). While some EMICs 9 

contribute to parts of the CMIP6 suite of MIPs, a coordinated EMICs modeling effort similar to the ones for 10 

AR4 (Plattner et al., 2008) and AR5 (Eby et al., 2013; Zickfeld et al., 2013) is not in place for IPCC AR6. 11 

More recently, a number of studies have pointed to the possibility of systematically different climate 12 

responses to external forcings in EMICs and complex ESMs (Frölicher and Paynter, 2015; Pfister and 13 

Stocker, 2017, 2018) that need to be considered when applying EMICs for long-term projections and 14 

sensitivity studies complementing complex ESMs in the context of this report. 15 

 16 

Physical emulators make up a class of heavily parametrized simplified climate models designed to 17 

reproduce the responses of the more complex models, and provide rapid translations of emissions, via 18 

concentrations and radiative forcing, into probabilistic estimates of climate impacts. For example, in the 19 

AR5, the Model for the Assessment of Greenhouse-gas Induced Climate Change (MAGICC) energy balance 20 

model was used to estimate the greenhouse gas concentration time series resulting from the Representative 21 

Concentration Pathways (RCPs). They are also heavily used in the Integrated Assessment Model 22 

community, as translators of the complex information from Earth System Modelling into global temperature 23 

responses.  24 

 25 

Since the AR5, development has progressed for several such simplified climate models, and their use is 26 

increasing. Two models in particular (MAGICC and Smith et al. (2018)) were heavily used in the SR1.5 to 27 

categorize mitigation pathways into classes of scenarios that peak near 1.5°C, overshoot 1.5°C, or stay below 28 

2°C and similar. The report concluded that there was high agreement in the relative temperature response of 29 

pathways, but medium agreement on the precise absolute magnitude of warming, introducing a level of 30 

imprecision in the attribution of a single pathway into a given category. Other recently updated models 31 

include OSCAR and BernSCM. Recent progress generally includes added complexity of atmospheric 32 

chemistry and treatment of the carbon cycle, inclusion of recent estimates of the radiative forcing of 33 

greenhouse gases, and tuning of parameterizations to represent more recent Earth System Model results 34 

(generally CMIP5 and recently CMIP6).  35 

 36 

For a more thorough overview of the use of simple models in the present report, see Cross-Chapter Box 1.5 37 

“Temperature-based scenario classification using physical emulators”.  38 

 39 

 40 

1.4.3.3 Model tuning and adjustment 41 

 42 

When developing climate models, choices have to be made in a number of areas. For Earth System Models, 43 

these include (i) model formulation: although equations for fluids such as the atmosphere and ocean are well 44 

known and have been applied in models for a long time, different mathematical formulations exist. There are 45 

no unique equations for complex processes such as vegetation in ocean ecosystems; (ii) model resolution, 46 

grid type, coupling and numerical methods. These choices are often related to the available computer power 47 

(higher resolution is more computationally costly) and computer architecture (some numerical methods are 48 

better suited for highly parallel computing); (iii) parameterization of processes unresolved by the model 49 

equations or by the model spatio-temporal resolution. For example, the evolution of an individual cloud is 50 

not resolved by a standard atmospheric GCM grid (100km resolution). Instead, clouds are parameterized 51 

using integrated variables (e.g., cloud fraction) and empirical formulae.  52 

 53 

Choices must also be made within each formulation, numerical method and parameterization, as, for each of 54 

these, several parameters can be set. The acceptable range for these parameters is set by mathematical 55 
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consistency (e.g., convergence of a numerical scheme), physical considerations (e.g., energy conservations), 1 

observations or a combination thereof. The art of modelling is to choose a set of parameters that both falls 2 

within this range and mimics observations or their statistics. 3 

 4 

An initial set of such choices is usually made by (often extensive) groups of modellers working on one single 5 

component of the earth system (ocean, atmosphere, sea ice…). As components are assembled to build an 6 

ESM, the choices are refined to best represent a number of pre-defined “tuning targets”. When these are met 7 

the model is deemed “fit for purpose” and a release is made for using in intercomparisons such as CMIP or 8 

other science projects. Tuning targets come in three levels: mean climate, regional phenomena and features, 9 

and historical trend (Hourdin et al., 2017). One example of such a goal is that “the climate system should 10 

reach a mean equilibrium temperature close to observations when energy received from the sun is close to its 11 

real value (340 w.m-2)”. Whether tuning should be performed to approach realistic climate-related features, 12 

such as accurately simulating the global mean temperature evolution over the historical era, or rather be 13 

performed for each individual process independently such that all collective behaviour is emergent, is a 14 

matter of debate in the climate community (Burrows et al., 2018) 15 

 16 

Each modelling group has its own strategy and, after the AR5, a survey was conducted to understand the 17 

tuning approach used in 23 CMIP5 modelling centers. The results are discussed in (Hourdin et al., 2017) 18 

which stress that the behaviour of ESMs depends on the tuning strategy, which should therefore be 19 

documented. In CMIP6 each modelling group now describes the three levels of tuning both for the complete 20 

ESM and for components ([gradually] available at https://explore.es-doc.org/). Global tuning targets for 21 

CMIP6 model include: top-of-the-atmosphere (TOA) heat flux and its radiative components, the 22 

decomposition of each of these fluxes in terms of clear sky and radiative effect of clouds, global-mean ocean 23 

temperature, sea-ice extent, sea-ice volume, glacial mass balance, global root mean square error (RMSE) of 24 

precipitation [to be completed when model documentation is complete]. The TOA heat flux balance is 25 

achieved using a diversity of approaches, usually unique to each modelling group: for example, adjustments 26 

of the aerosol indirect effects, adjustments to ocean albedo, marine DMS parameterization, cloud properties 27 

by reducing the autoconversion threshold for liquid precipitation over the ocean. [to be completed when 28 

CMIP6 model documentation is complete]. 29 

 30 

Regional tuning targets include: ocean meridional overturning circulation (AMOC, AABW cell), regional 31 

sea surface temperatures, temperature profiles in the ocean, seasonal sea-ice extent (e.g. Labrador Sea, 32 

Greenland Sea), regional land properties, latitudinal distribution of radiation, spatial contrasts in top-of-33 

atmosphere radiative fluxes or surface fluxes, stationary waves in the Northern Hemisphere [to be completed 34 

when CMIP6 model documentation is complete]. 35 

 36 

Trend tuning is not systematic and can include: adjustments of aerosol indirect effect (guided by available 37 

observations) to obtain near-observed 20th century surface temperature evolution [to be completed when 38 

CMIP6 model documentation is complete]. 39 

  40 

 41 

1.4.4 Modelling techniques, comparisons and performance assessments 42 

 43 

A key approach in climate science is the comparison of results from multiple model simulations with each 44 

other and against observations. These simulations have typically been performed by separate models set up 45 

with consistent boundary conditions and forcings, as in the series of Phases of the Coupled Model 46 

Intercomparison Project (CMIP,Eyring et al., 2016; Meehl et al., 2000, 2007a; Taylor et al., 2012) run under 47 

the auspices of the World Climate Research Program WCRP (see section 1.4.4.1). Such multi-model 48 

ensembles (MMEs) have proven highly useful, as they help quantify, and reduce the influence of, the 49 

particular sets of parametrizations and physical components simulated by individual models. The primary 50 

usage of MMEs is to provide a well quantified model range, but when used carefully they can also increase 51 

confidence in projections (Knutti et al., 2010).  52 

 53 
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Since the AR5, increases in computing power have made it increasingly possible to investigate simulated 1 

internal variability using large initial conditions ensembles (ICEs). Such ensembles employ a single climate 2 

model in a fixed configuration, but starting from a variety of different initial states. In some experiments 3 

these initial states only differ slightly. As the climate system is chaotic, such tiny changes in temperatures, 4 

winds, and humidity may lead to different evolutions for the system as a whole, as is well known in weather 5 

forecasting.  Other experiments start from a set of well-separated ocean initial conditions to sample the 6 

uncertainty in the circulation state of the ocean and its role in longer-timescale variations.  7 

  8 

Although mostly applied in numerical weather prediction, ICEs can also be used to evaluate climate model 9 

parameterizations, if models are initialized appropriately (Phillips et al., 2004; Williams et al., 2013), mostly 10 

within the framework of seamless weather and climate predictions (e.g. Brown et al., 2012; Hurrell et al., 11 

2009; Palmer et al., 2008). Initializing an atmospheric model in hindcast mode and observing the biases as 12 

they develop permits testing of the parameterized processes, by starting from a known state rather than one 13 

dominated by quasi-random short term variability (Ma et al., 2014; Vannière et al., 2014; Williams et al., 14 

2013). 15 

 16 

Due to the large computational requirements of any ensemble large enough to fully span the range of 17 

modelled variability, only a limited number of large ICEs is yet available. Examples in the literature 18 

supporting the present report include the CESM Large Ensemble (Kay et al., 2015), the MPI Grand 19 

Ensemble (Maher 2019; submitted), and the CanESM2 large ensembles (Kirchmeier-Young et al., 2017). 20 

  21 

Recently, the ICE technique has been extended to observation-based large ensembles (McKinnon and Deser, 22 

2018)and to regional modelling (Mote et al., 2015; Schaller et al., 2018), the latter often produced using 23 

crowdsourcing and volunteer computing power. 24 

 25 

A third common technique is the perturbed physics ensemble (PPE). These are used to assess uncertainty 26 

based on a single model, with individual parameters perturbed to reflect the full range of their uncertainty 27 

(Hawkins and Sutton, 2009a; Knutti et al., 2010; Tebaldi and Knutti, 2007). Statistical methods can then be 28 

used to detect which parameters are the main drivers of uncertainty across the ensemble. PPEs have been 29 

used frequently in simpler models, such as EMICs, and are now being applied to more complex models. The 30 

disadvantage of PPEs is that they do not explore structural uncertainty, i.e. differences or shortcomings in the 31 

parametrizations themselves, and thus the estimated uncertainty will depend on the underlying model and 32 

may be an underestimation of the “true” uncertainty.  33 

 34 

[PLACEHOLDER: PPEs TO BE ADDED.] 35 

 36 

Together, the three ensemble methods (MMEs, ICEs, PPEs) allow investigation of climate models’ 37 

uncertainty arising from internal variability, boundary conditions, model formulations and parameterizations. 38 

Figure 1.10 illustrates the ensemble types. 39 

 40 

 41 

[START FIGURE 1.10 HERE]   42 

 43 

Figure 1.10: Illustration of common types of model ensemble, simulating the time evolution of a quantity V (such as 44 
surface temperature or precipitation). (a) Multi-model ensemble, where each model has its own 45 
realization of the processes affecting V, and its own internal variability around the baseline value (dashed 46 
line). (b) Initial condition ensemble, where several realizations from a single model are compared. These 47 
differ only by minute perturbations to the initial conditions of the simulation, such that over time, internal 48 
variability will progress differently in each ensemble member. (c) Perturbed physics ensemble, which 49 
also compares realizations from a single model, but where one or more quantities that may affect V are 50 
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systematically changed to allow for a quantification of the impact of those quantities on the model results.  1 
  2 

[END FIGURE 1.10 HERE]   3 

 4 

 5 

1.4.4.1 The sixth phase of the Coupled Model Intercomparison Project (CMIP6) 6 

 7 

The present report assesses a range of results from CMIP5 that were not published until after the AR5. In 8 

addition, the first results of the 6th phase of CMIP (CMIP6) will be assessed. The CMIP6 experiment design 9 

is somewhat different to previous phases. It now consists of a limited set of DECK (Diagnostic, Evaluation 10 

and Characterization of Klima) simulations and the historical simulation that must be performed by all 11 

participating models, and a wide range of CMIP6-Endorsed Model Intercomparison Projects (MIPs) 12 

covering specialized topics (Eyring et al., 2016a). Participation in CMIP6-Endorsed MIPs is voluntary and at 13 

the discretion of each modelling centre. 14 

  15 

The CMIP DECK simulations form the basis for a range of assessments and projections in the following 16 

chapters. As in CMIP5, they consist of a preindustrial control simulation (piControl, where “pre-industrial” 17 

is taken as 1850 conditions), an idealized abrupt quadrupling of CO2 concentrations relative to piControl, a 18 

1% per year increase in CO2 concentrations relative to piControl, and a transient simulation with prescribed 19 

sea-surface temperatures for the period 1979-2014 (AMIP). In addition, all participating models perform a 20 

historical simulation for the period 1850-2014. For the latter, common CMIP6 forcings are prescribed. These 21 

include emissions (concentrations) of short-lived species (Hoesly et al., 2018) and long-lived greenhouse 22 

gases (Meinshausen et al., 2017), biomass burning emissions (van Marle et al., 2017), global gridded land-23 

use forcing data (Lawrence et al., 2016), solar forcing (Matthes et al., 2017a), and stratospheric aerosol data 24 

from volcanoes (Zanchettin et al., 2016). For AMIP simulations, common sea surface temperatures (SSTs) 25 

and sea ice concentrations (SICs) are prescribed. For simulations with prescribed aerosol abundances (i.e. 26 

not calculated from emissions), optical properties and fractional changes in cloud droplet effective radius are 27 

prescribed in order to provide a more consistent representation of aerosol forcing relative to earlier phases. 28 

For models without ozone chemistry, time-varying gridded ozone concentrations and nitrogen deposition are 29 

also provided. 30 

  31 

Beyond the DECK and the historical simulations, the CMIP6-Endorsed MIPs aim to investigate the 32 

responses of models to forcings, their potential systematic biases, their variability and usability for 33 

projections and predictions, and their responses to detailed future scenarios such as the Shared 34 

Socioeconomic Pathways (SSPs) (Section 1.6). Table 1.3 lists the 23 CMIP6-Endorsed MIPs, the main 35 

science questions they pose, the number of models participating in each. Results from a range of these MIPs 36 

will be assessed in the following chapters (also shown in Table 1.3). 37 

 38 

  39 

[START FIGURE 1.11 HERE] 40 

 41 
Figure 1.11: Structure of the CMIP6 multi-model intercomparison project (Eyring et al., 2016a). The centre shows the 42 

common DECK and historical experiments that all participating models must perform, the outer circle 43 
shows the topics covered by the endorsed MIPs. 44 

  45 

[END FIGURE 1.11 HERE] 46 

 47 

 48 

[START TABLE 1.3 HERE] 49 

 50 
Table 1.3: CMIP6-Endorsed MIPS and participating models used in this assessment. [To be completed for the SOD] 51 

 52 
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CMIP6-Endorsed 

MIP name 

Topics Participating 

models 

Key references Used in 

sections... 

AerChemMIP Aerosols and Chemistry 

Model Intercomparison 

Project 

   (Collins et al., 2017)   

C4MIP Coupled Climate Carbon 

Cycle Model Intercomparison 

Project 

   (Jones et al., 2016a)   

CDRMIP The Carbon Dioxide Removal 

Model Intercomparison 

Project 

      

CFMIP Cloud Feedback Model 

Intercomparison Project 

  (Webb et al., 2017)   

DAMIP Detection and Attribution 

Model Intercomparison 

Project 

   (Gillett et al., 2016)   

DCPP Decadal Climate Prediction 

Project 

   (Boer et al., 2016)   

FAFMIP Flux-Anomaly-Forced Model 

Intercomparison Project 

   (Gregory et al., 

2016b) 

  

GeoMIP Geoengineering Model 

Intercomparison Project 

  (Kravitz et al., 2015)   
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GMMIP Global Monsoons Model 

Intercomparison Project 

   (Zhou et al., 2016)   

HighResMIP High Resolution Model 

Intercomparison Project 

  (Haarsma et al., 2016)   

ISMIP6 Ice Sheet Model 

Intercomparison Project for 

CMIP6 

   (Nowicki et al., 2016)   

LS3MIP Land Surface, Snow and Soil 

Moisture 

   (van den Hurk et al., 

2016) 

  

LUMIP Land-Use Model 

Intercomparison Project 

   (Lawrence et al., 

2016) 

  

OMIP Ocean Model 

Intercomparison Project 

   (Orr et al., 2017)   

PAMIP Polar Amplification Model 

Intercomparison Project 

   (Smith et al., 2019)   

PMIP Palaeoclimate Modelling 

Intercomparison Project 

   (Kageyama et al., 

2018) 

  

RFMIP Radiative Forcing Model 

Intercomparison Project 

   (Pincus et al., 2016)   

ScenarioMIP Scenario Model 

Intercomparison Project 

   (O&amp;apos;Neill et 

al., 2016) 
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VolMIP Volcanic Forcings Model 

Intercomparison Project 

   (Zanchettin et al., 

2016) 

  

CORDEX Coordinated Regional 

Climate Downscaling 

Experiment 

  (Gutowski Jr. et al., 

2016) 

  

DynVarMIP Dynamics and Variability 

Model Intercomparison 

Project 

   (Gerber and Manzini, 

2016) 

  

SIMIP Sea Ice Model 

Intercomparison Project 

   (Notz et al., 2016)   

VIACS AB Vulnerability, Impacts, 

Adaptation and Climate 

Services Advisory Board 

   (Ruane et al., 2016)   

  1 

[END TABLE 1.3 HERE] 2 

 3 

 4 

1.4.4.2  CMIP Evaluation Tools  5 

 6 

For the first time in CMIP, comprehensive evaluation tools are available that run alongside the Earth System 7 

Grid Federation (ESGF) to produce comprehensive results as soon as the model output is published to the 8 

CMIP archive.  9 

 10 

The Earth System Model Evaluation Tool (ESMValTool, Eyring et al. (2016c)) is an open source 11 

community development tool that includes a large variety of diagnostics and performance metrics relevant 12 

for coupled Earth System processes not only for the mean, variability and trends, but also for emergent 13 

constraints. It reproduces the majority of figures of the AR5 climate model evaluation chapter (Flato et al., 14 

2013). ESMValTool includes other standalone model evaluation packages such as the NCAR Climate 15 

Variability Diagnostic Package (CVDP, Phillips et al. (2014)) and routines provided by the WMO Expert 16 

Team on Climate Change Detection and Indices for the evaluation of extreme events (Min et al., 2011). It 17 

also includes detailed diagnostics for key processes and variability such as monsoons, ENSO and MJO.  18 

 19 

The Coordinated set of Model Evaluation Capabilities (CMEC) includes the PCMDI Metrics Package (PMP, 20 

Gleckler et al EOS, 2016), the International Land Modeling Benchmarking Project package (ILAMB, Luo et 21 

al. (2012)), and the parallel toolkit for extreme climate analysis (TECA, Prabhat et al. (2012)). CMEC is an 22 

open source tool that uses a suite of statistical error measures to compare results from simulations with the 23 

observations across space and time scales. It provides a database of summary statistics for knowledge 24 

discovery with developments that are complementary to the ESMValTool effort.  25 

 26 

These tools are used in several chapters of this report for the creation of the figures that show CMIP results 27 
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(e.g., Chapters 3, 4, and 5). This allows us not only to ensure traceability of the results, but also provides an 1 

additional level of quality control whether published figures can be reproduced. It also allows updating 2 

published figures with, as much as possible, the same set of models in all figures, and to assess model 3 

improvements across different phases of CMIP (Section 3.8.2).  4 

 5 

These new developments are facilitated by the definition of common formats for CMIP model output (Balaji 6 

et al., 2018) and the availability of observations (obs4MIPs, Ferraro et al., 2015) and reanalyses in the same 7 

format as CMIP output. The evaluation tools for the first time ensure traceability and reproducibility of the 8 

results at all stages, using a well-established analysis. The tools are also used to support routine evaluation at 9 

individual model centres and enable a fast track to assess improvements of individual models or generations 10 

of model ensembles (Eyring et al., 2016b). 11 

 12 

  13 

1.4.4.3 Evaluation against observations 14 

 15 

Techniques used for evaluating climate models against observations were assessed in AR5 (Flato et al., 2013), 16 

and have progressed rapidly since (Eyring et al., 2019) The most direct approach that is continued to be widely 17 

used is to compare climatologies or time series of simulated model output with observations while considering 18 

observational uncertainty. In addition to a comparison of climatological means, trends and variability, AR5 19 

already made use of a large set of performance metrics for a quantitative evaluation of the models. 20 

  21 

Since the AR5, objective summaries of model agreement with observations have become more prominent, and 22 

now extend well beyond the large scale mean climate (e.g. Bellenger et al., 2014; Covey et al., 2016; Goelzer 23 

et al., 2018; Meehl et al., 2007a; Pendergrass and Deser, 2017). They provide an overall summary of model 24 

performance across multiple variables and components of the Earth system (e.g. Anav et al., 2013; Gleckler et 25 

al., 2008; Guan and Waliser, 2017) and are used in this report additionally to assess model improvements 26 

across different CMIP ensembles and differences in model performance between different classes of models, 27 

such as high- versus low-resolution models (see e.g. Section 3.3). 28 

  29 

 30 

In addition, process- or regime-oriented evaluation of models has been expanded since the AR5. By focusing 31 

on processes, causes of systematic errors in the models can be identified and insights can be gained whether a 32 

mean state or trend is correctly simulated for the right reasons. This approach is commonly used for the 33 

evaluation of clouds (e.g. Bony et al., 2015; Dal Gesso et al., 2015; Jin et al., 2017; Konsta et al., 2012; 34 

Williams and Webb, 2009), dust emissions (e.g. Parajuli et al., 2016; Wu et al., 2016) as well as aerosol-cloud 35 

(e.g. Gryspeerdt and Stier, 2012) and chemistry-climate (SPARC-CCMVal, 2010) interactions. Recently, 36 

process-oriented diagnostics have also been used to evaluate specific phenomena such as the El Niño Southern 37 

Oscillation (ENSO, Guilyardi et al. (2016)), the Madden–Julian Oscillation (MJO) (Ahn et al., 2017; Jiang et 38 

al., 2018), monsoons (Boo et al., 2011), and tropical cyclones (Kim et al., 2018). 39 

  40 

Instrument simulators that improve the direct comparison of modelled variables such as clouds, precipitation 41 

and upper tropospheric humidity with observations from satellites have also been further developed (e.g. 42 

Cesana and Waliser, 2016; Chepfer et al., 2018; Jin et al., 2017; Kay et al., 2011; Klein et al., 2013; Konsta et 43 

al., 2016; Swales et al., 2018; Zhang et al., 2018). These approaches consist of converting model variables to 44 

what a satellite would be providing by using methods such as radiative transfer calculations or by sampling 45 

the model output in the same way than the observations. Within the framework of the Cloud Feedback Model 46 

Intercomparison Project (CFMIP) contribution to CMIP6 (Webb et al., 2017), a new version of the Cloud 47 

Feedback Model Intercomparison Project Observational Simulator (COSP, Swales et al., 2018) has been 48 

released which makes use of a collection of observation proxies or satellite simulators. 49 

  50 

 51 

1.4.4.4 Climate informatics 52 

 53 

The growing data volume from Earth system observations and models urge the need for new theories and 54 

tools that complement classical approaches to extract relevant information. A significant development since 55 
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the AR5 is an emerging field of climate informatics, a promising and growing path of research (Reichstein et 1 

al., 2019). Data science methods such as data mining (Friedman et al., 2001), causal graphical model 2 

discovery (Runge et al., 2015), and other machine learning techniques (Reichstein et al., 2019) that have 3 

successfully been applied in other scientific disciplines (e.g., bioinformatics) provide new ways of analysing 4 

Earth system data. 5 

  6 

The most common approach, climate networks, uses complex network analysis to investigate 7 

interdependency within a climate dataset (Tsonis and Roebber, 2004). In a climate network, each node 8 

typically represents the value of a climate variable in a particular grid cell, or a climate index (Bracco et al., 9 

2018; Donges et al., 2009; Fountalis et al., 2014; Kirtman et al., 2013; Tsonis et al., 2007; Wang et al., 10 

2009). Links between nodes represent a strong statistical relationship, commonly defined based on methods 11 

such as pairwise correlation, mutual information, or phase synchronization (Barreiro et al., 2011; Boers et 12 

al., 2013; Tsonis and Roebber, 2004; Yamasaki et al., 2009). Climate networks were first used to study the 13 

behaviour of global geopotential height (Tsonis and Roebber, 2004). Since then, the method has been further 14 

developed for multivariate networks (Steinhaeuser et al., 2012) and lagged interaction (Tirabassi and 15 

Masoller, 2016; Wang et al., 2013). Such climate networks may produce novel insights not revealed by 16 

classical methods regarding the topology, dynamics and teleconnection of the climate system. Numerous 17 

studies have applied climate networks in model evaluation and intercomparison at both local and global 18 

scales (Bracco et al., 2018; Feldhoff et al., 2015; Fountalis et al., 2014, 2015; Lange et al., 2015; 19 

Steinhaeuser and Tsonis, 2014; Tantet and Dijkstra, 2014). The method has also been used to investigate 20 

large-scale circulations, modes of variability, and their teleconnections (Arizmendi and Barreiro, 2017; 21 

Berezin et al., 2012; Bracco et al., 2018; Deza et al., 2015; Donges et al., 2009, 2011; Ebert-Uphoff and 22 

Deng, 2012; Fountalis et al., 2015; Gozolchiani et al., 2011; Guez et al., 2012; Ludescher et al., 2014; 23 

Martín-Gómez and Barreiro, 2016, 2017; Tsonis and Swanson, 2008; Wang et al., 2013; Yamasaki et al., 24 

2008). Further studies have applied networks to the dynamics of the Indian monsoon, statistical prediction of 25 

climate indices, and identification of sudden changes and extreme events (Boers et al., 2015; Malik et al., 26 

2012; Marwan and Kurths, 2015; Rehfeld et al., 2013; Steinhaeuser et al., 2011; Stolbova et al., 2014, 2016). 27 

 28 

Climate network analyses in which linkages are based solely on correlation cannot, however, be used to 29 

directly assess cause-effect relationships between modes of variability or ocean-atmosphere interaction 30 

processes. To do so, a different type of climate network based on causal discovery was introduced where 31 

techniques such as transfer entropy, recurrence-based methods, and Granger causality define the linkages 32 

(Deza et al., 2015; Ebert-Uphoff and Deng, 2012, 2014, 2017, Hlinka et al., 2013, 2017). These approaches 33 

illustrate pathways of information flow, both direct and indirect, from one node to another, thereby providing 34 

information that helps to identify the cause-effect relationships between climate interactions at different 35 

locations (Ebert-Uphoff and Deng, 2012, 2014, 2017, Hlinka et al., 2013, 2017). This was extended to allow 36 

the identification of major gateways for spreading and mediating perturbations in the atmosphere, such as 37 

regions of strong ascent in the tropics (Runge et al., 2014, 2015). Advancing the understanding of climate 38 

variability requires that results from climate network studies be interpreted in physical terms, and thus these 39 

approaches can complement studies of atmospheric dynamics and process-based climate model analysis. To 40 

improve the detection of multivariate extreme events (Zscheischler et al., 2018), machine learning anomaly 41 

detection techniques are being explored (Barz et al., 2019). 42 

 43 

 44 

1.4.5  Techniques for constraining uncertainties and informing projections 45 

  46 

Since the AR5, new or further developed techniques allow constraining the uncertainty in multi-model 47 

climate projections with observations, narrowing the uncertainty in climate responses and feedbacks. 48 

 49 

1.4.5.1 Scaling based on detection and attribution  50 

 51 

Results from detection and attribution have been considered as a possible way to constrain estimates of 52 

changes in the climate system and some key properties in the future (Bindoff et al., 2013; Kirtman et al., 53 

2013). In particular, scaling factors derived from detection and attribution analyses, applied to observed 54 

global temperature changes, can adjust model responses to different external forcings to best match the 55 
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observations. If the scaling relationship over the historical time period is found to be robust, it may provide a 1 

useful way to adjust future projections, assuming the empirical relationship will continue to hold (Gillett et 2 

al., 2012; Kirtman et al., 2013; Stott et al., 2013; Stott and Jones, 2012). Future projections and associated 3 

uncertainties can then be estimated by applying the scaling factors to projected changes in response to 4 

individual forcing agents and summing. Biases in the resulting projections could arise from errors in 5 

historical forcings, errors in the simulated patterns response to those forcings, or departures from linearity or 6 

linear additivity in the response to forcings (Kirtman et al., 2013), and derived uncertainties may be large if 7 

scaling factors are weakly constrained because of degeneracies in the responses to different (Collins et al., 8 

2012), or if the responses to some forcings included are weak. While linear additivity has been found to hold 9 

for temperature responses at global and continental scales in general, it may not hold for precipitation in 10 

certain cases of future projections (Marvel et al., 2015; Shiogama et al., 2013). The robustness of the scaling 11 

factors is a key to the usability of this approach, but scaling factors are not always robust (Bindoff et al., 12 

2013; Gillett et al., 2013a; Jones et al., 2013; Ribes et al., 2013). Since the signal to noise ratio shrinks at 13 

smaller spatial scales and shorter periods of time, scaling factors derived from regional analyses and for short 14 

periods tend to be less robust (Jones et al., 2016b).  15 

 16 

1.4.5.2 Emergent constraints on climate feedbacks, sensitivities and projections  17 

 18 

An emergent constraint is a relationship between an uncertain aspect of future climate change and an 19 

observable feature of the Earth System, evident across an ensemble of models (Allen and Ingram, 2002). 20 

Complex Earth system models (ESMs) simulate variations on timescales from hours to centuries, so in 21 

principle ESMs tell us how aspects of the current climate relate to its sensitivity to anthropogenic forcing.  22 

Where an ensemble of different ESMs agrees on a relationship between a short-term observable variation 23 

and a longer-term sensitivity, an observation of the short-term variation in the real world can be converted, 24 

via the model-based relationship, into an ‘emergent constraint’ on the sensitivity. This is shown 25 

schematically in Figure 1.12. 26 

   27 

Emergent constraints are attractive because they use the spread in model projections to estimate the 28 

sensitivities of the real climate system to anthropogenic forcing, providing one way to make an ensemble of 29 

ESMs more than the sum of the parts. As emergent constraints depend on identifying those observable 30 

aspects of the climate system which are most related to climate projections, they also help to focus model 31 

evaluation on the most relevant observations (Hall et al., in press). However, there are risks that 32 

indiscriminate data-mining of the multidimensional outputs from ESMs could lead to spurious correlations 33 

(Caldwell et al., 2014) and less than robust emergent constraints on future changes (Bracegirdle and 34 

Stephenson, 2013). To mitigate against this risk, emergent constraints need to be tested “out of sample” 35 

(Caldwell et al., 2018), and should ideally be based on sound physical understanding and mathematical 36 

theory (Hall et al., in press). In this report, we evaluate emergent constraints developed using the previous 37 

CMIP5 ensemble against the newer CMIP6 models.  38 

 39 

For general applications and discussions of recent usage of emergent constraints, see Section 3.8.2.3. 40 

Assessment of individual emergent constraints appear throughout later chapters.  41 

  42 

 43 

[START FIGURE 1.12 HERE] 44 

 45 
Figure 1.12: The principle of Emergent Constraints. An ensemble of models (blue dots) define a relationship between 46 

an observable trend or variation in the climate (x-axis) and an uncertain climate sensitivity or feedback 47 
(y-axis). An observation of the x-axis variable can then be combined with the model-derived relationship 48 
to provide a tighter estimate of the climate sensitivity or feedback on the y-axis (adapted from Eyring et 49 
al. (2019)). 50 

  51 

[END FIGURE 1.12 HERE] 52 

 53 

 54 
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1.4.5.3 Weighting techniques for model comparisons  1 

 2 

Many results in the present report, and in the assessed literature, are based on ensembles of climate model 3 

simulations or projections. Such ensemble-based results have commonly assumed that each individual model 4 

is of equal value (“model democracy”). In other words, when combining simulations to estimate the mean 5 

and variance of quantities of interest, they are typically unweighted (Haughton et al., 2015). However, 6 

exceptions to this approach exist, and more studies on this topic have appeared since the AR5 (Eyring et al., 7 

2019). Ensembles are typically pared down by removing either poorly performing model simulations or 8 

model simulations that are perceived to add little additional information - typically where multiple 9 

simulations have come from the same model. They may also be weighted based on model performance 10 

differences relative to some set of observations - typically time series of global mean properties such as 11 

surface temperature). 12 

  13 

Several recent studies have attempted to quantify the impact of various strategies for selection or weighting 14 

of ensemble members based on some set of criteria (Haughton et al., 2015; Sanderson et al., 2017). Boé 15 

(2018) investigated the dependence of ensemble members sharing climate components. Regarding the 16 

detection of anthropogenic forced signals versus internal climate variability, Frankcombe et al. (2015) found 17 

that the ensemble mean of runs from a single climate model provides a good estimate of a forced signal even 18 

when only a few ensemble members are available. In cases where only a single member is available for each 19 

model, however, the scaled ensemble mean from all available climate model simulations of the same forcing 20 

generally performs better. However, such a scaled mean leads to increasing errors the further the simulation 21 

is taken from the time period used in the weighting.  22 

  23 

Model weighting strategies have been further employed since the AR5 to reduce the spread in climate 24 

projections for a given scenario by using weights based on one or more model performance metrics (Knutti 25 

et al., 2017; Lorenz et al., 2018; Sanderson et al., 2017; Wenzel et al., 2016). However, models may share 26 

representations of processes, parameterization schemes, or even parts of code, leading to common biases. 27 

The models may therefore not be fully independent, calling into question inferences derived from multi-28 

model ensembles (MMEs) (Abramowitz et al., 2018). Selecting models based on performance criteria alone 29 

was shown by Herger et al. (2018a) to result in a poorer ensemble mean than a random selection of ensemble 30 

members. 31 

  32 

Concern has been raised about the large extent of code-sharing within the CMIP5 multi-model ensemble 33 

(Sanderson et al., 2015b). Boé (2018) showed that a clear relationship exists between the number of 34 

components shared by climate models and how similar the simulations are. The resulting similarities in 35 

behaviour need to be accounted for in the generation of best-estimate multi-model climate projections. This 36 

has led to calls to move beyond equally-weighted multi-model means towards weighted means that take into 37 

account both model performance and model dependence (Knutti et al., 2017; Sanderson et al., 2015b, 2017). 38 

Model independence has been defined in terms of performance differences within an ensemble (Knutti et al., 39 

2013, 2017; Lorenz et al., 2018; Masson and Knutti, 2011; Sanderson et al., 2015b, 2015a, 2017). However, 40 

this is very sensitive to the choice of variable, observational data set, metric, time period, and region (Herger 41 

et al., 2018a). The adequacy of the constraint provided by the data and experimental methods can be tested 42 

using a calibration-validation style partitioning of observations into two sets (Bishop and Abramowitz, 43 

2013), or a "perfect model approach" where one of the ensemble members is treated as the reference dataset 44 

and all model weights are calibrated against it (Bishop and Abramowitz, 2013), or a "perfect model 45 

approach" where one of the ensemble members is treated as the reference dataset and all model weights are 46 

calibrated against it (Bishop and Abramowitz, 2013; Herger et al., 2018a, 2018b; Knutti et al., 2017; 47 

Sanderson et al., 2017; Wenzel et al., 2016). Sunyer et al. (2014) use a Bayesian framework to account for 48 

model dependencies and changes in model biases. 49 

 50 

 51 

1.5 Cross-cutting topics for this assessment: variability, regional definitions, uncertainty, reference 52 

periods and attribution 53 

 54 
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This section highlights some of the cross-cutting methods applied in the climate change literature and topics 1 

discussed repeatedly throughout this report. First, climate change trends are discussed, with a particular 2 

focus on regional climate variability (Section 1.5.1). This section also presents the regional definitions used 3 

in this report (Section 1.5.2). A consistent set of reference periods to describe past, historical, current and 4 

future climate change assists the knowledge integration across IPCC Working Groups (WGs) and the policy-5 

relevance of the findings, if those periods coincide with those used in the policy discussions (Section 1.5.3). 6 

Future projections assessed in the various chapters are subject to a number of uncertainties, with their 7 

general typology being introduced here (Section 1.5.4). The attribution of observed trends and weather 8 

events, including those considered ‘extreme events’, to human-induced climate change is now applied on 9 

ever more local scales (Section 1.5.5).  10 

 11 

 12 

1.5.1 Natural variability and the emergence of the climate change signal 13 

 14 

1.5.1.1 How does variability influence trends over short periods? 15 

 16 

Natural variations in both weather and longer timescale phenomena can temporarily mask or enhance any 17 

long-term (multi-decadal) anthropogenic trends. These effects are larger on small spatial and temporal 18 

scales, but can occur on the global scale as well. For example, Cross-Chapter Box 3.1 discusses how 19 

observed and simulated changes in global surface air temperature compare over the recent past. More 20 

broadly, Figure 1.13 shows a set of examples using a large ensemble of model simulations with a single 21 

GCM (Maher et al. 2019, in review). The long-term trends in various climate metrics are clearly visible 22 

when considering the ensemble as a whole (grey shading). However, when considering single realisations 23 

(colours), the trends over short periods can vary considerably (thin coloured lines). All the simulations have 24 

very similar trends for ocean heat content (OHC) which is an integrated measure of climate change, but can 25 

have significantly different trends for global surface air temperature (GSAT), UK summer temperatures and 26 

Arctic sea-ice variations for the same period. For 11-year periods, both positive and negative trends can be 27 

found in all these metrics, even though the long-term trend is for increasing temperatures and decreasing sea-28 

ice. Climate change trends are traditionally defined over 20-or 30-year periods to isolate the long-term 29 

trends, but - depending on the observed variable, its variability and applied detection method - an appropriate 30 

period can be shorter or longer (WMO, 2017). 31 

 32 

It should not be a surprise if observations, which are akin to a single realisation, show short-term trends 33 

which are apparently different from the long-term trend or the expectation from climate models – in fact, it 34 

should be expected (high confidence).  35 

 36 

 37 

[START FIGURE 1.13 HERE] 38 
 39 
Figure 1.13: Simulated changes in various climate metrics using historical and RCP4.5 scenarios using the MPI Grand 40 

Ensemble (Maher et al. 2019, in review). The top row shows temperature-related metrics (Ocean Heat 41 
Content to 2000m, annual global surface air temperature and UK summer temperatures) and the bottom 42 
row shows Arctic sea-ice related metrics (annual ice volume and September sea-ice area). The grey 43 
shading shows the 5-95% range from the 100-member ensemble, and the coloured lines represent three 44 
individual ensemble members. All three members shown have very similar OHC trends (top left) but vary 45 
considerably for other climate metrics (only two are shown for each). Trends are shown with thin solid 46 
lines for the 2011-2021 period.  47 

 48 

[END FIGURE 1.13 HERE] 49 

 50 

 51 

1.5.1.2 The emergence of the climate change signal 52 

 53 

The signal of climate change is most obvious at the global scale, but is increasingly emerging from the 54 

background ‘noise’ of internal variability on smaller spatial scales and in a range of climate variables. An 55 

example for air temperature is shown in Figure 1.14, which contrasts the changes in observed temperature in 56 
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two countries: the UK and Ghana. Both countries are at the same longitude and cover the same spatial area 1 

(around 240,000 km2, or 0.05% of the planet), but Ghana is located in the tropics, in the West African 2 

Monsoon region, where variability in temperature from year-to-year is smaller than in the extra-tropics 3 

where the UK sits at the end of one of the major global storm track regions. Both countries show a similar 4 

temporal fingerprint of the global temperature change signal but, for Ghana, the signal of temperature change 5 

has already emerged more clearly from the background variations than for the UK.  6 

 7 

Numerous studies have focussed on this topic of climate change ‘emergence’ (also see FAQ1.2). It has been 8 

studied in observations of historical temperature change (e.g. Mahlstein et al., 2011), and of temperature 9 

changes in the future (e.g. Hawkins and Sutton, 2012). The concept has also been extensively studied for 10 

other climate variables such as precipitation (e.g. Giorgi and Bi, 2009), regional sea level change (Lyu et al., 11 

2014) and extremes (e.g. King et al., 2015), and applied to issues such as the effects on crop growing regions 12 

(Rojas et al., 2019). 13 

 14 

Although there is considerable attention given to the magnitude of any change, regions which have a larger 15 

signal of change relative to the background variations will potentially face greater risks as they will see 16 

unusual or unprecedented climates more quickly (e.g. Frame et al., 2017). As in Figure 1.14, the signal of 17 

temperature change is often smaller in tropical countries, but their lower amplitude of variability means they 18 

may see the effects of climate change earlier than the mid-latitudes. In addition, the tropical countries with 19 

lowest variability in temperature are often amongst the most vulnerable nations (e.g. Harrington et al., 2016), 20 

increasing the risk. Providing more information about changes and variations on regional scales, and the 21 

associated attribution to particular causes, is therefore important for adaptation planning. 22 

 23 

 24 

[START FIGURE 1.14 HERE] 25 

 26 
Figure 1.14: Observed temperatures in the UK and Ghana from 1900-2018 in the Berkeley Earth temperature dataset, 27 

and GMST from HadCRUT4. The shaded band indicates the amplitude of internal variability [over X 28 
year periods] for each region. After Sutton et al. (2015). 29 

 30 
[END FIGURE 1.14 HERE] 31 

 32 

 33 

1.5.2 Regional climate change 34 

  35 

1.5.2.1 Foundations of the definition of climate regions  36 

 37 

Climate change is a multiscale phenomenon with diverse cross-scale feedbacks. The evolution of trends in 38 

the global climate system emerges from the aggregate of regional climate changes, but it drives also a great 39 

variety of regional impacts. One useful element in climate change research has been the use of characteristic 40 

climate zones, clusters or regions, across which the emergent climate change signal can be analysed and 41 

projected. Several traditional methods exists to define these climate regions (Geiger, 1954; Köppen, 1936; 42 

Sanderson, 1999; Thornthwaite, 1948; Trewartha, 1954), but also new approaches: as the climate signal 43 

emerges from small spatial scales and evolves out of short-term variations, characteristic patterns are formed, 44 

which manifest themselves as multiscale structures in space and time that can be detected with new data-45 

driven ‘complex network’ approaches (Steinhaeuser et al., 2011). Such structures, clusters or patterns, may 46 

be studied separately for each climate variable, like sea surface temperatures or pressures, for instance 47 

through spectral studies of climate-proxy time series (Boers, 2018), or aggregated in multiple variables to 48 

reveal spatio-temporal patterns that express the full complexity of the coupled climate system (Grigholm et 49 

al., 2009; Rubel et al., 2017; Vidal et al., 2010). 50 

  51 

Many of these spatio-temporal patterns are related to geophysical features, like orography, buoyancy or 52 

Earth’s motion. This led scientists to define typical space and time scales for various meteorological and 53 

climatic phenomena (Figure 1.15), including the classical statistical definition of climate by the World 54 

Meteorological Organization (WMO) as the average weather over a period of 30 years (WMO, 2017). 55 
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  1 

[START FIGURE 1.15 HERE] 2 

 3 
Figure 1.15: Spatial and temporal scales of atmospheric processes and their relations to the region sets used in this 4 

report, namely reference land and ocean regions (Reference), WGII-type regions (WGII-Type), and 5 
typological land and ocean regions (Typological). The domain “Local” stands for local domains not 6 
formally defined but occasionally mentioned in specific situations (see Figure 10.1 in Chapter 10 for a 7 
comparison with various modelled processes at regional and global scales. [To be updated] 8 

 9 

[END FIGURE 1.15 HERE] 10 

 11 

 12 

Understanding and predicting climate change at the regional scale remains, however, one of the greatest 13 

challenges of climate science. The complexity of this problem from a modelling point of view is discussed in 14 

Chapter 10. From the viewpoint of observations; one way of approaching this issue is by averaging the 15 

signals of the aggregated variables over several decades, in such a way that more stable and definite climate 16 

regions emerge. This process is called climate classification and gives rise to climate regions loosely defined 17 

as spatial domains where the aggregated variables form similar patterns. 18 

  19 

There are several approaches to the climate classification of climate regions. When climate observation data 20 

was sparse and limited, the aggregation of climate variables was implicitly achieved through the 21 

consideration of biomes, giving rise to the traditional vegetation-based classification (Köppen, 1936). In the 22 

last decades, the substantial increases in climate observations, climate modelling, and data processing 23 

capabilities have allowed new approaches to climate classification, e.g. through interpolation of aggregated 24 

global data from thousands of stations (Beck et al., 2018; Belda et al., 2014; Peel et al., 2007). Experience 25 

shows that each method has strengths and weaknesses through trade-offs between detail and convenience. 26 

For instance, a very detailed classification, with numerous complex-shaped regions derived from a large set 27 

of variables, may be most useful for the validation of climate models (Beck et al., 2018; Rubel and Kottek, 28 

2010), whereas geometrically simple, convex regions are often best suited domains  for regional climate 29 

modelling and downscaling (e.g. the Coordinated Reginal Climate Downscaling Experiment,  CORDEX 30 

domains, see Giorgi and Gutowski (2015)).   31 

  32 

 33 

1.5.2.2 Types of regions used in AR6  34 

 35 

IPCC’s recognition of the importance of regional climates can be traced back to its First Assessment Report 36 

(IPCC, 1990), where climate projections for 2030 were presented for five subcontinental regions. In 37 

subsequent reports, there has been a growing emphasis on the analysis of regional climate, including two 38 

special reports: one on regional impacts (IPCC, 1997) and another on extreme events, SREX (IPCC, 2012). 39 

A general feature of previous IPCC reports is that the number and coverage of climate regions vary 40 

according to the subject and across IPCC Working Groups (WGs). Such varied definitions have the 41 

advantage of optimizing the results for a particular application (e.g. national boundaries are crucial for 42 

decision making, but they rarely delimit distinctive climate regions), whereas variable region definitions may 43 

have the disadvantage of hindering multidisciplinary assessments and comparisons between studies or WGs. 44 

  45 

In this report, regional climate change is addressed through the introduction of four classes of regions. The 46 

first two are the unified reference sets of (1) land and (2) ocean regions, respectively, which are used 47 

throughout the report. These are supplemented by additional sets of (3) typological regions and (4) 48 

continental-scale “Working Group II (WGII) -type” regions, which are invoked in some chapters to describe 49 

specific issues (Figure 1.16). Reference land and ocean regions are sub-continental domains defined in terms 50 

of characteristic climate and environmental features, as recognized from the literature assessed in this report. 51 

Merging the diverse functions and purposes of the regions assessed in the literature into a common reference 52 

set implies that the resulting regions are detailed enough for a basic climate classification and regional 53 

impact assessment, but simple enough to be used as domains for regional simulations and downscaling 54 

(Giorgi and Gutowski, 2015). The Atlas shows averages over those regions from CMIP6 model results. 55 
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  1 

In conformity with the approach previously adopted by the AR5, the starting point for defining the AR6 2 

reference sets of land regions was the collection of 26 regions introduced in SREX (IPCC, 2012). The SREX 3 

collection was then revised, reshaped, complemented and optimized to reflect the recent scientific literature 4 

and lately observed climate-change trends, giving rise to the novel AR6 reference set of 37 land regions. 5 

Additionally, AR6 introduces, for the first time, a whole new reference set of 12 ocean regions which 6 

complete the coverage of the whole Earth. Particular aspects of climate change are also through higher-7 

resolution, specialized domains called typological regions, like monsoon regions, mountains, megacities, etc. 8 

Finally, consistency with WGII regions is also pursued in Chapter 12 with the use of a Continental Set of 9 

WGII-Type Regions (Figure 1.16). All four type of regions will be presented systematically in the Atlas. 10 

  11 

 12 

[START FIGURE 1.16 HERE] 13 

 14 
Figure 1.16: Main types of regions used in this report. (a): AR6 WGI reference set of land and ocean regions, used 15 

throughout this report. There are 37 land regions and 12 ocean regions in total. Notice that SPO, NPO and 16 
EPO continue on the left side of the map, indicated with an asterisk. For the meaning of the acronyms and 17 
details of each region, see the Atlas. [The reference set of ocean regions are still tentative and will be 18 
confirmed in the SOD]. (b): Example of typological land regions. Land monsoon domains adopted in 19 
Chapter 8 [to be updated accordingly with chapter 8], as defined in AR5 WGI. The acronyms stand for 20 
North America Monsoon System (NAMS), North Africa (NAF), Southern Asia (SAS), East Asian 21 
Summer (EAS), South America Monsoon System (SAMS), South Africa (SAF), and Australian-Maritime 22 
Continent (AUSMC). All the regions are within 40°S to 40°N. For further details, see Chap. 8. (c): 23 
Example of typological ocean regions. Ocean biome zones used in Chapters 5 and 9, which reflect the 24 
historical mean of the dynamics. The following regions are displayed: (0) Northern Hemisphere High 25 
Latitudes, (1) Northern Hemisphere Subtropics, (2) Equatorial, (3) Southern Hemisphere Subtropics, (4) 26 
Southern Hemisphere High Latitudes, (5) Arabian Sea, (6) Eastern Boundaries, (7) Amazon River, (8) 27 
Gulf of Mexico and (9) Indonesian Flowthrough. For more information, see Chapter 5. (d): WGII-type 28 
regions used in Chapter 12, as defined in AR5 WGII Part B.   29 

 30 
 31 

[END FIGURE 1.16 HERE] 32 
 33 
 34 

1.5.3 Anomalies, baselines and warming since pre-industrial 35 

 36 

1.5.3.1 Why are anomalies used? 37 

 38 

Variations in observed and simulated climate variables are often presented as ‘anomalies’, i.e. the changes 39 

relative to a ‘baseline’ or ‘reference period’, rather than using the absolute values. This is done for several 40 

reasons. First, when combining data from multiple locations, anomalies are often used because the absolute 41 

values can vary over short spatial scales which are not densely observed or simulated, whereas the 42 

correlation scale for anomalies can be much larger (e.g. for temperature, Hansen and Lebedeff, 1987). As a 43 

specific example, Callendar, (1938) was able to accurately demonstrate that Earth’s land regions were 44 

warming using observations of temperature anomalies from just 147 well-spaced locations (Hawkins and 45 

Jones, 2013). Second, different datasets can produce different absolute values for the same climate variable, 46 

meaning that effective comparisons require removing the absolute differences to compare the variations. 47 

This is particularly true when comparing climate simulations with each other, or when comparing 48 

simulations with observations, but can also occur when comparing observation-based datasets (Figure 1.17). 49 

Understanding the reasons for any absolute differences is important, but often the most relevant aspect for 50 

climate change research and decision makers is the change in a specific observed or simulated variable. 51 

These reasons motivate the need to define a suitable baseline period to allow effective comparisons. For 52 

some variables, such as precipitation, the anomalies are often expressed as percentages because they have 53 

higher spatial correlation than the anomalies themselves. 54 

 55 

The choice of reference period has important consequences for evaluating both observations and simulations 56 

of the climate, for comparing observations with simulations, and for presenting climate projections. There is 57 
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usually no perfect choice of baseline as many factors have to be considered and compromises may need to be 1 

made. It is important therefore to evaluate the sensitivity of an analysis or assessment to the choice of 2 

baseline (Figure 1.17,  Hawkins and Sutton, 2016).  3 

 4 

 5 

[START FIGURE 1.17 HERE] 6 
 7 

Figure 1.17: Global mean surface air temperature from the range of CMIP5 historical simulations (1861-2005) using 8 
absolute values (top) and anomalies relative to two different baselines (bottom). In order to compare the 9 
models with each other and with reanalyses and observations (colours), a baseline or reference period has 10 
to be chosen, and that choice can affect the comparison. (Taken from Hawkins and Sutton, 2016, and to 11 
be updated with CMIP6 data.) 12 

 13 

[END FIGURE 1.17 HERE] 14 

 15 

 16 

1.5.3.2 What is meant by a ‘pre-industrial’ baseline? 17 

 18 

The definition of ‘pre-industrial’ is required as this report assesses literature on carbon budgets and 19 

emissions scenarios which are compatible with the Paris Agreement aspirations to limit global temperatures 20 

to specific thresholds ‘above pre-industrial levels’. Different choices can result in different conclusions. For 21 

example, Millar et al. (2017) and Schurer et al. (2017) demonstrated that the remaining carbon budget and 22 

the chance of crossing global temperature thresholds is sensitive to the choice of pre-industrial baseline. 23 

Pfleiderer et al., (2018) also highlighted that projections of risks from hot extremes and sea level rise at 24 

target warming levels are dependent on the assumptions made about a pre-industrial baseline.  25 

 26 

Historically, the widespread use of fossil-fuel driven machinery started the Industrial Revolution in Britain in 27 

the late 18th century (Ashton, 1997), but the global effects were relatively small for several decades. The text 28 

of the Paris Agreement does not precisely define what is meant by ‘pre-industrial’. In line with the 18th 29 

century onset of the industrial revolution, previous IPCC assessment reports considered pre-industrial to be 30 

1750 (e.g. for its radiative forcing definition) (Knutti et al., 2016); Stocker et al., IPCC AR5, 2013), while 31 

making the pragmatic choice in AR5 to approximate pre-industrial global temperatures as the average of the 32 

1850-1900 period. As anthropogenic radiative forcing had already increased slightly by 1850, some warming 33 

may not have been included, but there was no instrumental global temperature dataset available for the 34 

period before 1850 to estimate or attribute any temperature change. Although Lüning and Vahrenholt (2017) 35 

suggest a much longer context for defining pre-industrial, estimates of natural radiative forcings and global 36 

temperature are too uncertain to allow a reliable estimate for longer periods. 37 

 38 

Several studies since AR5 have attempted to estimate and attribute the change in global temperatures before 39 

1850. Hawkins et al. (2017) used observations and simulations to determine a range for the warming from 40 

the 1720-1800 period up to 1986-2005 of 0.55-0.80°C, which is slightly larger than the equivalent values 41 

starting from 1850-1900. The 1720-1800 period was chosen as it has approximately the same levels of 42 

natural radiative forcings as present-day. From proxy evidence, PAGES2K (2019, in review) found that the 43 

global average temperature for the period around 1750 was indistinguishable from 1850-1900, though the 44 

uncertainties are around 0.2°C. Schurer et al. (2017) used climate model simulations of the last millennium 45 

to estimate that there was an additional 0.0-0.2°C anthropogenic warming that occurred before 1850. 46 

Haustein et al. (2017a) also implies an additional attributable warming from 1750 to 1850-1900 of around 47 

0.05K. 48 

 49 

In this report, the term ‘pre-industrial’ is retained for the period around 1750, normalizing anthropogenic 50 

forcing to zero at that time. It is likely (medium confidence) that some additional anthropogenic warming 51 

occurred before 1850 which needs to be accounted for when considering remaining carbon budgets 52 

consistent with avoiding particular policy-relevant temperature limits. The magnitude of this warming is 53 

plausibly between 0.0-0.1°C. The term ‘early-industrial’ is introduced for the 1850-1900 period to more 54 

clearly distinguish it from the pre-industrial period and resolve differences in terminology used in different 55 
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circumstances. As any anthropogenic warming which occurred before 1850 is at least partially offset by the 1 

volcanic activity during 1850-1900, the average global temperature during the early-industrial period is 2 

considered as an approximate proxy for “true” pre-industrial global temperatures. This is consistent with 3 

IPCC SR1.5 which also considered average global temperature during 1850-1900 to be equivalent to pre-4 

industrial. The validity of the early-industrial period as a proxy for other aspects of pre-industrial climate, 5 

such as regional temperatures or sea level, is not assessed.  6 

 7 

An additional factor, which has become better understood since the AR5, is the role of the type of 8 

observation used to construct the global mean surface temperature (GMST). In all existing observation based 9 

global temperature reconstructions, sea surface temperatures are used for ocean regions, air temperatures are 10 

used over land regions, and these are ‘blended’ together to form the global dataset (also see FAQ 1.4). 11 

Cowtan et al. (2015) highlighted that, in model simulations, this choice underestimates the warming that 12 

occurs during the historical period compared to sampling air temperatures everywhere. Chapter 2 discusses 13 

this issue in more detail and assesses that the observed warming since the early-industrial period should be 14 

increased by 6% to account for this effect (see Section 2.3.1.1). Further research on pre-1850 temperatures, 15 

and the change in observed air temperatures over the ocean would be beneficial to increasing confidence in 16 

these assessments. 17 

 18 

 19 

[START CROSS-CHAPTER BOX 1.3 HERE] 20 

 21 

Cross-Chapter Box 1.3: Baselines used in AR6 22 

 23 

Pre-industrial and early-industrial baselines 24 

Radiative forcings in previous IPCC assessment reports have always been referenced to 1750, during which 25 

the natural radiative forcings (e.g. orbital, solar, volcanic) are similar to today, but before the effects of fossil 26 

fuel combustion associated with the industrial revolution arose. In AR6 we retain the definition of ‘pre-27 

industrial’ as the period around 1750 to examine changes in radiative forcing and to consider remaining 28 

carbon budgets. The term ‘early-industrial’ is introduced for the 1850-1900 period to distinguish it from the 29 

pre-industrial period (see 1.5.3.2).  30 

 31 

Modern baseline 32 

IPCC AR5 used 1986-2005 as a modern baseline when estimating past observed warming and to present the 33 

relative changes in future climate using model projections. The reasons for this choice were that 2005 was 34 

the final year of the historical simulations, and 20 years was deemed long enough to average over natural 35 

variations in a multi-model ensemble of simulations and be representative of the current state. The equivalent 36 

‘modern’ period for AR6 is defined to be 1995-2014, to end in the final year of the CMIP6 historical 37 

simulations. Projections with alternative modern baselines (such as 1986-2005 or the WMO current standard 38 

climate normal period of 1981-2010) will be presented in the Atlas. 39 

 40 

Future periods 41 

In AR5 there were three future periods – near-term, mid-term and long-term. These are three important 42 

timescales to provide assessments for, so this structure is retained in AR6 with the near-term referring to 43 

2021-2040, mid-term referring to 2041-2060 and the long-term referring to 2081-2100. Note that the Atlas 44 

will produce projections for a wider range of future periods and warming levels. 45 

 46 

Paleo-climate periods 47 

In AR6, various terms are used to refer to periods further in the past, defined in the Table below. 48 

 49 

[START CROSS-CHAPTER BOX 1.3, TABLE 1 HERE] 50 

 51 
Cross-Chapter Box 1.3, Table 1: 52 
 53 
 54 
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Period Age/year* Significance of climate state  

Little Ice Age 

(LIA)  

1450–1850 CE 

(defined by AR5) 

Series of globally heterogeneous cold periods lasting decades 

to centuries and including some of the lowest temperatures of 

the post-glacial period. 

Medieval Climate 

anomaly (MCA)  

950–1250 CE 

(defined by AR5) 

Loosely defined interval of relative warmth, especially 

prevalent in the circum North Atlantic region that preceded 

the LIA.  

Last Millennium 850–1850 CE 

(PMIP) or 1000-

1999 CE 

PMIP interval for transient climate model experiments. 

Encompasses the MCA and LIA, with demonstrable effects of 

volcanic and solar forcing. 

Mid-Holocene multiple centuries 

centered around 6 

ka 

Approximate time during the current inter-glaciation 

(Holocene) when GMST was highest. PMIP interval for 

climate model experiments. 

Holocene Thermal 

Maximum (HTM) 

Time-

transgressive 10–

5 ka 

Loosely defined millennial-scale interval of maximum 

Holocene temperature occurring at different times regionally. 

Most pronounced in the NH where summer insolation was 

higher than now due to orbital configuration. 

Post-glacial 8.2 ka–present The fundamental features of the modern climate system were 

essentially in place as the influence of remnant Pleistocene ice 

sheets waned and the last substantial ice-sheet-impounded 

meltwater flooded the northern high-latitude ocean around 8.2 

ka. 

8.2 ka event     

Last deglacial 

transition (aka, 

glacial termination) 

18–11 ka Global warming occurred in two main steps, with increases in 

atmospheric CO2 and global sea level essentially synchronous 

with global temperature rise. 

Younger Dryas 12.85-11.65 ka   

Bolling-Allerod 14.64-12.85 ka   

meltwater pulse 1A 

(MWP-1A) 

14.65-14.31 ka Period of fastest sea level rise during the deglacial, very likely 

(medium confidence) between 8 and 15 m.  

Heinrich stadial 1 

(HS1) 

~ 19-14.31 ka   

Last Glacial 

Maximum (LGM) 

21–19 ka The most recent glaciation when climate was distinctly 

different than now. Atmospheric CO2 was lower (about 200 

ppm). Large ice sheets covered most of North America and 

NW Europe. 

 1 
 * Ma = millions of years (ago); ka = thousands of years (ago); CE = Common Era 2 
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[END CROSS-CHAPTER BOX 1.3, TABLE 1 HERE] 1 

 2 

[END CROSS-CHAPTER BOX 1.3 HERE] 3 

 4 

 5 

1.5.4 Sources of uncertainty in climate projections 6 

 7 

When considering the range of future projections of the physical climate system there are several different 8 

contributing sources of uncertainty, often separated into scenario uncertainty, model response uncertainty 9 

and uncertainty due to internal variability.  10 

 11 

Scenario uncertainty 12 

Divergent future projections often result from different scenarios being assumed for anthropogenic drivers of 13 

climate change (see Section 1.6 for a detailed description of scenarios). The RCP and SSP scenarios, which 14 

form the basis for climate projections assessed in this report, are designed to span a plausible range of future 15 

pathways but the real world will differ from these example storylines. Although termed an ‘uncertainty’, this 16 

component is distinct from other uncertainties, given that - at least from the viewpoint of decision makers - 17 

future anthropogenic emissions can be considered as the outcome of a set of collective choices (see Section 18 

1.6.2). Scenario uncertainty is often the largest source of uncertainty when looking to the long-term, but is 19 

relatively small in the next few decades, especially globally (Hawkins and Sutton, 2009b).   20 

 21 

Model response uncertainty 22 

Assuming a particular scenario, there is uncertainty in how the climate will respond to the specified 23 

emissions or radiative forcing combinations. A range of climate models are used to sample uncertainty in our 24 

understanding of the key physical processes and to define the ‘model response’ uncertainty. There are 25 

several subcategories of this ‘model response’ uncertainty related to, for example, carbon cycle feedbacks, 26 

radiative forcing efficiencies, cloud parameterisations and other climate feedbacks, but these are hard to 27 

quantify individually.  28 

 29 

Internal variability 30 

In the absence of any changes in radiative forcing there would still be intrinsic uncertainty in the projections 31 

due to internal climate variability - the random fluctuations of the climate like those associated with modes 32 

of variability (e.g. ENSO, IPO, AMV). 33 

 34 

Uncertainty quantification and missing uncertainties 35 

From long-term model projections it is possible to approximately quantify the relative amplitude of these 36 

uncertainty sources. A sample of different scenarios defines the scenario uncertainty, and ensemble means 37 

from different models can estimate the model response uncertainty. The unforced component of internal 38 

variability can be approximated from individual ensemble members of the same climate model (see Figure 39 

1.18). In principle, the intrinsic uncertainty due to internal variability can be estimated probabilistically – it is 40 

‘aleatoric’ – whereas the other two sources of uncertainty are ‘epistemic’ and should not be considered as 41 

reliable probabilities due to their ad-hoc sampling approaches. The real world will also experience future 42 

changes in natural forcing, i.e. variations in volcanic and solar activity, which are not included in the 43 

projections but could be significant for short periods (e.g. Bethke et al., 2017). Interactions between these 44 

different sources of uncertainty are also plausible as, for example, changes in radiative forcings could alter 45 

the phasing or amplitude of internal variability. 46 

 47 

 48 

[START FIGURE 1.18 HERE] 49 

 50 
Figure 1.18: The ‘cascade of uncertainties’ in climate projections of global mean surface temperature change for 2080-51 

2099 from CMIP5. The multi-model mean for each scenario is indicated at the top of the cascade. This 52 
branches downwards to show the multi-realisation mean for each model (middle row), and further 53 
branches into the individual realisations (bottom row), though often only a single realisation is available. 54 
For this time period, the scenario uncertainty and model response uncertainty are larger than the internal 55 
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variability. (To be updated to CMIP6 and include a near-term regional example to highlight the role of 1 
internal variability on smaller spatial and temporal scales.)  2 

 3 
[END FIGURE 1.18 HERE] 4 
 5 
 6 
1.5.5 Attribution of climatic changes 7 

 8 

Attribution of climate change intends to connect an observed change to one or several drivers, and to 9 

quantify their respective contribution. This field of research started out with detecting statistically significant 10 

trends in global temperature patterns and attributing them to human influences (Hasselmann, 1997; Hegerl et 11 

al., 1997). Moving to individual events, studies that investigated the European heatwave in 2003 were some 12 

of the first that attributed a part of the likelihood of such an extreme occurring to the human influence (Stott 13 

et al., 2004). Now, a wide array of the changes in the climate system can be attributed to human influence, 14 

including changes in regional temperature, precipitation, and also features that integrate many drivers of 15 

change such as regional sea-level. The attribution of impacts is now also an emerging field. The wide range 16 

of attribution methods and applications are outlined in Box 1.4.    17 

 18 

 19 

[START CROSS-CHAPTER BOX 1.4 HERE] 20 

 21 

Cross-Chapter Box 1.4: Attribution in the IPCC Sixth Assessment Report 22 

 23 

Attribution exercises provide valuable information to a wide range of stakeholders to allow them to 24 

understand the drivers of the change or extreme event they are experiencing (James et al., 2019; Parker et al., 25 

2017; Sippel et al., 2015; Stott and Walton, 2013) 26 

 27 

Definitions and practice of detection and attribution have evolved over the years, starting with a guidance 28 

paper (Hegerl et al., 2010). Other relevant reviews and IPCC assessments providing orientation include: 29 

(National Academies of Sciences Engineering and Medicine, 2016); AR5 WGI Chapter 10 and AR5 WGII 30 

Chapter 18. There have also been many developments in the attribution of events (Jézéquel et al., 2018). 31 

Here we briefly describe new developments in the different approaches of attribution, providing examples 32 

from the literature relevant to Working Grous I and II (WGII and WGII).  33 

 34 

Factors to consider in attribution studies 35 

 36 

Climate changes or events of relevance in the context of this report are those where human-induced climate 37 

change might have played a role. For most variables in the physical climate system, for example global mean 38 

temperature, baseline conditions on human time-scales will consist of some variability on both sides of 39 

quasi-static conditions (See 1.5.3). For impacted systems, baseline conditions may or may not be static. 40 

Agricultural productivity, for example, has been increasing over recent decades as a consequence of 41 

technological progress in crop management (e.g. Hochman et al., 2017). For such systems, deviation from 42 

this increase could be a consequence of climate change.  43 

 44 

Attribution studies firstly require a reliable description of the observed change or of extreme event in 45 

question. This requires observations that are deemed of high enough temporal and spatial coverage, quality 46 

and homogeneity to capture the change or event. In some cases, such observations are not available, for 47 

instance, there are too few sea-level records prior to the satellite era to accurately capture change across the 48 

Pacific Ocean (Palanisamy et al., 2015). 49 

 50 

Common to all attribution studies is that they draw on a modelling approach (physical, conceptual or 51 

empirical) to establish the counterfactual system behaviour. One example of such a counterfactual system is 52 

a dynamical climate model simulation of the historical period with greenhouse gas forcing omitted from the 53 

suite of forcing agents (e.g. Ribes and Terray, 2013).  If not all important drivers are taken into account in an 54 

attribution study, it is important to highlight which potentially confounding factors are not considered 55 
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(Hegerl et al., 2010), e.g. for climate attribution land-surface feedbacks or land-use changes or absorbing 1 

aerosols (Hauser et al., 2016; Lejeune et al., 2018; Mueller et al., 2018; Whan et al., 2015). 2 

 3 

All studies make the assumption that models used are fit for purpose. The veracity of the model assessment 4 

will be included in the examination of each study and the robustness of the result crucially depends on this 5 

assessment. The range of variables analysed can lead to highly uncertain outcomes in some cases (Uhe et al., 6 

2017) and very robust estimates of the influence of anthropogenic climate change in other cases (Haustein et 7 

al., 2017; Otto et al., 2018).  8 

 9 

Detection and attribution of observed large-scale changes in climate variables – e.g. global near-surface air 10 

temperature 11 

 12 

Detection and attribution of large-scale trends in climate variables such as near-surface air temperature will 13 

provide the basis for the assessment of the causes of those trends, and are found in WGI Chapter 3. The 14 

methods used will generally follow the approaches detailed in Hegerl et al. (2010) and Stone et al. (2009). 15 

Detection of observed changes will include efforts to characterize the internal variability contribution as 16 

compared to the externally forced climate response using a range of statistical detection and attribution time 17 

series and fingerprint techniques (e.g. Frankcombe et al., 2015; Hannart, 2016). Time series methods aim to 18 

determine if the change is outside the range of internal variability while fingerprint techniques rely on 19 

regressing observations onto model-simulated climate response patterns (i.e. fingerprints), assuming that the 20 

climate system generates unique responses to various external forcings. There can also be the attribution of 21 

detected changes to a number of individual forcings, including the proportion attributable to greenhouse gas 22 

influence, aerosol influence, or other forcing (e.g. Gillett et al., 2013b; Slangen et al., 2016). The ‘fit’ 23 

between observations and these fingerprints is termed a ‘scaling factor’ (See Figure 10.4 of AR5 WGI 24 

Chapter 10). The scaling factors obtained in attribution studies may be used to constrain projections, under 25 

the assumption that the scaling factors which provide a best fit between simulated and observed historical 26 

changes and associated uncertainties may be applied to future climate change (Allen et al., 2000; Stott and 27 

Kettleborough, 2002). There can however be various feedbacks and localized factors that also influence 28 

temperature trends, particularly in the diurnal range. These include variations in soil moisture, water vapour 29 

(Dai et al., 1999; Zhou et al., 2009), and the depth of the boundary layer which relates to the effective heat 30 

capacity of the atmosphere (Davy and Esau, 2016). Multi-variable (e.g. temperature and precipitation) 31 

analyses have thus been found to provide increased confidence in the recognition of the signal (Paeth et al., 32 

2017; Yan et al., 2016).  33 

 34 

Attribution of changes at regional scales  35 

 36 

The WGI report has a renewed focus of attribution of changes on regional scales, due to their relevance to 37 

WGII, policymakers and other stakeholders. Changes in regional climate at the scale of a continent, country 38 

or region are more complex to attribute to external drivers (See 1.5.1.2), mainly due to increased internal 39 

variability on smaller spatial scales which decreases the signal-to-noise ratio (See 1.5.1.1). In addition, some 40 

non-greenhouse gas human forcings, such as land use change and aerosol forcings, tend to have strong 41 

regional footprints (Lejeune et al., 2018; Nabat et al., 2014; Persad et al., 2017) further complicating efforts 42 

at attribution. Fingerprinting methodologies (Dileepkumar et al., 2018; Ribes et al., 2009) can still be used 43 

for regional attribution studies.  44 

 45 

The attribution of change in components of the climate system such as monsoons or regional sea-level can be 46 

more complex than single variables, as they integrate the response to temperature changes, amongst other 47 

factors.  48 

 49 

Change in features such as the South Asian summer monsoon can be due to many factors including rapid and 50 

substantial changes in land use, land management and industrial activities over the subcontinent, variability 51 

in the Indian Ocean, along with the response to rising global greenhouse gas emissions (Singh et al., 2019). 52 

Attributing changes in such systems can be done qualitatively, but new efforts to model the monsoon system 53 

allow more quantitative statements on the influences from climate change. This forms a case study in AR6 54 

WGI Chapter 10. 55 
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 1 

In AR6 WGI, Chapter 9, the attribution of changes in regional sea-level is presented for the first time. While 2 

there is some confidence in the change in components of sea-level change, such as that due to thermal 3 

expansion (Marcos and Amores, 2014), for attribution of change at a regional scale (e.g. the Pacific Ocean), 4 

there are confounding factors such as the Pacific Decadal Oscillation. Accounting for these variations allows 5 

the signal of change due to human-induced forcing to be revealed (Hamlington et al., 2014; Palanisamy et 6 

al., 2015). An alternative approach is to consider regional sea-level as the sum of attributed global mean sea-7 

level change, unattributed global mean sea-level change, and unattributed local relative sea-level change 8 

(Strauss et al. 2016) and use the combined information to estimate which part would not have happened in 9 

the absence of attributed global mean sea-level change.  10 

 11 

While decadal variability was seen as a confounding factor to the signal of sea-level changes in the Pacific in 12 

the examples above, in some cases, it is seen as a component of the causal factors. This is important when 13 

explaining short-term trends to policy makers, e.g. the rainfall trends from the 1980s to 2010s in south-west 14 

US (Lehner et al., 2018) or recent Eurasian cooling (Mori et al., 2019). In the literature this is referred to as 15 

process-based attribution as it seeks to highlight the physical processes and uncertainties involved in the 16 

driver’s influence, including those drivers that are internal variability. This style of attribution study is very 17 

useful in communicating the influence of climate change on recent changes and links closely with the study 18 

of event attribution.  19 

 20 

Event Attribution 21 

 22 

Event attribution is the attribution of the drivers of a particular event (e.g. Hope et al., 2016) or class of 23 

events e.g. (Christidis et al., 2015; Lewis et al., 2014). The events assessed are usually recent records that 24 

have been broken or major events with widespread impacts. An example of an extreme event might be a 25 

record hot week or month over the scale of a country. The basic principle of event attribution is that the 26 

characteristics (often occurrence probability and intensity) of a type of weather or climate event (or an 27 

individual event) are analysed under present day climate conditions and counterfactual conditions in a 28 

“world that might have been” without anthropogenic climate change. The attribution of changes in extremes 29 

were assessed in AR5 WGI Section 10.6 for the first time based upon a very small body of literature. In AR6 30 

WGI these changes in extremes are assessed in Chapter 11. 31 

 32 

A wide range of approaches and events are described in special issues published in the Bulletin of the 33 

American Meteorological Society (BAMS) each year (Herring et al., 2014, 2015, 2016, 2019, Peterson et al., 34 

2012, 2013). The studies in these special issues cover a wide range of events from around the globe 35 

(Jézéquel et al., 2018). Jézéquel et al. (2018) reviewed the methods in these studies and describes two main 36 

approaches. One is a probabilistic approach that focuses on quantifying the role of anthropogenic climate 37 

change on the probability of a particular class of events occurring or crossing a threshold. This is sometimes 38 

also called the risk-based approach and the ‘fraction of attributable risk’ or statements on the likelihood of a 39 

particular event occurring with or without climate change can be made. The other is a storyline approach that 40 

aims at unveiling the qualitative ways in which anthropogenic climate change affects the processes leading 41 

to the event (see section1.2.4.3). These approaches can be complementary, however, the clear definition of 42 

the event and the framing of the attribution question and method is imperative in the comparison of studies 43 

(Otto et al., 2016).  44 

 45 

The largest differences in framing result from the level of conditioning of the specific event on a range of 46 

factors. Conditional attribution links anthropogenic climate change combined with a precursor to either an 47 

extreme observable, or its impacts. This precursor is an internal element of the climate system which played 48 

a role in the occurrence of the event. This approach is not specific to event attribution, as seen in the 49 

examples of regional attribution above that were conditioned on decadal variability. Conditioning factors can 50 

also include the exact circulation state (Meredith et al., 2015), the observed sea surface temperatures (Otto et 51 

al., 2015a), forecasts of the event (Hope et al., 2016, 2018), or the large scale warming only (Lewis and 52 

Karoly, 2013). There are also studies that combine different levels of conditioning (e.g. Cheng et al., 2018; 53 

Philip et al., 2018a). As the results crucially depend on the event definition and framing, in some cases 54 

alternative framing means that direct comparison of results from different studies is not possible. In order to 55 
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be able to assess the confidence in assessments of changes in particular types of weather events it is 1 

important to either assess multi-method and multi-model approaches that combine different framings in a 2 

single study (e.g. Grose et al., 2018; Martins et al., 2017; Philip et al., 2018; Uhe et al., 2017; Van 3 

Oldenborgh et al., 2018) or assess multiple studies on the same event or type of event. 4 

 5 

Attribution of impacts  6 

 7 

In the context of IPCC (refer to the Glossary), impacts refer to effects of climate extremes or climate change 8 

on natural and human systems. Whereas attribution of physical impacts of climate change on variables such 9 

as sea level rise or droughts are assessed in WGI (Funk et al., 2013; Uhe et al., 2017; (Philip et al., 2018a)), 10 

attribution of climate change on other natural and human systems will be assessed by WGII (e.g., Hansen et 11 

al., 2016; Hansen and Cramer, 2015; Stone et al., 2013).  12 

 13 

Climate impacts on an ecological or social system are the result of interactions of a climate hazard with 14 

vulnerability and exposure of the system. Therefore, detecting and attributing an anthropogenic climate 15 

signal in observed impacts starts from identifying the climate variables that create the hazard, how they have 16 

changed and why (Otto, 2017; Sippel and Otto, 2014). Trends in vulnerability and exposure should also be 17 

considered ((Otto et al., 2015b); Sheridan and Allen, 2018). However, final detection and attribution of the 18 

impacts can still be complicated by the convergence of multiple factors, variables and feedbacks, sometimes 19 

non-linear ones.    20 

 21 

There are now a number of studies where attribution assessments of changes in climatic variables (e.g. local 22 

temperatures or precipitation) are combined with what that change means for systems of interest, for 23 

example fire or river flow and inundation (Hope et al., 2019; Kirchmeier-Young et al., 2019; Schaller et al., 24 

2016). 25 

 26 

Attribution of (observed/past) changes, such as changes in probabilities of extreme weather, to human 27 

influence on the climate is useful as it lends confidence to predictions/projections of future change, and may 28 

also be policy-relevant in relation to climate-related loss and damage. However, it is important to recognise 29 

caveats regarding the challenges of untangling trends in hazards, sensitivity, vulnerability and exposure in 30 

determining actual impacts. 31 

 32 

Attribution of adaptation actions has been attempted, for example in the context of water management in 33 

cities (Grant et al., 2013; Low et al., 2015) but in general it can be confounded by the presence of 34 

contemporaneous drivers unrelated to climate change, including population changes. 35 

 36 

Attribution in the WGI and WGII assessments 37 

 38 

In WGI, attribution of changes in large-scale indicators of change in the atmosphere, ocean and cryosphere 39 

will be assessed in Chapter 3, attribution of changes in extremes and extreme events will be assessed in 40 

Chapter 11, while attribution of regional changes in water cycle in Chapter 8, the ocean and cryosphere will 41 

be assessed in Chapter 9, and other aspects of regional climate change in Chapter 10. Attribution of changes 42 

in human and natural systems will be assessed by WGII. 43 

 44 

[END CROSS-CHAPTER BOX 1.4 HERE] 45 

 46 

 47 

1.6 Dimensions of Integration: Scenarios, temperature levels and cumulative carbon emissions  48 

 49 

This section describes and discusses the emission and concentration scenarios that are considered in this 50 

Report, building a common reference point with the Working Groups II and III (WGII and WGIII) to 51 

synthesize knowledge across the physical sciences, impact and adaptation and mitigation research. Two 52 

additional ‘dimensions of integration’ to synthesize the literature are presented: global-mean temperature 53 

levels as well as a categorization of emission scenarios or geophysical impacts in relation to their cumulative 54 

carbon emissions (see Figure 1.19).  55 



First Order Draft Chapter 1 IPCC AR6 WGI 

Do Not Cite, Quote or Distribute 1-77 Total pages: 184 

 1 

 [START FIGURE 1.19 HERE] 2 
 3 
Figure 1.19: The Dimensions of Integration (DI) across Chapters and Working Groups in the IPCC AR6 assessment 4 

report. Building on the Synthesis Reports of the Fifth IPCC Assessment report (background image detail) 5 
this report adopts three explicit dimensions of integration to integrate knowledge across chapters and 6 
Working Groups. The first dimension (DI 1) are scenarios, the second dimension (DI 2) are global-mean 7 
temperature levels relative to pre-industrial levels and the third dimension (DI 3) are cumulative CO2 8 
emissions.  9 

 10 

[END FIGURE 1.19 HERE] 11 

 12 

 13 

1.6.1 Dimensions of knowledge integration within and across Working Groups 14 

 15 

While scenarios are a key tool for integration across working groups, scenarios allow the integration of 16 

knowledge within each scientific community. For example, agricultural yield, infrastructure and human 17 

health impacts of increased drought occurrences, extreme rainfall events and hurricanes are often examined 18 

in isolation. New insights can however be gained on climate impacts in WGII, if compound effects of 19 

multiple cross-sectoral impacts are considered across multiple research communities under consistent 20 

scenario frameworks (Leonard et al., 2014; Warszawski et al., 2014). Similarly, a synthesis of WGI 21 

knowledge on sea level rise contributions is enabled by a consistent application of future scenarios across all 22 

specialised research communities, such as ice-sheet surface mass balances, mountain glacier loss projections 23 

and thermosteric expansion from ocean heat uptake (e.g. Kopp et al., 2014) (Chapter 9). 24 

 25 

Scenarios used for a synthesis of findings across Working Groups. Building on earlier results in AR4, 26 

AR5 and the Special Reports, this Report continues to provide consistent analysis of specific scenarios, but 27 

also on the knowledge integration across the two policy-relevant dimensions: emissions and global-mean 28 

temperatures. Simplified, those two policy-relevant dimensions frame the cause-effect chain investigated by 29 

WGI: emissions and the resulting projected temperatures. The handover with WGIII are the emissions, as 30 

WGIII considers drivers of emissions and mitigation options. The handover with WGII are the geophysical 31 

climate projections from the Earth System Models (Figure 1.20). This offers a strong synthesis across the 32 

Working Groups, as mitigation, impact or adaptation results can be tied towards these three dimensions: 33 

scenarios, cumulative emissions and temperatures.  34 

 35 

Not only does a consistent application of scenarios serve the integration of knowledge across the three 36 

Working Groups. Also, the scenario generation process itself is a cross-Working Group activity. The 37 

scenario generation starts in the scientific community related to WGIII, new storylines (O’Neill et al., 38 

(2014); see also Section 1.2.4.3) are quantified in terms of their the drivers GDP, population, technology, 39 

energy and land use demand and their resulting emissions (Riahi et al., 2017a). Then, numerous 40 

complementation and harmonisation activities within the WGIII and WGI communities are performed, 41 

gridding anthropogenic short-lived forcers, providing open biomass burning emission estimates, land use 42 

patterns, observed and projected greenhouse gas concentration time series, stratospheric aerosol fields, 43 

stratospheric and tropospheric ozone, nitrogen deposition datasets, solar irradiance and aerosol optical 44 

property estimates. These activities are compiled under the WCRP CMIP6 input4mips umbrella (Durack et 45 

al., 2018) (see Section 1.6.2.1). With those completed datasets, the Earth System Models are then run, 46 

providing the sets of experiments under multiple model intercomparison protocols that are now part of 47 

CMIP6 (Eyring et al., 2016a) (see Section 1.4.3). Using emulators calibrated with the Earth System Models’ 48 

temperature responses under those given scenarios, the WGI community is then feeding back tools to WGIII 49 

that allow to compute several high-level climate indicators (concentrations, temperatures, sea level rise) for a 50 

much wider set of hundreds of scenarios that are assessed by WGIII. The main use of the climate projections 51 

is however the further assessments of its implied future geophysical climate impacts - feeding into 52 

specialised impact models to assess the ecological, food security, infrastructure and human impacts under the 53 

main set of scenarios (Figure 1.20). 54 

 55 

 56 
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[START FIGURE 1.20 HERE] 1 

 2 
Figure 1.20: The scenario generation process that weaves through the three Working Groups and its scientific 3 

communities. The top level indicates the main set of models used in that scenario generation process, 4 
with the lower level indicating the datasets. Also, the three dimensions of integration (scenarios, 5 
cumulative carbon emissions and global-mean temperature levels) are indicated as open circles, with 6 
cumulative emissions sitting at the handover between WGIII (orange) and WGI (blue), and global-mean 7 
temperatures sitting - simplified speaking - at the connection point between WGI and WGII (green). 8 

 9 

[END FIGURE 1.20 HERE] 10 

 11 

 12 

[START FIGURE 1.21 HERE] 13 

 14 
Figure 1.21: Analysis of the marker SSP scenarios, RCP and the wider AR6 scenario database regarding cumulative 15 

carbon emissions over time (panel a). The implied CO2-induced warming given those cumulative 16 
emissions and the TCRE is shown for SSP scenarios and SR1.5 emission scenario database (panel b). The 17 
variation of non-CO2 emission rates at the time of peak cumulative emissions is here exemplified with 18 
total methane emissions that can substantially influence the remaining carbon budget (cf. Collins et al. 19 
(2018)) (panel c). Overall, the GWP-weighted sum of all greenhouse gas emissions is a close indicator of 20 
cumulative carbon emissions until 2050 in the literature scenarios, lending some support to policy 21 
architectures that address GWP-weighted emission baskets as one of many options (see discussion in 22 
Chapter 7) (panel d). The timing of net positive and net negative emissions across the 9 SSP marker 23 
scenarios over time (panels e on the right side). [Note: this graph is only a sketch to highlight a few 24 
aspects of the AR6 emission database. To be updated] 25 

 26 
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 28 

 29 

The temperature and cumulative-emission based scenario classification.  30 

The Integrated Assessment Model (IAMs) community provides a wealth of hundreds of scenarios, in 31 

addition to the ESMs scenario runs carried out under CMIP6 for a set of “marker scenarios”. These IAMs 32 

scenarios follow various shared policy assumptions (SPAs) - resulting in a mix of low and high emission 33 

scenarios with various timings, multi-gas shares and regional differences. This wealth of scenarios can then 34 

be classified according to a scenario’s peak temperature (or the likelihood to exceed a certain temperature 35 

level relative to pre-industrial), relating directly to a key policy variable of interest. Examining the emission 36 

pathway characteristics of all scenarios in one temperature class allows for a better insight of cost-optimal 37 

and second-best emission milestones and characteristics while at the same time providing insights regarding 38 

the flexibility to divert from the middle-of-the-road pathways in a specific scenario class. The disadvantage 39 

is clearly that uncertainties are folded into the scenario classification that are external to the scenarios 40 

themselves. However, with a proper characterisation and synthesis of uncertainties across the AR6 report, 41 

ranging from the CO2-induced warming, non-CO2 greenhouse gas and aerosol effect, as well as carbon cycle 42 

and Earth system feedbacks. This integration of uncertainties is assessed in this WGI Report. Furthermore, a 43 

temperature-defined scenario classification enables a closer integration of results across the various research 44 

communities – linking to temperature-tagged impact results from WGII, but also paleoclimatic studies 45 

assessed elsewhere in this report (see Section 1.6.3). In addition to temperature-based scenario 46 

classifications, this report will perform a cumulative carbon emission classification of scenarios, as described 47 

in Section 1.6.4.  48 

 49 

Cumulative carbon emissions and global-mean temperatures are representative for a broad spectrum 50 

of climate effects.  51 

Global mean temperature levels are nearly-linearly related to a number of a number of regional climate 52 

impacts, temperatures (Mitchell, 2003; Mitchell et al., 2000; Tebaldi and Arblaster, 2014), aggregated 53 

impacts against temperature levels have been widely used and embedded in the iconic ‘Reasons for concern’ 54 

(RFC) figure (Smith et al., 2009; IPCC, 2014). The RFC framework has been further expanded in the SR15, 55 

the SROCC and SRCCL by explicitly looking at the differential impacts between half-degree warming levels 56 

(cf. King et al. (2017), and more specific impacts. Global-mean temperatures are hence the ‘pars-pro-toto’ 57 
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representation and approximation of a much wider range of regional climate impacts, cognizant of some of 1 

the limitations as for example regional precipitation responses also strongly depend on the forcings 2 

themselves, the vertical structure of the troposphere (Andrews et al., 2010) and aerosols in particular (Frieler 3 

et al., 2012). Similarly, cumulative carbon emissions are a good proxy and a pars-pro-toto, offering the 4 

opportunity to synthesise insights by WGI along the dimension of cumulative carbon emissions. With the 5 

overwhelming majority of future greenhouse gas induced warming resulting from elevated carbon dioxide 6 

concentrations across the scenarios, it is also key to keep the second-order variations in mind. For example, 7 

methane emission rates shortly before and at the time of peak warming levels can have a strong effect on the 8 

remaining carbon budget (Collins et al., 2018) (see Figure 1.21, panel c). In summary, in addition to 9 

scenarios, knowledge integration across the cumulative emission and temperature axes opens additional 10 

opportunities to synthesize knowledge across Chapters and Working Groups. 11 

 12 

 13 

[START FIGURE 1.22 HERE] 14 

 15 
Figure 1.22: The marker SSP scenarios used throughout the AR6 report, their cumulative CO2 emissions and 2050 16 

GHG emission levels in the context of the risks from climate change. Shown is the Synthesis Report 17 
Figure SPM.10 from AR5, updated by the 21st century characteristics of the new SSP scenarios in panel 18 
b and c.  [Note, this is only a hand-drawn sketch]. 19 

 20 
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 23 

Nuances and limitations of the ‘dimensions of integration’.  24 

Ever since the ‘dimensions of integration’ have emerged in the scientific literature, a body of literature has 25 

also investigated the limitations, non-linearities and shortcomings of those. Regarding the dimension of 26 

cumulative emissions, the potential disadvantage is – to the extent that CO2 trajectories and non-CO2 27 

emissions materially differ (see e.g. Figure 1.21, panel c) – that the categorisation of scenarios according to 28 

their cumulative carbon emissions does not imply similarly distinct climate outcomes of the adjacent 29 

emission-defined scenario classes. As further explored as part of the WGIII assessment, one potential 30 

limitation when presenting emission pathway characteristics in cumulative emission budget categories, the 31 

knowledge around path-dependencies and lock-in effects should also be fully considered. For example, 32 

continuously high emission early-on might imply strongly net negative emissions later on to reach the same 33 

cumulative emission and temperature target envelope by the end of the century. This report will explore 34 

options to address some of those potential issues from a WGI perspective. Regarding the dimension of 35 

global-mean temperatures, for example, distilling geophysical climate effects for low warming before the 36 

emergence of 1.5°C specific scenarios is often performed by using early-century time slices of higher 37 

emission scenarios. Similarly, for 2°C, higher scenarios or idealized scenarios had been used before RCP2.6 38 

climate results were available. Distilling robust results from time slices of transient but ultimately higher 39 

warming scenarios is for example hampered by relatively higher aerosol emissions compared to scenarios in 40 

which 1.5°C or well-below 2°C temperature levels above pre-industrial levels are achieved and maintained. 41 

Low aerosol emission levels are projected under low mitigation scenarios for the middle and end of this 42 

century, rendering the geographical and precipitation responses different from a transient 1.5°C snapshot of a 43 

higher warming scenario. Another aspect is how long-term sea level rise correlates with the global-mean 44 

temperatures. For sea level rise, time is important as several sea level rise contributions are approximately 45 

proportional to the integral over global-mean temperature. Thus, sea level rise after a 1°C warming for 50 46 

years will be quite a bit lower than the sea level rise that arises from keeping that 1°C warming for 150 years. 47 

 48 

 49 

1.6.2 Scenarios reflecting choices within an uncertain future 50 

 51 

As a tool to methodologically examine the future, scenarios have risen to prominence since the ‘Limits to 52 

Growth’ report in 1972 by Meadows et al. (1972) (see Cross Chapter Box 2 on “Scenarios and other methods 53 

to characterise the future” in SRCCL). Rather than predicting the future, scenarios examine future 54 

developments in a “what-if” explorative sense (cf. Moss et al., 2010). While there are some probabilistic 55 
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socio-economic and emission scenarios in the literature (e.g. Webster et al., 2003), the scenario literature 1 

does not assign probabilities to individual scenarios, as the future is intrinsically unpredictable. The 2 

plausibility assigned to various scenarios can change over time. For example, the likelihood of a scenario of 3 

‘regional rivalry’ would have been discussed very differently during the adoption of the Paris Agreement in 4 

2015 compared to just two years later. The public acceptability and assessments of potentials of large-scale 5 

biomass plantations with carbon capture and storage (CCS) also changes over time and across countries and 6 

leads to differing assessments as towards their likelihood or desirability of scenarios that employ high shares 7 

of that particular negative emission technology (e.g. Fuss et al., 2014). In summary, the foundational 8 

principle of scenarios is that they are “what-if” projections, discussed in regard to their (changing) 9 

plausibility, facilitating factors, side effects and their respective desirability, rather than scenarios being 10 

deterministic or probabilistic predictions.  11 

 12 

Scenarios are a core element to WGI, even though largely exogenous. Scenarios have been used in IPCC 13 

reports since the First Assessment Report (Legget, 1992) with so-called IS92, SRES, and RCPs informing 14 

more than three decades of climate change research. For this WGI Report, the emissions of the main set of 15 

scenarios are the Shared Socioeconomic Pathways (SSPs, Riahi et al 2017), reflecting future emissions that 16 

result from socio-economic scenarios that are assessed in detail in WGIII. However, the scenario generation 17 

process with the harmonisation of emissions, completion with natural forcings, biomass burning emissions, 18 

land use patterns, greenhouse gas concentrations and ultimately the climate projection is a process that 19 

weaves through all three Working Groups of the IPCC and their respective scientific communities (Figure 20 

1.20). In addition to those transient long-term scenarios, multiple idealized pathways and time-slice 21 

experiments independent of scenarios are investigated by climate models. Ever after the first transient 22 

climate modelling runs in 1988 with a General Circulation Model (Hansen et al., 1988), the transient 23 

modelling experiments with scenarios are a core element of physical climate science. Except for seasonal 24 

and most decadal predictions, future climate projections are conditional on the respective scenario.  25 

 26 

The use of different scenarios for climate change projections introduces a so-called ‘scenario-uncertainty’ in 27 

the projections (Collins et al., 2013) (see Section 1.5.4). However, ‘scenario uncertainty’ might be a slight 28 

misnomer, as scenarios are technically not an uncertainty, but an outcome of many collective choices (Knutti 29 

et al., 2008). Future emissions are, to a large extent, the outcome of a collective choice in relation to 30 

population growth, economic activity, or choices regarding an activities’ emission intensity. For example, 31 

the future share with which electricity demand is met by coal power plants, or renewables or whether energy 32 

efficiency is lowering energy demand, are explicit or implicit collective choices. Scenarios are hence 33 

fundamentally different from geo-physical uncertainties. On the other hand, from an adaptation planning 34 

perspective, an investment into long-term water infrastructure, for example, faces the uncertainty as to what 35 

the collective aggregate choice of humanity that ultimately determine human-induced emission levels.  36 

 37 

Long-term scenario uncertainties can be made accessible by means of ‘scenario storylines’. ‘Storylines’ in 38 

this context (see Section 1.2.4.3 for a broader discussion on ‘storylines’ that also discusses ‘event storylines’)  39 

are descriptions of that state of a future world and the large-scale development towards there (e.g. ‘regional 40 

rivalry’ vs. ‘global cooperation’) that are deemed plausible with the current state of knowledge and historical 41 

experiences. They do not ‘seek truth’, but attempt to ‘stimulate, provoke, and communicate visions of what 42 

the future could hold for us’ (Rounsevell and Metzger, 2010) in settings, where either limited knowledge or 43 

inherent unpredictability in social systems prevents a forecast or numerical prediction. Storylines are nothing 44 

new in climate research, as they are the explicit or implicit starting point of any scenario exercise, whether 45 

for SRES scenarios or SSPs (e.g. O’Neill et al., 2017a).  46 

 47 

However, a new paradigm has emerged over the decades of considering socio-economic storylines and 48 

emission futures as orthogonal. Until the mid 2000s, socio-economic storylines have often been represented 49 

by a single marker or illustrative scenario. That led to the misperception that a certain socio-economic 50 

development path dictated greenhouse gas and short-lived climate forcer levels. Within reference scenarios, 51 

this paradigm started to be differentiated when the high-economic A1 scenario family in the set of SRES 52 

scenarios was represented by three scenarios, A1FI, A1B and A1T, that imply high, medium and 53 

comparatively lower future emission levels (SRES, Nakicenovic and Swart, 2000). The set of scenarios that 54 

followed, the Representative Concentration Pathways (RCPs, Moss et al., 2010), were intentionally devoid 55 
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of the socio-economic underlying storylines, and was the starting point for a more systematic exploration of 1 

the two-dimensional space of socio-economic storylines (O’Neill et al., 2014) and emission levels. This new 2 

matrix approach made explicit that any socio-economic development storyline can be consistent with almost 3 

any emission future assuming the appropriate level of mitigation action. This approach was further 4 

developed with the current set of scenarios used, the SSPs. Employing various levels of mitigation action, 5 

the new SSP-RCP scenarios span five broad future socio-economic developments and emission futures that 6 

are consistent with global warming of 1.5°C, or well-below 2°C above pre-industrial levels on the one hand, 7 

and, on the other hand, high emission levels that would reach global mean temperature levels beyond 4°C 8 

this century. When assuming a more sustainability-oriented future, in contrast to one in which regional 9 

rivalry is a dominating element, the emission levels consistent with the lower temperature levels are 10 

achievable with comparatively low mitigation efforts. However, in all scenarios, substantial co-benefits of 11 

mitigation action materialize, such as reduced air pollution and increasingly cost-savings for electricity 12 

consumers due to falling technology costs of renewable energies.  13 

 14 

The five shared socio-economic pathways represent the broad developments of ‘sustainability’ (SSP1), a 15 

‘middle of the road’ development (SSP2), ‘regional rivalry’ (SSP3), ‘inequality’ (SSP4) and ‘fossil fuel 16 

intensive’ development (SSP5) (Figure 1.23) While the lowest emission levels are generally not achieved in 17 

a world that is otherwise set on a course of fossil-fuel development, likewise, a sustainability-oriented socio-18 

economic world development is not envisaged to go hand in hand with very high emission levels, even 19 

without additional mitigation action. A total of nine scenarios populating a range of forcing levels across all 20 

five socio-economic developments have been prepared to drive the Earth System Models for the CMIP6 (see 21 

Figure 1.23). Of those, this report mainly focuses on those four scenarios in “Tier 1” (SSP1-2.6, SSP2-34, 22 

SSP3-70 and SSP5-85) that all climate modelling groups were asked to run as a priority, in addition to the 23 

low emission scenarios SSP1-1.9, which examines the lower temperature targets envisaged in the Paris 24 

Agreement (see Section 1.4.4 on CMIP6).  25 

 26 

Multi-scenario analysis can enhance robustness of policy-relevant results. Depending on the research or 27 

policy question, an integration of uncertainties across a multitude of scenarios enables policy-relevant 28 

results. For example, the remaining amount of cumulative carbon emissions to stay well below 2°C or below 29 

1.5°C, the so-called remaining carbon budget, is crucially dependent on the non-CO2 forcing contribution at 30 

the time of peak temperatures. While for example the RCP2.6 scenario had comparatively low non-CO2 31 

emission levels, an analysis across a large set of low emission scenarios is enhancing the robustness and 32 

enables the uncertainty analysis of derived carbon budgets within WGI (see Chapter 5).  33 

 34 

Idealized scenarios go beyond the key set of socio-economically anchored scenarios. This report explores a 35 

range of idealized scenarios, temperature levels and examinations of the more complete set of scenarios 36 

collected by the integrated assessment community in recent years, asssembled in the AR6 scenario database 37 

that is set up by WGIII. Idealized scenarios refer to experiments where CO2 concentrations are, for example, 38 

increased by 1% per year, or instantly quadrupled and have extensively been used in previous and current 39 

intercomparison projects. The idealized experiments are used to diagnose climate sensitivity and the pattern 40 

of feedbacks across the suite of models.  41 

 42 

 43 

[START FIGURE 1.23 HERE] 44 

  45 
Figure 1.23: The five future shared socio-economic scenarios SSP1 to SSP5, their model-specific reference scenarios 46 

and mitigation scenario within each future world. Here, the nine marker SSP scenarios from ScenarioMIP 47 
are shown with the higher priority scenarios SSP1-1.9, SSP1-2.6, SSP2-4.5, SSP3-7.0 and SSP5-8.5 48 
being shown in higher opaqueness. The illustrative temperature evolution is derived from the default 49 
MAGICC 7.0 setting used to produce the greenhouse gas concentrations for those SSP scenarios 50 
(greenhousegases.science.unimelb.edu.au). Note that those temperature evolutions are illustrative only 51 
and subject to large uncertainties. The black stripes on the respective scenario panels indicate SSP 52 
scenarios that were not selected to be marker scenarios, but span the scenario range more fully [Note, this 53 
graph is a sketch only. To be updated]. 54 

 55 
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 1 

 2 

1.6.2.1 Scenarios with their shared socio-economic pathways, their reference and mitigation scenarios 3 

 4 

This section provides some background and synthesis regarding the considered Shared Socio-economic 5 

Pathways (SSPs). The long-term and multi-faceted nature of climate change requires scenarios to describe 6 

how socio-economic evolutions in the 21st century could influence future energy and land use, resulting 7 

emissions and possibilities to mitigate them, as well as the evolution of human vulnerability and exposure to 8 

climate change impacts. These evolutions are driven by demographic trends, economic processes, 9 

technological innovation, governance and lifestyles. Although many scenarios of future socio-economic 10 

developments could be plausible, a small set of scenarios are needed to harmonize assumptions and facilitate 11 

research coordination and synthesis.  12 

 13 

The five Shared Socioeconomic Pathways (SSPs) were developed by the research community to serve this 14 

goal (Nakicenovic et al., 2014). Each SSP is an internally consistent, plausible and integrated description of a 15 

possible future. Between SSPs, they are contrasted in terms of socio-economic challenges to mitigation and 16 

to adaptation. The SSPs form a set of qualitative storylines describing societal futures (O’Neill et al., 2017b) 17 

associated with quantitative projections of socio-economic determinants such as population, GDP and 18 

urbanization (Dellink et al., 2017; Jiang and O’Neill, 2017; KC and Lutz, 2017), as well as quantifications of 19 

the energy system, land use and GHG emissions developments (Riahi et al., 2017a). Socio-economic driving 20 

forces consistent with any of the SSPs can be combined with a set of climate policy assumptions (Kriegler et 21 

al., 2014) that together would lead to emissions and concentration outcomes consistent with the RCPs, 22 

therefore creating the SSP-RCPs scenarios matrix (van Vuuren et al., 2014). 23 

 24 

 25 

[START TABLE 1.4 HERE] 26 

 27 
Table 1.4: The marker SSP scenarios and their specific challenges to mitigation and adaptation. Figure taken from 28 

IPCC SR1.5 (O’Neill et al. 2017b). 29 

 30 

 31 
 32 

[END TABLE 1.4 HERE] 33 

 34 
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There is less clarity compared with early scenario exercises about what is “business-as-usual”. For more than 1 

two decades of scenario research, the standard paradigm has been that a ‘business-as-usual’ world is 2 

modelled in which no new policy or regulatory frameworks for climate mitigation are assumed. These 3 

scenarios answered the question: What emissions are to be expected in the absence of additional renewable 4 

energy and climate policies? For example, air pollution related policy assumptions still lead to strongly 5 

reduced aerosol emissions even in the high emission scenarios without climate policies (such as RCP8.5). 6 

However, strong reduction in costs of mitigation technologies that were often induced by climate and energy 7 

policies at the start, such as for solar PV and wind power, could be seen as undermining to some extent the 8 

overall definition of “business-as-usual” that is devoid of climate policies. Thus, to steer away from the 9 

ambiguous term ‘business-as-usual’, the scenario communities have generally adopted the name ‘reference 10 

scenario’ to describe the high-emission and hypothetical scenarios that might happen if economic and policy 11 

trends would break with the past and no new climate, renewable energy or land use policies were being 12 

enacted.   13 

 14 

The scenarios now offer unprecedented detail for climate model simulations. With future emission 15 

trajectories being developed by the integrated assessment communities, the emission scenarios are processed 16 

and complemented by a number of other research groups in order to allow comprehensive climate model 17 

experiments (Durack et al., 2018). First, historical emission data was combined with future scenarios, 18 

drawing on various expertise regarding historical emission inventories (Gidden et al., 2018). Secondly, the 19 

emission scenarios from the integrated assessment community focuses on global and regional emissions of 20 

major greenhouse gases (CO2, CH4, N2O), some aggregated (HFCs, PFCs) and individual halogenated 21 

species (SF6, sometimes NF3) and aerosols. In order to complement other anthropogenic drivers, emissions 22 

of gases controlled under the Montreal Protocol are included, as well as a number of individual smaller 23 

industrial gases (WMO, 2014a). Reactive gas emissions (such as CO, SOx, CH4, NOx, VOC) are downscaled 24 

to provide a 1°x1° degree or finer spatial and annual resolution of historical and future emissions, so that 25 

chemistry climate models can be driven (Hoesly et al., 2018). Thirdly, as some General Circulation Models 26 

(GCMs) do not have an interactive carbon cycle and none of the Earth System Models explicitly models the 27 

smaller trace gases for computational efficiency, greenhouse gas concentrations are provided for the 28 

greenhouse gas concentration-driven runs (Meinshausen et al., 2017). For CMIP6, those greenhouse gas 29 

concentration fields included for the first time the latitudinal gradient and seasonality. Fourthly, the Earth 30 

System Models without interactive chemistry are provided with, for example, tropospheric and stratospheric 31 

ozone fields consistent with the respective scenarios (Hegglin, et al., in preparation,). Fifthly, nitrogen 32 

deposition fields are generated allowing dynamic vegetation models with a nitrogen cycle to create more 33 

realistic carbon cycle simulations (Hegglin et al.). Also, historical landuse and landcover maps have been 34 

provided in a high spatial resolution and consistent with the socio-economic drivers within the SSPs. Natural 35 

forcings are also provided, specifically waveband resolved solar forcing in a level of detail that was not 36 

available for CMIP5 (Matthes et al., 2017b) and spatially resolved volcanic aerosols historical time series 37 

(Thomason et al., 2018). This large set of input fields is accessible via the ESGF/PCMDI servers as so-called 38 

‘input4mip’ variables (for scenario, emission and other forcing data, see https://www.wcrp-39 

climate.org/wgcm-cmip/wgcm-cmip6 .  40 

 41 

 42 

[START FIGURE 1.24 HERE] 43 

 44 
Figure 1.24: Examples for the input datasets for the SSP scenarios, showing the range of SO2 emission scenarios over 45 

the 21st century [Note, a future version of this graph will show the RCP range in the background], and 46 
also a very high and low spatial emission example from the SSP3.-7.0 and SSP3-7.0-lowNTCF scenarios 47 
in 2100, respectively (top row). As landuse examples for the SSP scenarios, the spatial change in 48 
cropland cover in year 2100 to year 2015 is shown in the scenario SSP3-7.0 (left  panel), the global 49 
cropland change over time in all SSP scenarios compared with the RCP scenarios (middle panel) and the 50 
change in forest cover - with afforestation and reforestation in the SSP1-1.9 and SSP1-2.6 scenarios 51 
indicating the strongest increase in global forest cover (right panel). Source: Top graphs produced by 52 
CICERO on the basis of SSP database 2.0. Bottom graphs adapted from Fig 4 in O'Neill et al. (2016) with 53 
the cropland cover map being based on the land-cover dataset from LUMIP (Hurtt et al, in preparation - 54 
available at: http://luh.umd.edu/). 55 

 56 
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[END FIGURE 1.24 HERE] 1 

 2 

 3 

The SSP scenarios are emission and concentration scenarios, not forcing scenarios. It is worth noting that 4 

although this detailed scenario information is often described as forcing scenarios or elements thereof, the 5 

input information on anthropogenic forcers to Earth System Models only comes in the form of emissions and 6 

concentrations (i.e. dry mol fractions for greenhouse gases or mass and size distributions for aerosols), and 7 

landuse/landcover maps, not to actual forcing data. The radiative forcing labels of the RCP and SSP 8 

scenarios, such as “2.6” in RCP2.6, are approximate nameplate labels. The actual global mean effective 9 

forcing will be different from Earth System Model to Earth System Model due to different radiative forcing 10 

schemes, uncertainties in aerosol-cloud interactions and different fast feedback mechanisms, among other 11 

reasons. The advantage of using approximate radiative forcing labels however is that a clear ranking between 12 

the scenarios can be established and that multiple climate driving forcers that are at play in those scenarios 13 

can be summarized into one number. The classification in this report according to cumulative carbon 14 

emissions (see Section 1.6.4) and temperature levels (Section 1.6.3 and Cross-Chapter Box 1.5 on emulators) 15 

complements those forcing labels.  16 

 17 

 18 

[START FIGURE 1.25 HERE] 19 

 20 
Figure 1.25: An illustrative comparison of the relative importance of greenhouse gas concentrations for projected 21 

climate change. The blue shaded area indicates the approximate forcing exerted by CO2 in three of the 22 
SSP scenarios, SSP1-1.9, SSP1-2.6 and SSP3-7.0. The CO2 concentrations under the SSP1-1.9 scenarios 23 
approximately reach 350 ppm after 2150, those of SSP1-2.6 around 400 ppm and the SSP3-7.0 as one of 24 
the higher scenarios will reach levels of nearly 1500 ppm CO2 in the longer term until 2300. Also shown 25 
are the effects of reducing short-lived climate forcers in the SSP3-7.0 scenario at the example of methane 26 
(panel c, black arrows in the top right), when comparing the SSP3-7.0 scenarios with the AerChemMIP 27 
variant SSP3-7.0-lowNTCF [To be updated] 28 

 29 

[END FIGURE 1.25 HERE] 30 
  31 
 32 

1.6.2.2 Scenarios in the context of the Paris Agreement 33 

 34 

The long-term goal of the Paris Agreement is “to is to keep the increase in global average temperature to 35 

well below 2 °C above pre-industrial levels; and to limit the increase to 1.5 °C”. Furthermore, the 1.5°C 36 

target emerged as part of the Paris Agreement, for example due to the expected climate impacts and implied 37 

sea level rise of 2°C warming (e.g. Levermann et al., 2013). Therefore a range of SSP marker scenarios as 38 

well as the larger AR6 scenario database are examined according to the degree the individual scenarios are in 39 

line with the Paris Agreement targets. Specifically, following from the IPCC SR1.5 classification of 40 

emission scenarios in various categories by both the likelihood to stay below certain temperature levels, as 41 

well as – in the case of 1.5°C – their respective implications for no overshoot or a low or higher initial 42 

overshoot.  43 

 44 

The current emissions targets under the Paris Agreement reach until 2030. This report is using the existing 45 

literature of the aggregate emission levels under the nationally determined contributions (NDCs) of the Paris 46 

Agreement to put the scenarios investigated in this WGI into context. A much closer look at aggregate NDCs 47 

is performed in WGIII, so that here only the aggregate global emission ranges (UNFCCC, 2016) are 48 

compared against the scenarios’ 2025 and 2030 emission levels (see also Cross-Chapter Box 1.1 on the 49 

global stocktake process) 50 

 51 

[Placeholder for a table with explanatory text to be inserted that provides results of the contextualisation of 52 

the AR6 emission scenario database in the light of the Paris agreement] 53 

 54 

 55 
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 2 
Figure 1.26: Historical concentrations for the past 2000 years of CO2, CH4 and N2O (Meinshausen et al., 2017), and 3 

[draft sketch of] temperature reconstructions joined with scenario information up to year 2300. The 4 
temperature proxies over the last 2000 years were compiled by the Pages 2K project (Emile-Geay et al., 5 
2017) and also shown are northern hemispheric temperature reconstructions by Mann et al. (1999) (dark 6 
blue ranges). Future temperature projections are from the CMIP6 ScenarioMIP experiment, examined in 7 
Chapter 4 of this report. The grey vertical band indicates the 21st century.  [ Note: this is a draft sketch 8 
figure only]. 9 

 10 

[END FIGURE 1.26 HERE] 11 

 12 

 13 

[START FIGURE 1.27 HERE] 14 

 15 
Figure 1.27: Illustrative synthesis figure on the “decision power/policy-relevance” of scenarios in the context of the 16 

Paris Agreement. The ‘decision power’ for this analysis is here defined as the range between reference 17 
and various mitigation scenarios that include shared policy assumptions (SPAs), separated by gases and 18 
scenario characteristics in relation to their effect (attributable warming) on peak 21st century temperatures 19 
[and end of century sea level rise] (y-axis). The individual elements on the x-axis can be: Next decade 20 
cumulative CO2 emissions, CH4 emissions, non-methane SLCF, second half of century net negative CO2 21 
emissions, and GHG emission levels in 2030 (possibly shown by various metrics, (GWP|GTP, and GWP* 22 
in some form)).  For example, methane emissions, cumulative CO2 emissions, cumulative GHG emissions 23 
(GWP|GTP\GWP* weighted), SLCF emissions and other GHG emissions. [dependent on AR6 scenario 24 
database analysis].   25 

 26 

[END FIGURE 1.27 HERE] 27 

 28 

 29 

1.6.3 Temperature levels as additional tool for cross-Working Group integration 30 

 31 

This section provides the methodological underpinning for an additional ‘dimension of integration’ along 32 

global-mean temperature bands. 33 

 34 

As the IPCC SR1.5 concluded, every half a degree or even smaller fractions of a degree of warming matter 35 

in terms of climate impacts (see IPCC SR1.5; Schleussner et al., 2016 - see also Chapter 11). Following 36 

these SR1.5 results, this report adopts the half-degree temperature bands, starting from a pre-industrial 37 

reference point (see Section 1.5.3), across which climate projections, impacts, adaptation challenges and 38 

mitigation challenges can be integrated within and across the three WGs. Specifically, the categorisation is 39 

performed in half-degree steps with 1.5°C, 2.0°C, 3.0°C, 4.0°C as the central points the higher importance 40 

‘Tier 1’ levels, with additional half-degree categories around 2.5°C, 3.5°C up to a level around 6.0°C (see 41 

Table 1.5) [This will depend on CMIP6 results].  42 

 43 

The average global temperature during the early-industrial period (1850-1900) is approximately equivalent 44 

to pre-industrial temperature, and so can be used as a baseline to assess issues associated with warming 45 

levels. However, it is also likely (medium confidence) that there was some anthropogenic warming which 46 

occurred between pre-industrial and early-industrial periods, which was at least partially offset by volcanic 47 

activity during the early-industrial period. The magnitude of this warming is plausibly 0.0-0.1C which is 48 

pertinent for assessments involving remaining carbon budgets consistent with the Paris Agreement and 49 

earlier policy targets that refer to pre-industrial temperature levels (see 1.5.3.2).  50 

 51 

 52 

[START TABLE 1.5 HERE] 53 

 54 
Table 1.5: Description of the Tier 1 and Tier 2 global mean-surface air temperature relative to pre-industrial levels. 55 

 56 
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Tier 1 temperature 

reference levels 

Notes 

 

1.5°C In line with climate futures and impacts that would result from limiting warming at 1.5°C - in line 

with the Paris Agreement target to pursue best efforts to limiting warming to 1.5°C 

2.0°C Impacts are those that would be avoided, if Paris Agreement target to limit warming to “well below 

2.0°C” were achieved.  

3.0°C In line with a climate future that would result of the Paris Agreement 2.0°C target would be missed by 

1°C.  

4.0°C In line with a climate future that would result by the end of the century under most no-climate-policy 

reference scenarios, although temperatures could rise as high as [Z] degree (see Chapter 4).  

Tier 2 temperature 

reference levels 

 

1.0°C (~current), 

2.5°C, 3.5°C,  

4.5°C, 5.5°C,  

6.0°C, 6.5°C, 7.0°C 

Temperature levels at half-degree steps that complete the full range from 1.0°C to the maximal 

temperatures shown by CMIP6 models under the SSP5-8.5 scenarios by the end of the 21st century 

(tbc - see Chapter 4).  

 1 

[END TABLE 1.5 HERE] 2 

 3 

The methods to provide averaged climate at certain temperature levels can be ordered into three sub-4 

categories. As the IPCC Special Report on 1.5°C found (Section 3.2.1 therein), there is the need to 5 

distinguish between three cases: firstly, information that is drawn from transient climate responses for those 6 

temperature levels, i.e. from climate simulations that ‘pass through’ the respective warming levels. In that 7 

case, the methods to derive the climate information pegged a certain temperature level uses for example an 8 

empirical scaling relationship approach (Seneviratne et al., 2016, 2018; Wartenburger et al., 2017) or ‘time 9 

sampling’ approach described in James et al. (2017); secondly, information that is drawn from (relatively) 10 

short-term stabilisation scenarios, e.g. from climate projections that are the result of scenarios that reach and 11 

stabilise at a particular temperature level by the end of the 21st century; thirdly, there is a multi-millennial 12 

response time associate with each warming level. For slow-onset and integral climate impacts, the time 13 

dimension will be fundamentally important as for example sea level rise response to 1°C of warming is very 14 

different after 20 or 100 or 1000 years.  15 

 16 

 17 

[START CROSS-CHAPTER BOX 1.5 HERE] 18 

  19 

Cross-Chapter Box 1.5: Physical emulators of global mean temperatures for scenario classification 20 

and knowledge integration. 21 

 22 

This box describes simplified parameterisations and simple climate models, which have been used to 23 

emulate the characteristic responses of higher complexity process-based models or Earth System Models, 24 

their overall temperature response or the dynamics of their sub-models (like the carbon cycle, or thermosteric 25 

sea level rise) since the beginnings of the IPCC (see Harvey and Schneider, 1985; Houghton et al., 1997).  26 

The main use of emulators is to extrapolate the insights from Earth System Models (ESM) as well as 27 

observational constraints to a large set of emission scenarios. The computational efficiency of various 28 

emulating approaches opens new analytical possibilities given that Earth System Models take a lot of 29 

resources for each simulation. The applicability and usefulness of emulating approaches is obviously 30 

constrained by their skill to reflect certain Earth System Model responses (such as global-mean or 31 

hemispheric land/ocean temperatures) and by their ability to extrapolate skilfully outside the calibrated 32 

range. While physical emulators have been used for decades in various applications (e.g. the temperature 33 

classification of Working Group III (WGIII) scenarios in AR4 and AR5 has been undertaken with a 34 

calibrated version of MAGICC), recently renewed interest in emulators emerged as the IPCC Special Report 35 

on Global Warming of 1.5oC, with the timescales involved in the report’s production precluding Earth 36 
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system models running multiple future scenarios in time to for assessment therein.  1 

 2 

The term emulators is different from the term simple climate models. Simple climate models can be used as 3 

emulators of ESM models, but such emulation can also be performed with very simple parameterisations 4 

(‘one-or-few-line-climate-models’), statistical methods like neural networks, genetic algorithms or other 5 

Artificial Intelligence approaches. The term simple climate models (SCMs) generally refers to a broad class 6 

of lower dimensional models of the energy balance, radiative transfer, carbon cycle, or a combination of 7 

such physical components. SCMs are however also suitable for performing emulations of climate-mean 8 

variables of ESMs given that their structural flexibility can capture both the parametric and structural 9 

uncertainties across Earth System Model responses. The advantage of SCMs compared to simpler or 10 

statistical approaches is that their rudimentary physical process parameterisations provide additional reason 11 

to trust moderate extrapolations from the response space that is covered by Earth System Models. Simple 12 

climate models do not have to be run in ‘emulation’ mode, though, as they can also be used to test 13 

consistency across multiple lines of evidence with regard to climate sensitivity ranges, transient climate 14 

responses (TCR), transient climate response to cumulative emissions (TCRE) and carbon cycle feedbacks 15 

(see Chapters 5, 7).  16 

 17 

Current emulators can be classified into many different categories, depending on their comprehensiveness 18 

(i.e. whether they emulate glacier responses or the whole Earth System with permafrost, sea level rise and a 19 

large set of gas cycles), or their ocean heat uptake parameterisations, which strongly affect the long-term 20 

climate responses (i.e. a simple diffusive ocean or an upwelling, diffusive entrainment parameterisation), 21 

and/or their overall model complexity (single line impulse response functions or compact Earth System 22 

models), but also according to their parameterisation and model structure. We here provide an approximate 23 

categorisation of the literature according to model complexity. Impulse response function characterisations 24 

of the Earth’s temperature response and climate models with a small set of equations (e.g. DICE, AR5-IR) 25 

are in the first category. The more comprehensive simple climate models that do not have a purely diffusive 26 

ocean (e.g. MAGICC, BernSCM, Hector) or impulse response representations that come with a sophisticated 27 

representation of one or more Earth System elements (e.g. OSCAR) are in the second category. The third 28 

category comprises statistical approaches, ranging from neural networks to more recent AI approaches, 29 

which are particularly well suited to emulate variability - a capacity that is outside the standard design 30 

ambitions for simple climate models. However, the literature overview below is particularly focussed on 31 

those models that attempt to emulate global mean temperatures (among other things), acknowledging that the 32 

literature on emulators for specific climate system domains is much wider.  33 
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[START CROSS-CHAPTER BOX 1.5, TABLE 1 HERE] 1 

 2 
Cross-Chapter Box 1.5, Table 1: categorisation of different approaches that can be used to emulated global-mean 3 

temperatures of Earth System Models. 4 
 5 
 6 

Emulator Type4 Examples in the literature Notes on general use in literature / in AR6 

The impulse response 

and diffusive ocean 

SCMs  

● AR5-IR (Supplementary 

Material 8.SM.11 of Myhre et 

al. (2013)) 

● “Two-layer EBM” (Geoffroy et 

al., 2013) 

● Bern-SAR (IPCC SAR); Bern-

TAR (IPCC TAR)  

● “5-equation IR” (Jenkins et al., 

2019) 

● FaIR (Smith et al., 2018)  

● DICE (Knutti et al., 2003);  

Often used for emission metric calculations with 

simplified impulse response (IR) equations for 

concentrations and temperatures. See for example 

Supplementary Material 8.SM.11 in the Fifth 

Assessment Report. The more encompassing of the 

impulse response models are also used for multi-gas 

assessments and ESM emulations.  

 

[AR6 usage tbc] 

Comprehensive SCMs 

“upwelling, diffusion, 

entrainment” or 

“compact Earth System 

Models” 

● UDE-EBM (Schlesinger et al., 

1990) 

● ACC2 (Tanaka et al., 2007) 

● BernSCM (Strassmann and 

Joos, 2018) 

● Hector (Hartin et al., 2015),  

● HILDA (SIEGENTHALER and 

JOOS, 1992) 

● MAGICC. Version 5.3 (Raper 

et al., 2001; Wigley et al., 

2009), Version 6.0 

(Meinshausen et al., 2011c; 

Wigley et al., 2009) and  

● OSCAR 2.2 (Gasser et al., 

2017) 

Several simple climate models have been used in the 

past under a wide range of applications ranging from 

metric calculations, scenario classification in WGIII, 

probabilistic assessments with historical constraints, 

uncertainty integration across various domains and sea 

level rise projections. Also used to project GHG 

concentrations from emission scenarios.  

 

[AR6 usage tbc] 

Statistical approaches Neural networks (Knutti et al., 2003) 

[to be completed.]  

Various applications to analyse, emulate and 

probabilistically investigate the behaviour of more 

complex models.  

 

[AR6 usage tbc] 

 7 

[END CROSS-CHAPTER 1.5, TABLE 1 HERE] 8 

 9 

An intercomparison of emulators investigates limitations and skills of emulators, which often depend on 10 

their complexity. Simple climate models can provide good approximations of the hemispheric-scale and 11 

land/ocean scale of surface air temperatures, sea level rise contributions, and global carbon cycle responses, 12 

but come with a number of potential limitations. As one example, at the time of the IPCC AR5, very simple 13 

climate models were used in historical constraining studies that suggested rather low climate sensitivities 14 

(such as a median of 1.9K) to be in line with the observational records (e.g. Otto et al., 2013). Subsequent 15 

publications discussed to what degree simplified model structures could be responsible for those particular 16 

results, given that resolving the global-mean responses of heterogeneous radiative forcers such as aerosols 17 

might be difficult in global-mean models (Shindell, 2014), and effectively time-variable or state-dependent 18 

climate sensitivities as shown from Earth System models (Houghton et al., 1997; Meinshausen et al., 2011a) 19 

were not included in some of the studies that suggested lower climate sensitivities on the basis of 20 

observational constraints. Some studies suggest, for example, that including the effect of time-changing 21 

temperature patterns on effective or inferred climate sensitivity increases the observationally constrained 22 

values from a best estimate of 1.9K to 3.2K (Andrews et al., 2018) (see Chapter 7). Also, the divergence of 23 

                                                      
4
 categorisation following Schwarber et al. 2019 [10.5194/esd-2018-63]) 
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two simple climate models as shown in the IPCC Special Report on 1.5°C regarding projected non-CO2 1 

forcing, also created interest in a renewed effort to transparently test the skill of various emulators (see 2 

section 1.4.3.2). [Note: Efforts are currently underway to calibrate a range of simple models to CMIP6 3 

output to be shown here by the time of the SOD].  4 
 5 
 6 
[START CROSS-CHAPTER BOX 1.5, TABLE 2 HERE] 7 

 8 
Cross-Chapter Box 1.5, Table 2: [Placeholder table for assessment]. Evaluation of emulators under various impulse 9 

response experiments (Schwarber et al., 2018). For the skill of three comprehensive 10 
4-box simple climate models (ACC2, BernSAR, MAGICC, TOTEM) with Earth 11 
System models and Models of intermediate complexity (EMICs), see also Joos et 12 
al., 2013). Earlier comparisons among simple climate modules in DICE, MERGE, 13 
FUND, PAGE and IMAGE, including MAGICC4 are shown in van Vuuren et al. 14 
(2011) [The intention is to show test and skill results of OpenSCM by the time of 15 
SOD, see https://github.com/openclimatedata/openscm]. 16 

 17 

 18 
 19 

[END CROSS-CHAPTER BOX 1.5, TABLE 2 HERE] 20 

 21 

 22 

As in previous Assessment Reports, physical emulators are used in various Chapters of the Working Group I 23 

(WGI) Report. In this report, their applications in WGI are centred around:  24 

1) Chapter 7 investigates temperature response to individual forgings in a bottom up approach and 25 

those will be compared to the top-down detection and attribution results and models in Chapter 3.  26 

2) Chapter 7 provides some discussion on physical emulators and models of various complexity in its 27 

section 7.6 “Process understanding and model evaluation of climate response”. 28 

3) Chapter 7 will derive emission metrics, which are in the literature based on either IRF or 29 

comprehensive SCM studies.  30 

4) Chapter 7 will compile the state of our understanding regarding climate sensitivity and TCR from 31 

multiple lines of evidence, with one important pillar of evidence being derived from constraining 32 

simple models with historical observational data (e.g. Skeie et al., 2018) 33 

5) Chapter 4 [possibly] uses physical emulators to understand spread of CMIP6 models and compare to 34 

independent assessments of key climate system properties like equilibrium climate sensitivity (ECS), 35 

transient climate response (TCR) and effective radiative forcings (ERF) and assess contributions to 36 

projected temperature uncertainty.  37 

6) Chapter 5 will use physical emulators in its assessment of the remaining carbon budget, in particular 38 

the estimated non-CO2 warming contributions at the time of peak warming.  39 

7) Chapter 9 [possibly] uses studies and integrative assessments with emulators to combine multiple 40 

contributions to global-mean and regional sea level rise.  41 

 42 

The main functionality of emulators across the Working Groups is however that they play a key role in 43 

‘communicating’ WGI physical climate science knowledge to the research community associated with 44 

Working Group II and III. Some individual research studies associated with the WGIII community for 45 

example investigate whether current infrastructure until its technical lifetime commits the world to 1.5°C 46 

https://github.com/openclimatedata/openscm
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global warming or not (Skeie et al., 2018). The more overarching application of emulators is however related 1 

to scenario classifications in Working Group III. Analysing various features of the broad scenario database, 2 

like the point of peak emissions, the 2030 emission levels in line with 1.5C or 2.0oC global mean 3 

temperature goals etc, requires a large amount of multi-gas scenarios to be analysed regarding their global 4 

mean temperature implications. This service has in the past been provided by calibrated physical emulators 5 

like MAGICC, which is also built into the integrated assessment models, like IMAGE, MESSAGE and 6 

REMIND in some variations.  7 

 8 

There are a number of research frontiers related to emulators. The fundamental quest to find simplified and 9 

computationally efficient parameterisations of the Earth System processes has not changed for 20 years. 10 

While various models have pursued different avenues of trying to be either as simple as possible for teaching 11 

purposes, or as comprehensive as possible to allow for a propagation of uncertainties across multiple Earth 12 

System domains (MAGICC and others), other models have focussed on higher complexity representation of 13 

specific domains (e.g. OSCAR). The common theme in many models however is to improve 14 

parameterisations that reflect the latest findings in complex Earth System Model interactions, such as the 15 

nitrogen cycle addition to the carbon cycle, or tropospheric and stratospheric ozone exchange, with the aim 16 

of emulating their global mean temperature response. Also, within the simple models that can represent a 17 

rudimentary reflection of spatial heterogeneity (the four box simple climate models), the ambition is to 18 

represent heterogeneous forcers more adequately, for example black carbon (Stjern et al., 2017), provide an 19 

adequate representation of the forcing-feedback framework (see e.g. Sherwood et al., 2015), investigate new 20 

parameterisations of ocean heat uptake (Tailleux et al., 2017), and implement better representations of 21 

volcanic aerosol induced cooling (Gregory et al., 2016a). 22 

 23 

[START CROSS-CHAPTER BOX 1.5, FIGURE 1 HERE] 24 

 25 
Cross-Chapter Box 1.5, Figure 1: Left panel: A comparison between an the global-mean temperature response of an 26 

upwelling-diffusion energy balance simple climate model in 1997 to early AOGCM 27 
results by by Manabe and Stouffer (1994), reproduced from the IPCC Technical 28 
Paper on simple climate models (Houghton et al., 1997). The non-linearity or state-29 
dependency of the climate sensitivity in AOGCMs or ESMs is evident by the 30 
difference to a constant-climate sensitivity simple climate model as used in IPCC 31 
Second Assessment Report. More advances in simple climate models of similar 32 
structure account for those state-dependent climate sensitivities and time-variable 33 
effective sensitivities, but an appropriate representation of those effects within the 34 
forcing-feedback framework is still an active area of research. Right panel: A 35 
depiction of the basic elements of simple climate models in 1997 (Houghton et al., 36 
1997). The new generation of simple climate models includes a number of 37 
additional processes and interactions, such as carbon cycle feedbacks, permafrost 38 
modules (Schneider von Deimling et al., 2012), absorption spectra overlaps between 39 
CO2, CH4 and N2O (Etminan et al., 2016). [Note, will be updated to current 40 
generation additional high-level modules].   41 

 42 

[END CROSS-CHAPTER BOX 1.5, FIGURE 1 HERE] 43 

 44 

 45 

[END CROSS-CHAPTER BOX 1.5 HERE] 46 

 47 

 48 

1.6.4 Cumulative CO2 Emissions as a new dimension of integration 49 

 50 

Following the key result of AR5 (Figure SPM.10 in AR5 WGI) regarding the near-linear relationship 51 

between cumulative carbon emissions and global-mean surface air temperatures, this Assessment Report will 52 

use cumulative carbon emissions to categorise investigated emission scenarios across the three Working 53 

Groups. Also, CO2 is the single most important driver of future anthropogenic climate change, with 54 

approximately 68-85% of peak radiative forcing being expected to result from radiative forcing by elevated 55 

CO2 concentrations (high confidence) (see Figure 1.25). The advantage of using cumulative carbon 56 
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emissions is that uncertainties in the cause-effect chain from emission to temperatures are not folded into the 1 

categorisation of scenarios, as a raw scenario characteristic is used. For example, an advanced understanding 2 

of methane induced radiative forcing and its overlaps with CO2 and N2O absorption spectra (Etminan et al., 3 

2016) can lead to a revision of end-of-century total forcings under the community scenarios and their 4 

nameplate radiative forcing level (RCPX). While those forcing identifiers are still used to combine the full 5 

range of forcers, a raw categorisation by cumulative carbon emissions has the advantage of being an inherent 6 

emission scenario characteristic rather than a derived, and potentially variable, one. The relationship between 7 

cumulative greenhouse gas emissions and cumulative carbon emissions is also a rather close one, as shown 8 

for the SR1.5 scenario database (Figure 1.6.3, panel d) in the case of applying Global Warming Potential 9 

with a time horizon of 100 years (GWP-100) AR4 metric values in line with the second Kyoto Protocol 10 

commitment period. Given the differing lifetimes of the various greenhouse gases, those cumulative GWP-11 

weighted CO2 equivalent emissions do not yield the same temperature outcomes as cumulative CO2 12 

emissions of the same amount would. However, the close relationship between cumulative GHG emissions 13 

and CO2 emissions indicates that cost-effective implementations of GWP-weighted emission baskets does 14 

not yield a widely different cumulative CO2 emission amount across the various modelling frameworks that 15 

contributed to the SR1.5 emission scenario database [to be updated with AR6 database]. From a Working 16 

Group I perspective, that open the opportunity to analyse the broad emission scenario literature also by using 17 

cumulative CO2 emissions as a key indicator. 18 

 19 

[Placeholder: Extra analysis will compare the temperature bands to CO2 equivalent concentration bands 20 

that have been used in the past for scenario classification in WGIII with the temperature and cumulative 21 

emission dimensions of integration. Probabilities of exceedance will also be analysed, if possible. This is 22 

being undertaken here in the WGI report because equivalent concentration numbers and temperature 23 

exceedance findings are issues that WGI can contribute to] 24 

 25 

 26 

1.6.5 How do AR6 scenarios compare with those used in previous IPCC reports? 27 

 28 

Climate scenarios evolve over time, providing a ‘history of the future’. As many different sets of climate 29 

projections have been produced over the past several decades using different sets of scenarios, those former 30 

scenarios are here compared against the current ones.  31 

 32 

Why are there still many different scenario generations discussed in the literature? There is a consecutive 33 

nature of climate science research from initially creating emission scenarios by WGIII related communities, 34 

then deriving their climate outcomes by WGI communities and only afterwards in a third step using that 35 

climate information to drive impact and adaptation studies (see Figure 1.20). This leads to multiple delays 36 

that result in the scientific impact literature often lagging behind in terms of its scenario foundation to the 37 

mitigation and climate system literature. It is hence important to provide an approximate comparison across 38 

the various scenario generations (see Table 1.6).   39 

 40 

 41 

[START FIGURE 1.28 HERE] 42 

 43 
Figure 1.28: Comparison of range of CO2 emissions from scenarios used in previous assessment up to AR6, namely 44 

the IS92 scenarios from 1992 (top panel), the SRES scenarios from year 2000 (second panel), the RCP 45 
scenarios designed around 2010 (third panel) and the SSP scenarios (second bottom panel). In addition, 46 
the full set of the AR6 set of scenarios is shown in the lower panel [Note: Placeholder dataset from SR1.5 47 
emission database; Other gases methane and nitrous oxide to be added].  48 

 49 

[END FIGURE 1.28 HERE] 50 

 51 

 52 

[START TABLE 1.6 HERE] 53 

 54 
Table 1.6: Overview of SSP scenarios used in this report and approximately corresponding in earlier climate scenarios 55 

RCPs and SRES [to be updated - depending on results from Chapter 4 in comparison with previous ARs].  56 
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 1 

SSPX-Y 

scenario 

Description from an emission / 

concentration and temperature 

perspective 

Closest RCP scenarios  Closest SRES 

scenario 

SSP1-1.9  Low overshoot scenario to achieve a 1.5°C 

warming level by 2100. [check against 

Chapter 4 and 7 findings] 

Not available. No equivalently 

low RCP scenario.  

Not available. No 

equivalently low SRES 

scenario.  

SSP1-2.6 Scenario to achieve a below 2.0°C scenario 

with a likely chance. [check against Chapter 

4 and 7 findings] 

RCP2.6. Although RCP2.6 

emissions were second highest 

in RCP set of scenarios, SSP-

RCP scenarios are again higher 

up to 2020. 

Not available.  

SSP4-3.4 Scenario that fails to stay below 2.0°C in 

[most] CMIP6 runs [check against Chapter 4 

results] and indicates a lower level of 

mitigation efforts, approximately in line with 

aggregate NDCs by 2030 [check] 

Not available. In between RCP 

2.6 and RCP 4.5 

Not available.  

SSP2-4.5 Scenario that indicates a diversion from no-

climate-policy reference cases, by 

implementing low levels of mitigation 

RCP4.5 and until 2050 also 

RCP6.0 as the latter was similar 

to RCP4.5 in the early decades.  

SRES B1 or A1T 

SSP4-6.0 The notional level of 6.0 can be considered a 

low reference scenario or low-ambition 

mitigation scenario, in line with the SSP1 and 

SSP4 socio-economic development pathways.  

RCP4.5 and until 2050 also 

RCP6.0 as the latter was similar 

to RCP4.5 in the early decades.  

Also SRES B1 or A1T 

SSP3-7.0 A medium reference scenario with no climate 

policy.   

in between RCP6.0 and 

RCP8.5, although non-CO2 

emissions higher than in RCPs 

SRES A2 

SSP5-8.5 A high reference scenario with no climate 

policy. Emission levels as high as SSP5-8.5 

seem implausible under any of the SSPs 

except for the fossil-intensive SSP5 socio-

economic development 

RCP8.5, although CO2 

emissions under SSP5-8.5 are 

higher towards the end of the 

century. 

SRES A1FI, the fossil 

intensive SRES A1 

scenario. 

SSP3-7.0 

Low 

NTCF 

A variation of the medium reference scenario 

SSP3-7.0 but with mitigation of non-CO2 

species methane, black carbon and other 

short-lived climate pollutants (SLCP) 

n between RCP6.0 and RCP8.5, 

as RCP scenarios generally 

showed a narrow and 

comparatively low level of 

SLCP emissions across the 

range of RCPs.  

Not available. 

SSP5-3.4 

Overshoot 

A mitigation variation of SSP5-8.5 that 

initially follows unconstrained emission 

growth in a fossil-intensive setting until 2040-

ish [Check] and then implements the deepest 

net negative CO2 emissions of all SSP 

scenarios in second half of 21st century to 

reach SSP1-2.6 forcing levels in the 22nd 

century.  

Not available. Initially, until 

2040, similar to RCP8.5 

Not available. Initially, 

until 2040, similar to 

SRES A1FI.  

[This table will be coordinated with WGIII] 2 

 3 

[END TABLE 1.6 HERE] 4 

 5 

 6 

[START FIGURE 1.29 HERE] 7 

 8 
Figure 1.29: Comparison of CO2, methane and nitrous oxide concentration projections under the SSP scenarios and 9 

RCP pathways. The SSP scenarios (coloured solid lines) span a wider range than the RCP scenarios for 10 
CO2, whereas the top emission levels for CH4 and N2O are somewhat reduced in comparison to the RCP 11 
range. That is despite the fact that gas cycles have been adapted in AR6, suggesting higher future carbon, 12 
methane and nitrous oxide concentrations for the same RCP set of emissions (compare higher thin dashed 13 
lines with the thicker dashed lines). 14 

  15 
[END FIGURE 1.29 HERE] 16 

 17 

 18 
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The first prominent set of IPCC emission scenarios were the so-called IS92 scenarios in 1992. Apart from 1 

reference scenarios, those IS92 scenarios also included a set of stabilisation scenarios, the so-called S 2 

scenarios. Those ‘S’ pathways were designed to lead to CO2 stabilisation levels of 350ppm, 450ppm etc. By 3 

1996, those latter stabilisation levels were complemented in the scientific literature by alternative trajectories 4 

that assumed a delayed onset of mitigation action (Figure 1. In IPCC 1995 and see also Wigley et al., 1996). 5 

By 2000, the IPCC Special Report produced the so-called SRES scenarios (Nakicenovic and Swart, 2000), 6 

albeit without mitigation scenarios. The four broad SRES scenario families A1, A2, B1 and B2 were the first 7 

scenarios that emphasized socio-economic scenario storylines (see Section 1.2.4.3 on a discussion on the 8 

different uses of the term “storyline”). Represented by three scenarios for the high-growth A1 scenario 9 

family, those 6 illustrative marker SRES scenarios (A1FI, A1B, A1T, A2, B1, and B2) can still be 10 

sometimes found in today’s impact literature. The void of missing mitigation scenarios was filled by a range 11 

of community exercises, including the so-called post-SRES scenarios (Swart et al., 2002). The RCP 12 

scenarios then broke new ground after the main SRES scenarios did not include any mitigation scenarios by 13 

also providing low pathways that implied strong mitigation action, including negative CO2 emissions on a 14 

large scale, namely the RCP2.6. As shown in Figure 1.28, the upper side of the scenario range has not 15 

substantially shifted. For the SSP scenarios, the higher end of CO2 emissions further increased a bit, although 16 

the most significant change is again the addition of a very low mitigation scenario in. Also, the SSP scenario 17 

family includes an overshoot scenario SSP5-3.4-OS that initially follows the highest emission scenario 18 

before featuring a collapsing decline of emissions and strongly net negative CO2 emissions in the second half 19 

of 21st century. An additional aspect of the scenario classes over time is the later peak of global emission for 20 

the lower scenarios. To some extent, this is simply a consequence of new scenario families adjusting to the 21 

real-world evolution of recent emissions. Those tracked approximately at the two-third quantile or upper half 22 

in the case of fossil and industrial CO2 emissions (see Figure 1.28) in the recent decade, making scenarios 23 

that assume an early peak of global emissions before 2010 redundant. For another set of emissions, namely 24 

aerosol emissions, the SSP scenarios have an advantage over the RCP scenarios, as the latter had a rather 25 

uniformly strong reduction across all RCP levels in short-lived pollution species.   26 

 27 

Is a scenario’s consistency with recent emission developments a good indicator in terms of the 28 

scenarios’ long-term validity? Over the last decades, a persistent feature how scenarios have been 29 

discussed was related to the question whether recent emission trends make certain future scenarios more or 30 

less likely. At the onset of SRES scenarios, the public debate was often whether the emission scenarios over-31 

dramatize actual world emission developments (e.g. Castles and Henderson, 2003). With the strong emission 32 

boom throughout the 2000s, that debate then shifted towards the question of whether the lower future 33 

mitigation scenarios are now rendered unfeasible (Pielke et al., 2008; van Vuuren and Riahi, 2008). That 34 

debate continued into the 2010s. The RCP set of scenarios happened to not show the same ranking of 35 

scenarios according to their 2020 and longer-term emission levels. Specifically, in the period until 2020, the 36 

lowest mitigation scenario RCP2.6 was in fact the second highest emission scenario before embarking on a 37 

strong global emission decline after 2020. Implicitly, this feature was cautioning against the assumption that 38 

a short-term trend predicates a long-term trajectory. With the onset of the consideration of cumulative carbon 39 

emissions as a key indicator for future climate change, a nuance has been brought to the debate. That is that 40 

delay in the onset of mitigation does not exclude low concentration levels, but it comes at the cost of having 41 

to bring about even lower emissions in the future to keep overall cumulative emissions the same.  42 

 43 

Recent emission trends are within the scenario envelope, but seldomly in its middle. Fossil & industrial CO2 44 

emissions have historically tracked the lower edge of the IS92 scenarios until the year 2000. In relation to 45 

SRES and RCP scenarios, that changed. Historical emissions now approximately tracked the upper half of 46 

SRES and RCP projections (Figure 1.28), with only the most recent emission developments indicating slow-47 

down of global emission growth [to be updated – cf Chapter 2, 5 and others].  48 

 49 

There are known limitations of the SSP scenarios and historical datasets. There are some limitations 50 

associated with the current set of scenarios. For example, recent decreases in SO2 aerosol emissions since 51 

2013 in the East-Asia region (Zheng et al., 2018) are not fully captured in the last years of the historical 52 

aerosol emissions that reach until end of 2014. Future SSP scenarios from 2015 onwards however capture 53 

that lower evolution of aerosol emissions in that region. Another limitation is that substances controlled 54 

under the Montreal Protocol are uniformly reduced following the Kigali Agreement, rather than representing 55 
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a full range of possible high and lower emission futures, possibly even lower than the Kigali phase-out 1 

pathways (UNEP, 2016). While this might have advantages to dissect the potential effect of the Paris 2 

Agreement and climate-focussed mitigation action, it might suggest a too narrow band of future temperatures 3 

if the research question is to examine the full range of possible geophysical futures in the absence of 4 

international agreements.  5 

 6 

[START CROSS-CHAPTER BOX 1.6 HERE] 7 
 8 
Cross-Chapter Box 1.6: Scenarios, Projections, Pathways and temperature-levels 9 

 10 

This Box provides an overview of definitions of key terms regarding the investigation of the broad set of 11 

possible future evolutions of human-induced emissions, climate change, and its impacts. It builds on the 12 

Synthesis Report of IPCC AR5 and the set of three AR6 Special Reports. A feature in this Assessment 13 

Report is the added emphasis on temperature-levels to support consistency and comparability across the 14 

three Working Groups and across Assessment Reports. See the respective glossaries in WGI, WGII and 15 

WGIII for additional terms and definitions. [Placeholder: to be updated for SOD] 16 

 17 

Climate prediction. A climate prediction or climate forecast is the result of an attempt to produce (starting 18 

from a particular state of the climate system) an estimate of the actual evolution of the climate in the future, 19 

for example, at seasonal, interannual or decadal time scales. Because the future evolution of the climate 20 

system may be highly sensitive to initial conditions, have chaotic elements and are subject to natural 21 

variability, such predictions are usually probabilistic in nature. [adapted from WGI AR5] 22 

 23 

Climate projection. A climate projection is the simulated response of the climate system to a scenario of 24 

future emission or concentration of greenhouse gases and aerosols, generally derived using climate models. 25 

Climate projections are distinguished from climate predictions by their dependence on the 26 

emission/concentration/radiative forcing scenario used, which is in turn based on assumptions concerning, 27 

for example, future socioeconomic and technological developments that may or may not be realized. 28 

[adapted from SR1.5, WGI AR5, SYR AR5] 29 

 30 

Regional Climate Scenarios. A narrative used to describe how the future might unfold for a region (IPCC-31 

TGICA et al., 2007). These are often used to guide impact understanding and adaptation efforts. They can 32 

include quantitative information based on scaled historical data or derived from GCM-based internally 33 

consistent future climates.  34 

 35 

Scenario. A plausible description of how the future may develop based on a coherent and internally 36 

consistent set of assumptions about key driving forces (e.g., rate of technological change, prices) and 37 

relationships. Note that scenarios are neither predictions nor forecasts, but are used to provide a view of the 38 

implications of developments and actions in a ‘what-if’ kind of investigation. In a broader sense, the term 39 

‘scenarios’ is often used to encompass ‘pathways’. In the Sixth Assessment Report a minimum set of five 40 

scenarios is chosen to assist cross-working group comparisons: the so-called SSP1-1.9, SSP1-2.6, SSP2-4.5, 41 

SSP3-7.0 and SSP5-8.5 scenarios that span a wide range of plausible futures from potentially below 1.5°C 42 

best-estimate warming to very high warming in excess of 4°C over the course of this century. [adapted from 43 

SR1.5, WGI AR5] 44 

 45 

Emissions scenario. A plausible representation of the future development of emissions of substances that 46 

are potentially radiatively active (e.g., greenhouse gases, aerosols), plus human-induced land cover changes 47 

that can be radiatively active via albedo changes, based on a coherent and internally consistent set of 48 

assumptions about driving forces (such as demographic and socioeconomic development, technological 49 

change) and their key relationships. [adapted from AR5 WG1 Glossary] 50 

 51 

Concentrations scenario. A plausible representation of the future development of atmospheric 52 

concentrations of substances that are potentially radiatively active (e.g., greenhouse gases, aerosols, 53 

tropospheric ozone), plus human-induced land cover changes that can be radiatively active via albedo 54 

changes, and used as input to a climate model to compute climate projections. [NEW] 55 
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 1 

Socioeconomic scenario. A scenario that describes a plausible future in terms of population, gross domestic 2 

product, and other socioeconomic factors relevant to understanding the implications of climate change. 3 

[WGIII AR5] 4 

 5 

Scenario storyline. A narrative description of a longer-term scenario (or family of scenarios), highlighting 6 

the main (socio-economic) scenario characteristics, relationships between key driving forces and the 7 

dynamics of their evolution.  8 

 9 

Pathway. A plausible or idealized trajectory of emissions and or concentrations. The difference to scenarios 10 

is that pathways are disconnected or independent from a coherent set of assumptions about key driving 11 

forces, which might or might not have been used to generate those pathways. The idealized pathways with 12 

1% annual increases in CO2 concentrations or, strictly speaking, the ‘representative concentration pathways 13 

(RCPs)’ are two prominent examples in this category. While the RCPs have been derived from a consistent 14 

set of socio-economic and technological drivers, they are - unlike the new SSP-RCP scenarios - purposefully 15 

separated from those socio-economic drivers. In the IPCC Special report, the term ‘pathway’ has also been 16 

used to describe ‘target-oriented scenarios’, such as pathways compatible with 1.5°C global warming. [NEW, 17 

different from SR1.5] 18 

 19 

Trajectories. The general term to emphasise the time-evolution of emissions, concentrations, climate 20 

impacts or other quantities as opposed to an emphasis on the outcome. Specifically, while many scenarios 21 

and pathways can lead to the same, e.g., 2100 radiative forcing, temperature level or cumulative emissions 22 

(or any other target quantities), their trajectories might differ. [NEW] 23 

 24 

Temperature-levels. A categorisation for future global and regional climate change, associated impacts, 25 

emission and concentration scenarios by global-mean surface air temperature relative to pre-industrial levels 26 

around approximately 1750 in half-degree steps. The categorisation is performed around half-degree levels, 27 

with the higher-priority ‘Tier 1’ levels being 1.5°C, 2.0°C, 3.0°C and 4.0°C. The ‘Tier 2’ temperature levels 28 

complement those at all half-degree steps between 1.0°C and 6.0°C - or at the highest temperature level that 29 

can be assessed from CMIP6 SSP5-8.5 projections (see Table 1.6 in Chapter 1). Given that some impact 30 

analysis is based on previous scenarios, i.e. RCPs or SRES, and mitigation analysis is based on new emission 31 

scenarios in addition to the main SSP scenarios, these temperature-levels assist in the comparison of climate 32 

states across scenarios and in the synthesis across the broader literature. There are several advantages and 33 

limitations of cross-chapter and cross-working group comparisons by temperature levels as opposed to 34 

scenarios. For specific applications, temperature-levels will need to be complemented by information in 35 

regard to their associated CO2 concentrations (e.g. fertilization or ocean acidification), or socio-economic 36 

conditions (e.g. to estimate societal impacts). For the classification of emission scenarios by their best-37 

estimate temperature outcome, also the information of whether ‘peaking’ or, for example, 2100 temperature 38 

levels are used for the classification, is important. There are various methods to determine the climate states 39 

or climate impacts at certain temperature levels. Each method comes with its challenges and limitations. The 40 

transferability of results is sometimes challenging, as e.g. time changing forcing or response patterns create 41 

differences in regional climates for the same global-mean temperature level, depending on whether near-term 42 

transient climate, end of century or equilibrium climate is considered. (see Section 1.6.3 and Table 1.5) 43 

 44 

Representative Concentration Pathways (RCPs). Scenarios that include time series of emissions and 45 

concentrations of the full suite of greenhouse gases and aerosols and chemically active gases, as well as land 46 

use/land cover (Moss et al., 2010). The word representative signifies that each RCP provides only one of 47 

many possible scenarios that would lead to the specific radiative forcing characteristics. The term pathway 48 

emphasizes that not only the long-term concentration levels are of interest, but also the trajectory taken over 49 

time to reach that outcome. (Moss et al., 2010). RCPs usually refer to the portion of the concentration 50 

pathway extending up to 2100, for which Integrated Assessment Models produced corresponding emission 51 

scenarios. Extended Concentration Pathways (ECPs) describe extensions of the RCPs from 2100 to 2300 that 52 

were calculated using simple rules generated by stakeholder consultations, and do not represent fully 53 

consistent scenarios. Four RCPs produced from Integrated Assessment Models were selected from the 54 

published literature and are used in the Fifth IPCC Assessment and also used in this Assessment for 55 
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comparison, spanning the range from approximately below 2°C warming to high (>4°C) warming best-1 

estimates by the end of the 21st century: RCP2.6, RCP4.5 and RCP6.0 and RCP8.5. [adapted from SR1.5, 2 

WGI AR5, SYR AR5, WGIII AR5] 3 

 4 

Shared socio-economic pathways (SSPs). Shared socio-economic pathways (SSPs) have been developed to 5 

complement the RCPs. By design, the RCP emission and concentration pathways were stripped of their 6 

association with a certain socio-economic development. Different levels of emissions and climate change 7 

along the dimension of the RCPs can hence be explored against the backdrop if different socio-economic 8 

development pathways (SSPs) on the other dimension in a matrix. This integrative SSP-RCP framework is 9 

now widely used in the climate impact and policy analysis literature (see e.g. http://iconics-ssp.org), where 10 

climate projections obtained under the RCP scenarios are analysed against the backdrop of various SSPs. As 11 

several emission updates were due, a new set of emission scenarios was developed in conjunction with the 12 

SSPs. Hence, the abbreviation SSP is now used for two things: On the one hand SSP1, SSP2, …, SSP5 is 13 

used to denote the five socio-economic scenario families. On the other hand, the abbreviations SSP1-1.9, 14 

SSP1-2.6, … SSP5-8.5 are used to denote the newly developed emission scenarios that are the result of an 15 

SSP implementation within an integrated assessment model. Those SSP scenarios are bare of climate policy 16 

assumption, but in combination with so-called share policy assumptions (SPAs), various nameplate radiative 17 

forcing levels of 1.9, 2.6, …, or 8.5 W/m2 are reached by the end of the century, respectively.  18 
 19 
 20 
[START CROSS-CHAPTER BOX 1.6, TABLE 1 HERE] 21 

 22 
Cross-Chapter Box 1.6, Table 1: Overview of different RCP and SSP acronyms as used in this report. SSPX is the 23 

abbreviation of the socio-economic family. SSPX-Y is the abbreviation for a new 24 
emission or concentration scenario, where X is the numbering of the SSP socio-25 
economic family (1 to 5) and the Y indicates the approximate radiative forcing 26 
ranking by the end of the century. Several impact studies refer to an SSPX-RCPY 27 
setting. Mostly, this refers to a model setup, when an original RCP emission or 28 
climate scenario from the IPCC AR5 generation has been combined with a SSP 29 
socio-economic development assumption. In other words, an SSPX is one of a 30 
collection of alternative futures of socio-economic development in the absence of 31 
climate policy intervention. The implementation of various policies within those 32 
SSPs (for example via the so-called shared policy assumptions SPAs, (Kriegler et 33 
al., 2014) then lead to emission scenarios that can be categorised by their 2100 34 
radiative forcing levels Y, called SSPX-Y. Abbreviation 35 

 36 

 Levels Description Key references 

SSP pathway 

“SSP X” 

X stands for the 

shared socio-

economic 

pathway family 

(1, 2, ...5)  

The shared socio-economic pathways, i.e. 

the socio-economic developments with 

storylines regarding - inter alia-  GDP, 

population, urbanisation, economic 

collaboration, human and technological 

development projections that describe 

different future worlds in the absence of 

additional climate policy. The quantification 

of those storylines regarding their energy, 

landuse and emission implications is then 

undertaken in a second step and model 

dependent.  

(O’Neill et al., 2014, 

2017b; Riahi et al., 

2017b) for the 

quantification.  

RCP pathway 

“RCP Y” 

Y stands for 

approximate 

nameplate 

radiative forcing 

level in 2100, at 

Representative Concentration Pathways. 

Those are greenhouse gas concentration and 

aerosol emission time series from several 

integrated assessment models that have been 

stripped off their socio-economic 

(Meinshausen et al., 

2011b; Moss et al., 

2010; van Vuuren et 

al., 2011a) 
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levels 2.6, 4.5, 

6.0 or 8.5.  

backgrounds. The CMIP5 intercomparison 

has developed the climate futures in line 

with the RCPs.   

The SSP 

pathway and 

RCP pathway 

combination  

“SSPX-

RCPY” 

X and Y as 

above.  

Combination of the SSPs socio-economic 

background family X with climate futures 

stemming from AOGCM or Earth system 

model runs that used the RCP Y.  

See special issue on 

(van Vuuren et al., 

2014). See also  wide 

range of literature 

gathered in the 

ICONICS database ( 

http://iconics-

ssp.org). 

The SSP 

scenario “SSP 

X-Y” 

X and Y as 

above.  

The integrated update of the SSPs and RCPs, 

in which the whole matrix of five SSP 

families (X=1,2,...,5) and seven RCP levels 

(Y=1.9,2.6,3.4,4.5,6.0,7.0 and 8.5) is 

explored. The main scenarios, called 

‘Marker SSP scenarios' in this report are 

SSP1-1.9, SSP1-2.6, SSP2-4.5, SSP4-7.0 

and SSP5-8.5. Those are the four ‘Tier 1’ 

scenarios of ScenarioMIP in addition to 

SSP1-1.9 which is the scenario that most 

closely reflects the lower Paris Agreement 

1.5°C goal. In addition, there are four ‘Tier 

2’ scenarios, two within the ‘middle of the 

road’ socio-economic family, i.e. SSP3-3.4 

and SSP3-6.0, one variant of the SSP4-7.0 

scenario which considers low short-lived 

climate forcer emissions, SSP4-7.0-

lowNTCF, and one strong peak & decline 

scenario that first follows SSP5-8.5 and then 

descends to strong net negative emissions: 

SSP5-3.4-OS.  

 

 1 

[END CROSS-CHAPTER BOX 1.6, TABLE 1 HERE] 2 

 3 

Baseline / Reference scenarios, business-as-usual, pathways or levels. The state against which change is 4 

measured. In the context of transformation pathways, the term ‘baseline scenarios’ refers to scenarios that 5 

are based on the assumption that no mitigation policies or measures will be implemented beyond those that 6 

are already in force and / or are legislated or planned to be adopted. Baseline scenarios are not intended to be 7 

predictions of the future, but rather counterfactual constructions that can serve to highlight the level of 8 

emissions that would occur without further policy effort. Typically, baseline scenarios are then compared to 9 

mitigation scenarios that are constructed to meet different goals for greenhouse gas (GHG) emissions, 10 

atmospheric concentrations, or temperature change. The term ‘baseline scenario’ is used interchangeably 11 

with ‘reference scenario’ and ‘no policy scenario’. In much of the literature the term is also synonymous 12 

with the term ‘business-as-usual (BAU) scenario,’ although the term ‘BAU’ has fallen out of favour because 13 

the idea of ‘business-as-usual’ in century-long socioeconomic projections is hard to fathom. [adapted from 14 

SR1.5, taken from WGIII AR5] 15 

 16 

[END CROSS-CHAPTER BOX 1.6 HERE] 17 
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 1 

 2 

 3 

1.7 Gaps and opportunities for integration of climate knowledge 4 

 5 

Throughout the present report, the authors of each chapter identify knowledge gaps that represents 6 

significant opportunities for improving our understanding of the climate system, including its natural 7 

variability and its response to anthropogenic forcing. In the text below, we take a holistic view of the WGI 8 

contribution to the AR6 cycle, and highlight three cross-cutting opportunities that reflect the diversity of the 9 

challenges in climate science as they relate to the quantification of climate change risks and vulnerabilities.  10 

 11 

Opportunity area #1:  Creating an integrated framework for the assessment of the social-ecological 12 

impacts of climate change, and opportunities for adaptation and mitigation 13 

Humans have become the primary driver of global environmental change (SR1.5). IPCC Special Reports and 14 

Assessment Reports outline a variety of strategies to minimize the ongoing risks of present climate change 15 

(adaptation) while reducing the magnitude of future climate change (mitigation). As the role for the IPCC 16 

shifts from a focus on the detection of climate change signals in the Earth System to a focus on the relative 17 

benefits of a variety of climate solutions, the separations between WGI, WGII, and WGIII represent barriers 18 

to the integration of knowledge. As the gap between our current emissions trajectories and those required to 19 

remain under established international targets (1.5 – 2°C) climate solutions grows wider, the scale of any 20 

climate risk mitigation efforts requires urgent, global-scale action. Indeed, any meaningful action to reduce 21 

the impacts of climate change - whether by adaptation or mitigation exercises - involves large-scale shifts in 22 

the global economy (i.e. decarbonization of electricity), land use (i.e. afforestation), and/or planetary energy 23 

balance (i.e. solar radiation management), that a fully integrated assessment of the social-ecological system 24 

is required in order to provide adequate policy guidance. End-to-end assessments of policy pathways that 25 

include key feedbacks between social and physical systems are not possible under the current structure of the 26 

IPCC assessment reporting processes. 27 

 28 

Opportunity area #2:  Improving knowledge of past, present, and future sea level rise 29 

Sea level rise sits at the nexus of acute societal risk and large uncertainties, with a wide range of projections 30 

having been made for the coming decades. While analysis of present-day data is focused on quantifying the 31 

rates of ice sheet melting as a transient response to anthropogenic climate change (Hay et al., 2015) studies 32 

that focus on quantifying the equilibrium response of global sea level to a variety of climatic forcings hold 33 

unique promise as key constraints on the rates of and magnitude of ice sheet melting during the geologic past 34 

(DeConto and Pollard, 2016b). Recent studies consider sea level rise estimates over the last millennium 35 

(Kopp et al., 2016), the most recent interglacials (Dutton et al., 2015), and the Eocene - the most recent time 36 

period during which atmospheric CO2 concentrations were similar to those of the 21st century (Burke et al., 37 

2018). Such studies provide an opportunity to quantify not only the magnitude of equilibrium sea level rise 38 

to a given level of global temperature variability, but can, through the combination of higher-resolution sea 39 

level reconstructions with climate models that contain representative ice sheet physics, constrain the rates of 40 

transient sea level rise to changes in global temperature. Such an effort will result in critical gains in our 41 

ability to provide policy-relevant estimates of near- and long-term sea level rise, in particular data-driven 42 

estimates of potential worst-case scenarios that may drive decisions around sea level rise adaptation in 43 

vulnerable locations. 44 

 45 

Opportunity area #3:  Accelerating improvements in the observational record of climate variability 46 

and change with integration of paleoclimate datasets 47 

With each passing year, the climate record lengthens while becoming more diverse through the addition of 48 

newly observed climate variables and observational platforms. Even so, in the near-term, the biggest gains in 49 

our observational capacity of the Earth’s climate system will likely come from a more complete integration 50 

of paleoclimate observations and newly available early instrumental data into extended reanalyses datasets 51 

that can inform the accuracy of numerical climate models. Such integration leverages ongoing development 52 

of climate models that can simulate paleoclimate records in their units of analysis (i.e. oxygen isotopes, tree 53 

ring width, etc), in many cases using physical climate variables as input for so-called “proxy system models” 54 

(Dee et al., 2015; Evans et al., 2013). Early efforts towards proxy-model integration aim to generate gridded 55 
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climate data spanning the last centuries using data assimilation techniques (Hakim et al., 2016). As these 1 

efforts mature, they will open new avenues for improvements in the state of climate knowledge, with 2 

particularly high potential in the following key areas: 3 

 4 

i. detection and attribution of changes in the frequency and severity of climate extremes 5 

ii. links between climate variability and change, ecosystem structure and function, and 6 

biogeochemical cycles 7 

iii. improvements in the initialization of climate models with applications to near-term (decadal-8 

scale) prediction of climate variability and change 9 

 10 

 11 

1.8 Structure / key elements of AR6 12 

 13 

[This is a preliminary version, which will be updated for the SOD with the outlines of all chapters] 14 

 15 

The WGI contribution to the IPCC 6th Assessment Report has twelve chapters plus the Atlas and can be 16 

grouped into three main categories: 17 

 18 

Global Information (Chapters 2, 3 and 4). These chapters assess climate information from global to 19 

hemispheric scales. The three chapters start with an assessment of the changing state of the climate system 20 

(Chapter 2), including the atmosphere, biosphere, ocean and cryosphere. It then assesses the human influence 21 

on the changing climate (Chapter 3), covering the attribution of observed changes, and the evaluation of 22 

climate models used to conduct the attribution studies. Chapter 4 assesses climate change projections, from 23 

the near to the long term, including climate change beyond 2100, as well as the assessment for potential 24 

abrupt changes and low-probability-high-impact changes. 25 

 26 

Process Understanding (Chapters 5, 6, 7, 8 and 9). These five chapters provide end-to-end assessments of 27 

fundamental Earth system processes: the carbon budget and biogeochemical cycles (Chapter 5), short-lived 28 

climate forcers (Chapter 6), the Earth’s energy budget (Chapter 7), the water cycle (Chapter 8) and the 29 

ocean, cryosphere and sea-level changes (Chapter 9). All these chapters provide assessments of observed 30 

changes, including relevant paleoclimatic information, understanding of processes and mechanisms, as well 31 

as projections, including model evaluation. 32 

 33 

Regional Information (Chapters 10, 11, 12 and Atlas). Since AR5, a large volume of climate information, 34 

understanding, observed impacts and projections at regional scales has been published. This new knowledge 35 

is reflected in this report with three chapters covering regional information. Chapter 10 provides the basis for 36 

regional climate information, including methods, physical processes and an assessment of observed changes 37 

at regional scales. Chapter 11 builds on the regional framework and addresses extreme weather and climate 38 

events, including their definition. It assesses observations for extremes, and the understanding of 39 

mechanisms, drivers and feedbacks leading to extremes. The chapter also covers new methods to perform 40 

event attribution, and an assessment of projected changes of extremes. The main objective of Chapter 12 is 41 

to provide a comprehensive, region-specific assessment of observed impacts of anthropogenic climate 42 

change and regional projections under key future scenarios. The chapter therefore contributes to the overall 43 

risk framework of the AR6 by assessing the hazard component of the risk (cf. Figure 1 of Cross-Chapter Box 44 

1.2). Lastly this report builds upon the Atlas presented in AR5, with the development of a novel, interactive 45 

Atlas, which synthesizes information by expanding and integrating results from the rest of the report. The 46 

interactive Atlas tool extends the regional assessment with flexible spatial and temporal analyses. 47 

 48 

Integration across the WGI report and with Working Groups II and III occurs in various forms. As already 49 

mentioned in Section 1.6, one important venue of integration within WGI and among working groups is the 50 

presentation of results at various temperature levels. Chapters 8 to 12 and the Atlas contribute to common 51 

topics with WGII in two specific areas: regional climate information and a common risk framework. This 52 

should produce a more integrated assessment of impacts of climate change across working groups. In 53 

particular, Chapter 12 provides a “handshake” instead of just a “handover” of information useful for the 54 

evaluation of climate change impacts. The science assessed in Chapters 4 to 7, such as the carbon budget or 55 
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short-lived climate forcers, are topics in common with WGIII and relevant for the mitigation of climate 1 

change. In addition, Chapter 1 provides the introduction to the scenarios as an overarching topic for easier 2 

integration across all three Working Groups.  3 

 4 

There are a number of cross cutting themes in this report. A summary of some key themes and their 5 

integration across chapters is described in Table 1.7.  6 
 7 
 8 

[START TABLE 1.7 HERE] 9 

 10 
Table 1.7: Cross cutting themes in AR6 WGI, and the main chapters that deal with them. Bold numbers in the table 11 

indicate the chapters which have extensive coverage. [Indicative only, will be updated with new 12 
information from chapters]. 13 

 14 

Thematic focus Main chapters 

Cryosphere 9, 3, 1, 2, 4, 8, 12, Atlas.5 

Oceans 9, 3, 5, 1, 2, 4, Atlas.4, Atlas.5 

Biosphere 3, 2, 1, 4, 5, 8, 12 

Water cycle 8, 11, 2, 3, 10  

Modes of variability 1, 2, 3, 4, 5, 8, 10 

Atmospheric circulation 3, 4, 2, 3, 5, 8, 10, 11 

Polar regions 9, Atlas.5, 8, 12 

Megacities 6, 12, 10 

Climate services 12, 1, 10, Atlas.6 

Radiative Forcing 6, 7, 2  

Paleoclimate 1, 2, 5, 7, 8, Box 11.1  

Monsoons 8, 11, 2, 10, Atlas.5 A 

CDR and SRM 5, 4, 8 

Values and ethics  1, 10, Atlas.6 

Case studies Atlas.5–Atlas.7, 6, 10, Box 11.2, Box 11.3,  

Box 12.1, Cross-Chapter Box 11.2, Box 12.2 

Risk 1, Cross-Chapter Box 1.2, 12 

 15 

[END TABLE 1.7 HERE] 16 
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Frequently Asked Questions 1 

  2 

FAQ 1.1: Do we understand climate change better now, compared to when the IPCC started? 3 

 4 

Yes — much better. The first IPCC report, in 1990, predicted that human-caused climate change would soon 5 

occur, but could not yet confirm that it was already happening. Today, evidence is abundant that the climate 6 

has already changed since the mid-20th century, and we know that human emissions of carbon dioxide, 7 

methane, and other gases are the principal cause of that change. With much more and much better data, we 8 

understand more about how the oceans and atmosphere interact, as well as about the ice and snow that 9 

cover large parts of the Earth. Compared with the computer climate simulations of 1990, today’s Earth 10 

system models include many more physical processes, and they can make more specific projections of future 11 

changes in different places. Many early climate model predictions have been confirmed. 12 

 13 

Since 1990, large numbers of new instruments have been deployed to collect data in the air, on land, at sea, 14 

and in outer space. These instruments measure temperature, clouds, winds, ice, snow, ocean currents, sea 15 

level, soot and dust in the air, and many other aspects of the climate system. New satellite instruments, as 16 

well as decades of additional data from older observing systems, have provided a wealth of new, increasingly 17 

accurate data. Ice cores, sediments, fossils, and other evidence from the distant past have taught us much 18 

about how Earth’s climate has changed throughout its history. We also now know that most of the heat in the 19 

overall climate system is being retained in the oceans, and that even the deep ocean is warming up. In 1990, 20 

relatively little was known about exactly how the gigantic glaciers of Greenland and Antarctica would 21 

respond to warming. With much more data and better models of their behavior, evidence has emerged of 22 

unexpectedly high melt rates that may lead to major changes within this century, including substantial sea 23 

level rise. 24 

 25 

The major natural factors contributing to climate change on timescales of decades to centuries are volcanic 26 

eruptions and the sun’s heat. Today, data show us that the sun’s heat has not changed much in the last 27 

century, and that major volcanic eruptions have occasionally cooled the planet for short periods of time 28 

(typically 1-3 years). The main human causes of climate change are heat-trapping gases emitted by burning 29 

fossil fuels, which warm the planet, and tiny particles in the air such as soot from burning coal, which have 30 

both warming and cooling effects depending on their size, color, and location. Since 1990 measurements of 31 

all these factors have become more accurate and precise, while older data have been recovered and 32 

integrated into the long-term record.  33 

 34 

While most climate models in 1990 focused on the atmosphere, using only highly simplified oceans, today’s 35 

Earth system models include detailed models of oceans, ice, snow, vegetation, and often many other 36 

variables as well. An important test of models is their ability to simulate past climates. Several rounds of 37 

such testing have taken place since 1990, and the testing itself has become more rigorous and extensive. As a 38 

group, in these tests models have predicted the actual changes reasonably well. Since there is no way to do a 39 

controlled laboratory experiment on the actual Earth, climate simulations can also provide a kind of “control 40 

Earth” to see what would have happened without human influences. These experiments show that without 41 

our influence, the observed post-1960s warming would not have occurred.  42 

 43 

Finally, climate models make specific predictions of exactly how the climate should change if human 44 

influences and not natural causes are the reason, and many of those predictions have been confirmed by 45 

observations. For example, nights are warming faster than days; satellite measurements show that less heat is 46 

escaping to space; and the lower atmosphere (troposphere) is warming but the upper atmosphere 47 

(stratosphere) is cooling.  48 

 49 

[Figure proposal: 2-panel schematic of climate models then in 1990 (FAR) vs. climate models now in AR6. 50 

The figure below (from AR4) is an initial idea. FAR would have only solar radiation, GHGs, rain, clouds, 51 

land surface, prescribed ice, and swamp ocean. CMIP6 would add volcanoes, sulphates, aerosols, carbon 52 

cycle, rivers, overturning ocean circulation, interactive vegetation, air chemistry, ocean biogeochemistry, 53 

ocean eddies, “high-top” atmosphere (top level above stratopause), terrestrial nitrogen cycle, and dynamic 54 

sea ice at a minimum.] 55 
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 1 

[START FAQ 1.1, FIGURE 1 HERE] 2 

 3 
FAQ 1.1, Figure 1: [PLACEHOLDER] 4 

[END FAQ 1.1, FIGURE 1 HERE] 5 

 6 
  7 
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FAQ 1.2: At what point do we know it’s climate change? 1 

 2 

[PLACE HOLDER: This FAQ will be reshaped later to better coordinate with related FAQs in Chapters 2 3 

and 3 (on detection and attribution)] 4 

 5 

The signs of climate change are most obvious at the global scale, but they are increasingly clear on smaller 6 

spatial scales and in a range of climate variables. Regions which have a larger signal of change relative to 7 

the size of background climate variations will potentially face greater risks as they will see unusual or 8 

unprecedented climates earlier. 9 

 10 

Observed and projected temperature change is often smaller in the tropics than at higher latitudes, but 11 

smaller variations means that tropical countries have potentially seen the effects of climate change earlier 12 

(see FAQ Figure 1.2). Often it is not necessarily the size of the change which is most important for climate-13 

related risks, instead, it is the size of the change relative to the background fluctuations of the climate to 14 

which ecosystems or society is already adapted to. 15 

 16 

[Paragraph on projections and the implication of mitigation choices. A future where a strong mitigation 17 

strategy is in place will have different climate signal emerging compared to a projection where less 18 

mitigation occurs. Figure to be updated to include : 19 

• Example of differences between climate signals 20 

• Air temperature changes vs precip or sea level changes in the future 21 

• How emergence depends on the GHG mitigation pathway / scenario chosen] 22 

 23 

 24 

[START FAQ 1.2, FIGURE 1 HERE] 25 
 26 
FAQ 1.2, Figure 1: Observed variations in regional temperatures since 1920 from CRUTEM4. Europe has warmed by 27 

a larger amount than tropical Africa, but the background variations are also larger (shading 28 
represents 1 and 3 standard deviations of background interannual variations). The signal of 29 
observed temperature change emerged earlier in tropical Africa than in Europe. 30 

 31 

[END FAQ 1.2, FIGURE 1 HERE] 32 

 33 

  34 
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FAQ 1.3: What can past climate teach us about the future? 1 

 2 

Rising greenhouse gas concentrations are driving a suite of profound changes to the earth system, including 3 

warming, sea level rise, increases in climate and weather extremes, ocean acidification, and ecological 4 

shifts. Past climate variability over the last centuries to millennia serves as the most relevant baseline 5 

against which to measure anthropogenic changes in climate. Farther back in time, larger reorganizations of 6 

the earth system provide critical information about the rates and magnitudes of physical, chemical, and 7 

ecological changes under a suite of different greenhouse gas concentrations. Careful observation of these 8 

past changes challenges our understanding of how our planet operates, and also allows us to test our latest 9 

models that are used for predicting future climate change. Of particular relevance, the “hothouse Earth” of 10 

~50 million years ago represents the most recent time that atmospheric carbon dioxide concentrations were 11 

as high as those projected for the late 21st century if emission rates continue at present rates. 12 

 13 

Although we have been taking measurements of the Earth’s climate for centuries, the vast majority of 14 

instrumental observations began during the late 20th century, during a period already experiencing rapid 15 

human-made (anthropogenic) warming. Unlocking information spanning millions of years of the Earth’s 16 

history, so-called ‘paleoclimate records’ are indirect climate measurements (from tree rings, ice cores, corals, 17 

and ocean and lake sediments, for example) that climate scientists use to understand current and future 18 

climate change.  19 

 20 

The earth climate is a complex system in which the different components (atmosphere, ocean, cryosphere, 21 

etc) respond with very different paces to forcing. As a consequence of this, it will take several millennia for 22 

the earth system to come into equilibrium with present-day atmospheric greenhouse gas concentrations, past 23 

climate states help scientists understand the true sensitivity of the earth system to both small and large 24 

changes in climate forcing. 25 

 26 

At their most basic level, records of past climate change serve as a critical backdrop for current 27 

anthropogenic climate trends, in many cases allowing for the separation of natural causes of climate change 28 

(natural variability) and greenhouse-induced trends in earth’s climate. In recent millennia, atmospheric CO2 29 

concentrations were relatively stable, such that changes in solar irradiance and volcanic eruptions 30 

represented the primary external drivers of global climate variability. During this time, global temperature 31 

variations amounted to less than 0.5C and sea level varied by no more than 10cm. Exceptionally high-32 

resolution records spanning the last several centuries allow for the quantification of past climate extremes 33 

such as drought, El Niño/La Niña events, wildfires, and even tropical storms. Indeed, the last millennia 34 

provides a wealth of data that climate scientists use to probe the relationship between global climate state 35 

and the character of climate extremes. As such, it offers a “baseline” to which human-induced changes can 36 

be compared, and also a rich testbed for climate models that are used to project 21st century climate changes, 37 

which must account for natural as well as solar-, volcanic-, and greenhouse-forced climate variability. 38 

 39 

Rising greenhouse gas concentrations reflect large-scale changes in the Earth’s carbon cycle, such that 40 

studies of past changes in carbon fluxes and associated climate changes are highly relevant to projections of 41 

future anthropogenic climate change. Over the last million years, Earth has transitioned from glacial climate 42 

states characterized by markedly lower atmospheric CO2 concentrations (200 parts per million) to 43 

interglacial climate states (with CO2 concentrations of 280-300 parts per million) every ~100,000 years. 44 

Profound shifts in polar ice sheet mass, sea ice extent, sea level, ocean circulation, global temperature, 45 

precipitation patterns, vegetation and climate extremes accompanied these glacial-interglacial shifts. 46 

Intriguingly, glacial states are marked by examples of abrupt climate changes that illustrate the potential for 47 

rapid climate responses to much slower changes in climate forcing – a high-risk but highly uncertain 48 

scenario for 21st century climate changes. 49 

 50 

Much further back in geologic time, deep-sea sediments record a climate state when changes in volcanic 51 

activity/crustal formation rates and weathering caused atmospheric CO2 concentrations to climb to ~800ppm 52 

or higher – similar to levels expected in coming decades if emissions continue at present rates. During the 53 

Eocene period, roughly 50 million years ago, global temperatures were as much as 8C warmer, sea level 54 

was 20-40m higher, and ocean pH varied appreciably. While the rates of present-day atmospheric CO2 55 
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change, temperature change, ocean pH change, and sea level rise are many times higher than they were 1 

during past geologic intervals, these “hothouse” worlds hold key lessons for our climate future. In particular, 2 

they provide a window into how our planet may eventually end up like, if emissions of greenhouse gases 3 

continue unabated, and allow us to test how well our climate models perform under these extreme 4 

conditions. This is especially true as models that were constructed and tested against instrumental climate 5 

data are charged with projecting climate changes that occur under vastly different boundary conditions than 6 

today. As such, past climate data allows us to test the general applicability of our models, and therefore the 7 

reliability of our future climate predictions 8 

 9 

[Figure concept:  10 

4 vertical panels, illustrating (from left to right):   11 

i) the PETM,  12 

ii) the last millennium/pre-industrial,  13 

iii) present-day, and  14 

iv) 2100 projections (RCP8.5 or similar) 15 

with an infographic denoting changes in the following variables: 16 

● atmospheric CO2 concentrations 17 

● global temperature 18 

● global sea level 19 

● (other variables?)] 20 

 21 

[START FAQ 1.3, FIGURE 1 HERE] 22 

 23 
FAQ 1.3, Figure 1: [PLACEHOLDER] 24 

[END FAQ 1.3, FIGURE 1 HERE] 25 

 26 

  27 
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FAQ 1.4: How do we calculate global temperature change? 1 

 2 

We calculate global surface temperature change by analyzing the readings of thermometers all over the 3 

globe using statistical techniques to take into account areas like the poles where there are fewer 4 

measurements. Multiple independent groups of scientists work with an ever increasing number of readings 5 

and all have very similar results. 6 

The surface temperature of the world has, on average, increased by around 1 °C since the pre-industrial 7 

period – hence the term ‘global warming’. Making such a statement implies that we are confident in the 8 

ability of science to determine how surface temperatures change over time.  9 

Multiple scientific organizations monitor global surface temperature and all datasets rely on long-term series 10 

of temperature measurements made of the air near the surface over land and of the ocean surface, collected 11 

by ships, buoys and satellites. Much like having multiple watches that may be set differently but still 12 

consistently count seconds and minutes, the numerous temperature measurements may all be calibrated 13 

slightly differently but can still give comparable changes. For that reason it is easier to measure temperature 14 

change, and not the absolute average temperature of the Earth’s surface. 15 

Three main issues arise when estimating changes in global temperature from a large set of measurements 16 

spread unevenly across the globe. The first is how to deal with areas where measurements are sparse or 17 

mostly unavailable, such as close to the poles. While the different groups producing temperature records all 18 

perform rigorous analyses in order to handle the fact that the measurements are not spread evenly, they differ 19 

somewhat in how they treat areas with no information.  20 

The second issue, which has recently seen a lot of discussion, is what type of measurement to use over the 21 

ocean regions. Traditionally, ship or buoy measurements of the temperature of surface water, have been 22 

combined with air temperature measurements (typically at 2 metres) over land. However, analyses with 23 

global climate models have tended to use simulated air temperatures everywhere. As air temperatures over 24 

the ocean can be expected to warm slightly faster than surface water, it is important to use the same 25 

methodology when comparing measurements to models.  26 

The third issue is which time period to report the changes over. As global temperatures have a natural year-27 

to-year variability, scientists normally average at least 20 years to obtain a representative value - but which 28 

years? For current temperatures, they naturally use the latest two decades. The period before significant 29 

human influence is more difficult to define, partly because measurements were much more sparse in the 18th 30 

and 19th centuries. Currently scientists use an ‘early industrial’ period from 1850 to 1900 as the starting 31 

point, though sometimes the ‘pre-industrial’ period around 1750 is also used.   32 

While global temperatures have risen by about one degree over the last hundred years or so, the formal 33 

assessment, based on several independently produced data series, is that surface air temperatures changed by 34 

+0.87 °C between the average of 1850-1900 and 2006-2015.  35 

 36 

[START FAQ 1.4, FIGURE 1 HERE] 37 

FAQ 1.4, Figure 1: Suggestion: Global map of measurement site/point densities. With a side list of all the different 38 
techniques (eg, buoys, satellites, ships etc – could have icons for each?) Present placeholder is 39 
from Rennie et al. (2014).  40 

[END FAQ 1.4, FIGURE 1 HERE] 41 
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Appendix 1.A 1 

 2 

[START TABLE 1.A.1 HERE] 3 

Table 1.A.1: Historical overview of major conclusions of IPCC assessment reports. The table repeats Table 1.1 from the IPCC Fifth Assessment Report (AR5; IPCC, 2013) and 4 
extends it with the AR5 and AR6 key findings. The table provides a non-comprehensive selection of key statements from previous assessment reports—IPCC First 5 
Assessment Report (FAR; IPCC, 1990), IPCC Second Assessment Report (SAR; IPCC, 1996), IPCC Third Assessment Report (TAR; IPCC, 2001), IPCC Fourth 6 
Assessment Report (AR4; IPCC, 2007), IPCC Fifth Assessment Report (AR5; IPCC, 2013), and the IPCC Sixth Assessment Report (AR6; 202X)  —with a focus on 7 
global mean surface air temperature and sea level change as two policy relevant quantities that have been covered in IPCC since the first assessment report.  8 

 9 

Topic  FAR SPM Statement  SAR SPM 

Statement  

TAR SPM Statement  AR4 SPM Statement  AR5 SPM statement AR6 

SPM 

statement 

Human and 

Natural Drivers 

of Climate 

Change  

There is a natural 

greenhouse effect which 

already keeps the Earth 

warmer than it would 

otherwise be. Emissions 

resulting from human 

activities are substantially 

increasing the atmospheric 

concentrations of the 

greenhouse gases carbon 

dioxide, methane, 

chlorofluorocarbons and 

nitrous oxide. These 

increases will enhance the 

greenhouse effect, resulting 

on average in an additional 

warming of the Earth’s 

surface.  

Greenhouse gas 

concentrations have 

continued to increase. 

These trends can be 

attributed largely to 

human activities, 

mostly fossil fuel use, 

land use change and 

agriculture.  

Emissions of 

greenhouse gases and 

aerosols due to human 

activities continue to 

alter the atmosphere in 

ways that are expected 

to affect the climate. 

The atmospheric 

concentration of CO2 

has increased by 31% 

since 1750 and that of 

methane by 151%.  

Global atmospheric 

concentrations of 

carbon dioxide, 

methane and nitrous 

oxide have increased 

markedly as a result of 

human activities since 

1750 and now far 

exceed pre-industrial 

values determined 

from ice cores 

spanning many 

thousands of years. 

The global increases in 

carbon dioxide 

concentration are due 

primarily to fossil fuel 

use and land use 

change, while those of 

methane and nitrous 

oxide are primarily 

due to agriculture.  

Total radiative forcing 

is positive, and has 

led to an uptake of 

energy by the climate 

system. The largest 

contribution to total 

radiative forcing is 

caused by the increase 

in the atmospheric 

concentration of CO2 

since 1750. 
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Continued emissions of 

these gases at present rates 

would commit us to 

increased concentrations 

for centuries ahead.  

Anthropogenic 

aerosols are short-

lived and tend to 

produce negative 

radiative forcing.  

Anthropogenic aerosols 

are short-lived and 

mostly produce 

negative radiative 

forcing by their direct 

effect. There is more 

evidence for their 

indirect effect, which is 

negative, although of 

very uncertain 

magnitude.  

Very high confidence 

that the global average 

net effect of human 

activities since 1750 

has been one of 

warming, with a 

radiative forcing of 

+1.6 [+0.6 to +2.4] W 

m–2.  

The total 

anthropogenic RF for 

2011 relative to 1750 

is 2.29 [1.13 to 3.33] 

W m−2), and it has 

increased more 

rapidly since 1970 

than during prior 

decades. The total 

anthropogenic RF 

best estimate for 2011 

is 43% higher than 

that reported in AR4 

for the year 2005.  

 

  
Natural factors have 

made small 

contributions to 

radiative forcing over 

the past century.  

 
The total natural RF 

from solar irradiance 

changes and 

stratospheric volcanic 

aerosols made only a 

small contribution to 

the net radiative 

forcing throughout the 

last century, except 

for brief periods after 

large volcanic 

eruptions.  

 

Observations of 

Recent Climate 

Change - 

Temperature 

Global mean surface air 

temperature has increased 

by 0.3°C to 0.6°C over the 

last 100 years, with the five 

global-average warmest 

years being in the 1980s.  

Climate has changed 

over the past century. 

Global mean surface 

temperature has 

increased by between 

about 0.3 and 0.6°C 

since the late 19th 

century. Recent years 

have been among the 

An increasing body of 

observations gives a 

collective picture of a 

warming world and 

other changes in the 

climate system.  

Warming of the 

climate system is 

unequivocal, as is now 

evident from 

observations of 

increases in global 

average air and ocean 

temperatures, 

widespread melting of 

Warming of the 

climate system is 

unequivocal, and 

since the 1950s, many 

of the observed 

changes are 

unprecedented over 

decades to millennia. 

The atmosphere and 
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warmest since 1860, 

despite the cooling 

effect of the 1991 Mt. 

Pinatubo volcanic 

eruption.  

snow and ice, and 

rising global average 

sea level.  

ocean have warmed, 

the amounts of snow 

and ice have 

diminished, sea level 

has risen, and the 

concentrations of 

greenhouse gases 

have increased. 

The global average 

temperature has 

increased since 1861. 

Over the 20th century 

the increase has been 

0.6°C.  

Eleven of the last 

twelve years (1995–

2006) rank among the 

12 warmest years in 

the instrumental 

record of global 

surface temperature 

(since 1850). The 

updated 100-year 

linear trend (1906 to 

2005) of 0.74°C 

[0.56°C to 0.92°C] is 

therefore larger than 

the corresponding 

trend for 1901 to 2000 

given in the TAR of 

0.6°C [0.4°C to 

0.8°C].  

Each of the last three 

decades has been 

successively warmer 

at the Earth’s surface 

than any preceding 

decade since 1850. 

The globally averaged 

combined land and 

ocean surface 

temperature data as 

calculated by a linear 

trend, show a 

warming of 0.85 [0.65 

to 1.06] °C, over the 

period 1880 to 2012.  

 

Some important aspects 

of climate appear not to 

have changed.  

Some aspects of 

climate have not been 

observed to change. 

  

Observations of 

Recent Climate 

Change - Sea 

Level  

Over the same period 

global sea level has 

increased by 10 to 20 cm. 

These increases have not 

been smooth with time, nor 

uniform over the globe.  

Global sea level has 

risen by between 10 

and 25 cm over the 

past 100 years and 

much of the rise may 

be related to the 

Tide gauge data show 

that global average sea 

level rose between 0.1 

and 0.2 m during the 

20th century.  

Global average sea 

level rose at an 

average rate of 1.8 

[1.3 to 2.3] mm per 

year over 1961 to 

2003. The rate was 

The rate of sea level 

rise since the mid-

19th century has been 

larger than the mean 

rate during the 

previous two 
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increase in global 

mean temperature.  

faster over 1993 to 

2003: about 3.1 [2.4 to 

3.8] mm per year. The 

total 20th century rise 

is estimated to be 0.17 

[0.12 to 0.22] m.  

millennia (high 

confidence). Over the 

period 1901 to 2010, 

global mean sea level 

rose by 0.19 [0.17 to 

0.21] m. 

Observations of 

Recent Climate 

Change - Ocean 

Heat Content 

  
Global ocean heat 

content has increased 

since the late1950s, the 

period for which 

adequate observations 

of sub-surface ocean 

temperatures have been 

available. 

Observations since 

1961 show that the 

average temperature of 

the global ocean has 

increased to depths of 

at least 3000 m and 

that the ocean has 

been absorbing more 

than 80% of the heat 

added to the climate 

system. Such warming 

causes seawater to 

expand, contributing 

to sea level rise. 

Ocean warming 

dominates the 

increase in energy 

stored in the climate 

system, accounting 

for more than 90% of 

the energy 

accumulated between 

1971 and 2010 (high 

confidence). 

It is virtually certain 

that the upper ocean 

(0−700 m) warmed 

from 1971 to 2010, 

and it likely warmed 

between the 1870s 

and 1971 On a global 

scale, the ocean 

warming is largest 

near the surface, and 

the upper 75 m 

warmed by 0.11 [0.09 

to 0.13] °C 

per decade over the 

period 1971 to 2010. 

Instrumental biases in 

upper-ocean 

temperature records 

have been identified 
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and reduced, 

enhancing confidence 

in the assessment of 

change. 

Observations of 

Recent Climate 

Change - 

Carbon Cycle / 

Ocean 

Acidification 

   
Increasing 

atmospheric carbon 

dioxide concentrations 

lead to increasing 

acidification of the 

ocean. Projections 

based on SRES 

scenarios give 

reductions in average 

global surface ocean 

pH16 of between 0.14 

and 0.35 units over the 

21st century, adding to 

the present decrease of 

0.1 units since pre-

industrial times. 

The atmospheric 

concentrations of 

carbon dioxide, 

methane, and nitrous 

oxide have 

increased to levels 

unprecedented in at 

least the last 800,000 

years. Carbon dioxide 

concentrations have 

increased by 40% 

since pre-industrial 

times, primarily from 

fossil fuel 

emissions and 

secondarily from net 

land use change 

emissions. The ocean 

has absorbed 

about 30% of the 

emitted anthropogenic 

carbon dioxide, 

causing ocean 

acidification 

 

A 

Palaeoclimatic 

Perspective  

Climate varies naturally on 

all timescales from 

hundreds of millions of 

years down to the year-to-

year. Prominent in the 

Earth’s history have been 

the 100,000 year glacial–

The limited available 

evidence from proxy 

climate indicators 

suggests that the 20th 

century global mean 

temperature is at least 

as warm as any other 

New analyses of proxy 

data for the Northern 

Hemisphere indicate 

that the increase in 

temperature in the 20th 

century is likely to have 

been the largest of any 

Palaeoclimatic 

information supports 

the interpretation that 

the warmth of the last 

half century is unusual 

in at least the previous 

1,300 years.  

In the Northern 

Hemisphere, 1983–

2012 was likely the 

warmest 30-year 

period of the last 1400 

years (medium 

confidence).  
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interglacial cycles when 

climate was mostly cooler 

than at present. Global 

surface temperatures have 

typically varied by 5°C to 

7°C through these cycles, 

with large changes in ice 

volume and sea level, and 

temperature changes as 

great as 10°C to 15°C in 

some middle and high 

latitude regions of the 

Northern Hemisphere. 

Since the end of the last ice 

age, about 10,000 years 

ago, global surface 

temperatures have probably 

fluctuated by little more 

than 1°C. Some 

fluctuations have lasted 

several centuries, including 

the Little Ice Age which 

ended in the nineteenth 

century and which appears 

to have been global in 

extent.  

century since at least 

1400 AD. Data prior 

to 1400 are too sparse 

to allow the reliable 

estimation of global 

mean temperature.  

century during the past 

1,000 years. It is also 

likely that, in the 

Northern Hemisphere, 

the 1990s was the 

warmest decade and 

1998 the warmest year. 

Because less data are 

available, less is known 

about annual averages 

prior to 1,000 years 

before present and for 

conditions prevailing in 

most of the Southern 

Hemisphere prior to 

1861.  

The last time the polar 

regions were 

significantly warmer 

than present for an 

extended period (about 

125,000 years ago), 

reductions in polar ice 

volume led to 4 to 6 m 

of sea level rise.  

There is very high 

confidence that 

maximum global 

mean sea level during 

the last interglacial 

period (129,000 to 

116,000 years ago) 

was, for several 

thousand years, at 

least 5 m higher than 

present, and high 

confidence that it did 

not exceed 10 m 

above present.  

 

Understanding 

and Attributing 

Climate 

Change  

The size of this warming is 

broadly consistent with 

predictions of climate 

models, but it is also of the 

same magnitude as natural 

climate variability. Thus 

the observed increase could 

be largely due to this 

natural variability; 

The balance of 

evidence suggests a 

discernible human 

influence on global 

climate. Simulations 

with coupled 

atmosphere–ocean 

models have provided 

important information 

There is new and 

stronger evidence that 

most of the warming 

observed over the last 

50 years is attributable 

to human activities. 

There is a longer and 

more scrutinized 

temperature record and 

Most of the observed 

increase in global 

average temperatures 

since the mid-20th 

century is very likely 

due to the observed 

increase in 

anthropogenic 

greenhouse gas 

Human influence on 

the climate system is 

clear. It is extremely 

likely that more than 

half of the observed 

increase in global 

average surface 

temperature from 

1951 to 2010 was 
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alternatively this variability 

and other human factors 

could have offset a still 

larger human-induced 

greenhouse warming. The 

unequivocal detection of 

the enhanced greenhouse 

effect from observations is 

not likely for a decade or 

more.  

about decade to 

century timescale 

natural internal 

climate variability.  

new model estimates of 

variability. 

Reconstructions of 

climate data for the past 

1,000 years indicate 

this warming was 

unusual and is unlikely 

to be entirely natural in 

origin.  

concentrations. 

Discernible human 

influences now extend 

to other aspects of 

climate, including 

ocean warming, 

continental-average 

temperatures, 

temperature extremes 

and wind patterns.  

caused by the 

anthropogenic 

increase in 

greenhouse gas 

concentrations and 

other anthropogenic 

forcings 

together. The best 

estimate of the 

human-induced 

contribution to 

warming is similar to 

the observed warming 

over this period. 

Projections of 

Future Changes 

in Climate - 

Temperature 

Under the IPCC Business-

as-Usual emissions of 

greenhouse gases, a rate of 

increase of global mean 

temperature during the next 

century of about 0.3°C per 

decade (with an uncertainty 

range of 0.2°C to 0.5°C per 

decade); this is greater than 

that seen over the past 

10,000 years.  

Climate is expected 

to continue to change 

in the future. For the 

mid-range IPCC 

emission scenario, 

IS92a, assuming the 

‘best estimate’ value 

of climate sensitivity 

and including the 

effects of future 

increases in aerosols, 

models project an 

increase in global 

mean surface air 

temperature relative 

to 1990 of about 2°C 

by 2100.  

Global average 

temperature and sea 

level are projected to 

rise under all IPCC 

SRES scenarios. The 

globally averaged 

surface temperature is 

projected to increase by 

1.4°C to 5.8°C over the 

period 1990 to 2100.  

For the next two 

decades, a warming of 

about 0.2°C per 

decade is projected for 

a range of SRES 

emission scenarios. 

Even if the 

concentrations of all 

greenhouse gases and 

aerosols had been kept 

constant at year 2000 

levels, a further 

warming of about 

0.1°C per decade 

would be expected.  

Global surface 

temperature change 

for the end of the 21st 

century is likely to 

exceed 1.5°C relative 

to 1850 to 1900 for all 

RCP scenarios except 

RCP2.6. It is likely to 

exceed 2°C for 

RCP6.0 and RCP8.5, 

and more likely than 

not to exceed 2°C for 

RCP4.5. Warming 

will continue beyond 

2100 under all RCP 

scenarios except 

RCP2.6. Warming 

will continue to 

exhibit interannual-to-

decadal variability 
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and will not be 

regionally uniform. 

Confidence in the 

ability of models to 

project future climate 

has increased.  

 

 

 

 

  

There is now higher 

confidence in 

projected patterns of 

warming and other 

regional-scale 

features, including 

changes in wind 

patterns, precipitation 

and some aspects of 

extremes and of ice.  

Climate models have 

improved since the 

AR4. Models 

reproduce observed 

continental-scale 

surface temperature 

patterns and trends 

over many decades, 

including the more 

rapid warming since 

the mid-20th century 

and the cooling 

immediately 

following large 

volcanic eruptions.  

 

Anthropogenic climate 

change will persist for 

many centuries.  

Anthropogenic 

warming and sea level 

rise would continue 

for centuries, even if 

greenhouse gas 

concentrations were to 

be stabilised.  

Cumulative emissions 

of CO2 largely 

determine global 

mean surface 

warming by the late 

21st 

century and beyond. 

Most aspects of 

climate change will 

persist for many 

centuries even if 

emissions of CO2 are 

stopped. This 

represents a 

substantial multi-

century climate 

change commitment 

created by past, 
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present and future 

emissions of CO2. 

Projections of 

Future Changes 

in Climate - Sea 

Level  

An average rate of global 

mean sea level rise of about 

6 cm per decade over the 

next century (with an 

uncertainty range of 3 to 10 

cm per decade) is 

projected.  

Models project a sea 

level rise of 50 cm 

from the present to 

2100.  

Global mean sea level 

is projected to rise by 

0.09 to 0.88 m between 

1990 and 2100.  

Global sea level rise 

for the range of 

scenarios is projected 

as 0.18 to 0.59 m by 

the end of the 21st 

century. 

Global mean sea level 

rise for 2081–2100 

relative to 1986–2005 

will likely be in the 

ranges of 0.26 to 0.55 

m for RCP2.6, 0.32 to 

0.63 m for RCP4.5, 

0.33 to 0.63 m for 

RCP6.0, and 0.45 to 

0.82 m for RCP8.5. 

 

Projections of 

Future Changes 

in Climate - 

AMOC  

 
Most simulations 

show a reduction in 

the strength of the 

north Atlantic 

thermohaline 

circulation. Future 

unexpected, large and 

rapid climate system 

changes are difficult 

to predict. These arise 

from the non-linear 

nature of the climate 

system. Examples 

include rapid 

circulation changes in 

the North Atlantic. 

Most models show 

weakening of the ocean 

thermohaline 

circulation which leads 

to a reduction of the 

heat transport into high 

latitudes of the 

Northern Hemisphere. 

However, even in 

models where the 

thermohaline 

circulation weakens, 

there is still a warming 

over Europe due to 

increased greenhouse 

gases. The current 

projections using 

climate models do not 

exhibit a complete 

shut-down of the 

thermohaline 

circulation by 2100. 

Beyond 2100, the 

Based on current 

model simulations, it 

is very likely that the 

meridional overturning 

circulation (MOC) of 

the Atlantic Ocean 

will slow down during 

the 21st century. It is 

very unlikely that the 

MOC will undergo a 

large abrupt transition 

during the 21st 

century. Longer-term 

changes in the MOC 

cannot be assessed 

with confidence. 

It is that the Atlantic 

Meridional 

Overturning 

Circulation (AMOC) 

will weaken over the 

21st century. It is very 

unlikely that the 

AMOC will undergo 

an abrupt transition or 

collapse in the 21st 

century for the 

scenarios considered. 

There is low 

confidence in 

assessing the 

evolution of the 

AMOC beyond the 

21st century because 

of the limited number 

of analyses and 

equivocal results. 

However, a collapse 

beyond the 21st 
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thermohaline 

circulation could 

completely, and 

possibly irreversibly, 

shut-down in either 

hemisphere if the 

change in radiative 

forcing is large enough 

and applied long 

enough. 

century for large 

sustained warming 

cannot be excluded. 

 1 

[END TABLE 1.A.1 HERE] 2 
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Figures: 1 

 2 

 3 
Figure 1.1: The changing state of the physical climate system. Left: Schematic of the components of the climate 4 

system, and examples of how key physical observables are changing. Right: Each wedge of the rosette 5 
shows annual means of one variable, from 1850 (center) out to 2017 (outer circle). Grey indicates missing 6 
data. [To be updated for SOD. All data plotted so far temporary, taken predominantly from AR5.] 7 

  8 
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 1 

 2 

 3 

Figure 1.2: Long-term context of anthropogenic climate change based on selected paleoclimatic reconstructions over 4 
the past 800,000 years for three key indicators: atmospheric CO2 concentrations, global mean surface 5 
temperature, and sea level. a) Measurements of CO2 in air enclosed in Antarctic ice cores (Lüthi et al., 6 
2008; MacFarling Meure et al., 2006) and direct air measurements (Dlugokenky and Tans, 2019) 7 
(Keeling et al., 1976). Inferred CO2 concentrations for the RCPs are indicated by the bars on the right side 8 
of the figure and taken from Zickfeld et al. (2013). Reconstruction of global average surface air 9 
temperature based on a combination of several marine paleoclimate proxies and PMIP model simulations 10 
(Snyder, 2016). Observed temperature changes since 1850 are from the HadCRUT4 dataset, re-referenced 11 
to 1850-1900; bars indicate the projected ranges of warming derived from CMIP5 simulations (IPCC, 12 
2013a) Sea level changes reconstructed from oxygen isotope measurements on several ocean sediment 13 
cores (Bintanja and van de Wal, 2008, re-referenced to 1850-1900). The observed sea level record is from 14 
Jevrejeva et al. (2014); projections are based on a combination of CMIP5 ensembles and process-based 15 
models (IPCC, 2013a). [PLACEHOLDER: projections are based on CMIP5. They will be replaced by 16 
CMIP6 in the SOD; uncertainties will be added to the paleoclimate reconstructions in the SOD. Also, 17 
SLR projections will likely use Spratt and Lisiecki (2016) (re-referenced to 1850-1900) for the SOD 18 
instead of Bintanja and van de Wal (2008). 19 

 20 

 21 

 22 

 23 
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 1 

 2 

 3 
Cross-Chapter Box 1.2, Figure 1: Schematic of the Risk Framework used in AR6. Risk results from the interaction 4 
between hazards, exposure and vulnerability. Vulnerability and exposure are mainly driven by socioeconomic 5 
processes. Climate mainly influences hazards through natural climate variability as well as anthropogenic climate 6 
change. Risk can be reduced via adaptation and mitigation, thereby constructing resilience. 7 

 8 
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 1 
 2 
 3 

Figure 1.3: A schematic representation of how climate change risk depends on equilibrium climate sensitivity (ECS). 4 
(a) A possible likelihood distribution consistent with the IPCC AR5 assessment that “Equilibrium climate 5 
sensitivity is likely in the range 1.5 to 4.5°C (high confidence), extremely unlikely less than 1°C (high 6 
confidence) and very unlikely greater than 6°C (medium confidence)”. (b) A schematic illustration of the 7 
fact that, for a given emissions scenario, the cost of impacts and adaptation rises very rapidly (shown here 8 
as an exponential damage function) with ECS. (c) In this example, the resultant risk (quantified here as 9 
likelihood × impact) is highest for high ECS values. The precise shape of the risk curve is dependent on 10 
assumptions about the shape of the likelihood and damage functions at high sensitivity (Weitzman, 2011). 11 
Figure and caption taken from Sutton (2018) [To be updated]  12 

  13 

  14 
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 1 

 2 
 3 

Figure 1.4: G.S. Callendar’s graph of global temperatures from 147 surface stations, 1880-1934. Top: ten-year 4 
moving departures from the mean of 1901-1930 (Callendar, 1938). The dashed line represents his 5 
estimate of the “CO2 effect” on temperature rise. Bottom: annual departures from the 1901-1930 mean. 6 

 7 

 8 

  9 
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 1 

 2 
Box 1.1, Figure 1.1: The IPCC AR6 approach for characterizing understanding and uncertainty in assessment findings. 3 

This diagram illustrates the step-by-step process authors use to evaluate and communicate the state 4 
of knowledge in their assessment (Mastrandrea et al., 2010). Authors present evidence/agreement, 5 
confidence, or likelihood terms with assessment conclusions, communicating their expert 6 
judgments accordingly. Example conclusions are drawn from the IPCC WGI AR5 [adapted, from 7 
Mach et al. (2017)]. 8 

 9 

 10 

  11 
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 1 

 2 
Figure 1.5: Top row: Trend in temperature change over time (°C per decade) for observations (blue) and climate 3 

models projections (red) for a selection of prominent past climate model forecasts. Bottom: Implied 4 
Transient Climate Response (°C per doubled CO2) for observations and models based on the ratio of 5 
change in temperature to change in anthropogenic radiative forcing. Radiative forcing values are taken 6 
from each separate model; observed radiative forcing estimates use a 1000-member ensemble extended 7 
from Dessler and Forster (2018). Observed temperatures are based data from five groups: NASA 8 
GISTEMP, Hadley/UEA HadCRUT4, NOAA GlobalTemp, Berkeley Earth, and Cowtan and Way. Both 9 
modeled and observed trends are shown over the forecast period of each model between date of 10 
publication and the end of 2017 (or the last available model forecast year).  11 

 12 

 13 

 14 

  15 
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 1 

 2 
Figure 1.6: Range of projected temperature change for 1990-2030 for regions defined in IPCC FAR (1990). Darker 3 

red bands show the range of projected change given for the best estimate of 1.8°C global warming since 4 
pre-industrial, faint bands show the range scaled for lower and higher estimates of global warming. Blue 5 
lines show the observations from several global temperature gridded datasets, red lines show the linear 6 
trends in those datasets for 1990-2018 extrapolated to 2030. Observed datasets are: HadCRUT4.6, 7 
Cowtan and Way, GISTEMP, Berkeley Earth and University of Delaware. 8 

  9 
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Figure 1.30:  1 
Figure 1.7: Schematic of climate data coverage through time, indicating time span covered by different sources, as 2 

well as density of coverage from a given source (i.e. satellite coverage increasing through time, whereas 3 
ground-based instrumental coverage is decreasing in recent years, and corals and tropical ice cores are a 4 
“vanishing” archive).   5 
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Figure 1.31:  1 

 2 
Figure 1.8: The population distributions of global climate models in terms of nominal horizontal atmospheric and 3 

oceanic resolutions. (a) (b) Models used for future projection scenario experiments in CMIP6 and CMIP5 4 
model intercomparison projects respectively. (c) (d) Models used for assessing biogeochemical feedbacks 5 
in CMIP6 and CMIP5.The CMIP6 models are those registered as of December, 2018 6 
(https://rawgit.com/WCRP-CMIP/CMIP6_CVs/master/src/CMIP6_source_id.html), while the CMIP5 7 
models are those available at the IPCC Data Distribution Centre AR5 Reference Snapshot 8 
(http://www.ipcc-data.org/sim/gcm_monthly/AR5/Reference-Archive.html). [To be updated].  9 

https://rawgit.com/WCRP-CMIP/CMIP6_CVs/master/src/CMIP6_source_id.html
http://www.ipcc-data.org/sim/gcm_monthly/AR5/Reference-Archive.html
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 1 

 2 
 3 
Figure 1.9: A world map showing the increased diversity of modelling centres contributing to CMIP (idea, use 4 

different symbols or colors or sizes for climate centres that participated in CMIP3, CMIP5, CMIP6), and 5 
also modelling contributions to CORDEX. [TO BE UPDATED, CORDEX information is incomplete] 6 

  7 
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Figure 1.32:  1 

 2 
Figure 1.10: Illustration of common types of model ensemble, simulating the time evolution of a quantity V (such as 3 

surface temperature or precipitation). (a) Multi-model ensemble, where each model has its own 4 
realization of the processes affecting V, and its own internal variability around the baseline value (dashed 5 
line). (b) Initial condition ensemble, where several realizations from a single model are compared. These 6 
differ only by minute perturbations to the initial conditions of the simulation, such that over time, internal 7 
variability will progress differently in each ensemble member. (c) Perturbed physics ensemble, which 8 
also compares realizations from a single model, but where one or more quantities that may affect V are 9 
systematically changed to allow for a quantification of the impact of those quantities on the model results.  10 

 11 

 12 

 13 

 14 

 15 
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 1 
Figure 1.11: Structure of the CMIP6 multi-model intercomparison project (Eyring et al., 2016a). The centre shows the 2 

common DECK and historical experiments that all participating models must perform, the outer circle 3 
shows the topics covered by the endorsed MIPs. 4 

  5 
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 1 

 2 
 3 
Figure 1.12: The principle of Emergent Constraints. An ensemble of models (blue dots) define a relationship between 4 

an observable trend or variation in the climate (x-axis) and an uncertain climate sensitivity or feedback 5 
(y-axis). An observation of the x-axis variable can then be combined with the model-derived relationship 6 
to provide a tighter estimate of the climate sensitivity or feedback on the y-axis (adapted from Eyring et 7 
al. (2019)). 8 

 9 

 10 

 11 

 12 

 13 

 14 

 15 

 16 
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 18 

 19 
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 1 

 2 
Figure 1.13: Simulated changes in various climate metrics using historical and RCP4.5 scenarios using the MPI Grand 3 

Ensemble (Maher et al. 2019, in review). The top row shows temperature-related metrics (Ocean Heat 4 
Content to 2000m, annual global surface air temperature and UK summer temperatures) and the bottom 5 
row shows Arctic sea-ice related metrics (annual ice volume and September sea-ice area). The grey 6 
shading shows the 5-95% range from the 100-member ensemble, and the coloured lines represent three 7 
individual ensemble members. All three members shown have very similar OHC trends (top left) but vary 8 
considerably for other climate metrics (only two are shown for each). Trends are shown with thin solid 9 
lines for the 2011-2021 period.  10 

  11 
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 1 
 2 
Figure 1.14: Observed temperatures in the UK and Ghana from 1900-2018 in the Berkeley Earth temperature dataset, 3 

and GMST from HadCRUT4. The shaded band indicates the amplitude of internal variability [over X 4 
year periods] for each region. After Sutton et al. (2016). 5 

  6 
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 2 

 3 

Figure 1.15: Spatial and temporal scales of atmospheric processes and their relations to the region sets used in this 4 
report, namely reference land and ocean regions (Reference), WGII-type regions (WGII-Type), and 5 
typological land and ocean regions (Typological). The domain “Local” stands for local domains not 6 
formally defined but occasionally mentioned in specific situations (see Figure 10.1 in Chapter 10 for a 7 
comparison with various modelled processes at regional and global scales. [To be updated]  8 
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 1 

Figure 1.16: Main types of regions used in this report. (a): AR6 WGI reference set of land and ocean regions, used 2 
throughout this report. There are 37 land regions and 12 ocean regions in total. Notice that SPO, NPO and 3 
EPO continue on the left side of the map, indicated with an asterisk. For the meaning of the acronyms and 4 
details of each region, see the Atlas. [The reference set of ocean regions are still tentative and will be 5 
confirmed in the SOD]. (b): Example of typological land regions. Land monsoon domains adopted in 6 
Chapter 8 [to be updated accordingly with chapter 8], as defined in AR5 WGI. The acronyms stand for 7 
North America Monsoon System (NAMS), North Africa (NAF), Southern Asia (SAS), East Asian 8 
Summer (EAS), South America Monsoon System (SAMS), South Africa (SAF), and Australian-Maritime 9 
Continent (AUSMC). All the regions are within 40°S to 40°N. For further details, see Chap. 8. (c): 10 
Example of typological ocean regions. Ocean biome zones used in Chapters 5 and 9, which reflect the 11 
historical mean of the dynamics. The following regions are displayed: (0) Northern Hemisphere High 12 
Latitudes, (1) Northern Hemisphere Subtropics, (2) Equatorial, (3) Southern Hemisphere Subtropics, (4) 13 
Southern Hemisphere High Latitudes, (5) Arabian Sea, (6) Eastern Boundaries, (7) Amazon River, (8) 14 
Gulf of Mexico and (9) Indonesian Flowthrough. For more information, see Chapter 5. (d): WGII-type 15 
regions used in Chapter 12, as defined in AR5 WGII Part B.  16 
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Figure 1.17: Global mean surface air temperature from the range of CMIP5 historical simulations (1861-2005) using 4 

absolute values (top) and anomalies relative to two different baselines (bottom). In order to compare the 5 
models with each other and with reanalyses and observations (colours), a baseline or reference period has 6 
to be chosen, and that choice can affect the comparison. (Taken from Hawkins and Sutton, 2016, and to 7 
be updated with CMIP6 data.) 8 
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Figure 1.18: The ‘cascade of uncertainties’ in climate projections of global mean surface temperature change for 2080-4 
2099 from CMIP5. The multi-model mean for each scenario is indicated at the top of the cascade. This 5 
branches downwards to show the multi-realisation mean for each model (middle row), and further 6 
branches into the individual realisations (bottom row), though often only a single realisation is available. 7 
For this time period, the scenario uncertainty and model response uncertainty are larger than the internal 8 
variability. (To be updated to CMIP6 and include a near-term regional example to highlight the role of 9 
internal variability on smaller spatial and temporal scales.) 10 
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 4 
Figure 1.19: The Dimensions of Integration (DI) across Chapters and Working Groups in the IPCC AR6 assessment 5 

report. Building on the Synthesis Reports of the Fifth IPCC Assessment report (background image detail) 6 
this report adopts three explicit dimensions of integration to integrate knowledge across chapters and 7 
Working Groups. The first dimension (DI 1) are scenarios, the second dimension (DI 2) are global-mean 8 
temperature levels relative to pre-industrial levels and the third dimension (DI 3) are cumulative CO2 9 
emissions.  10 

 11 

 12 

 13 

 14 
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Figure 1.20: The scenario generation process that weaves through the three Working Groups and its scientific 3 

communities. The top level indicates the main set of models used in that scenario generation process, 4 
with the lower level indicating the datasets. Also, the three dimensions of integration (scenarios, 5 
cumulative carbon emissions and global-mean temperature levels) are indicated as open circles, with 6 
cumulative emissions sitting at the handover between WGIII (orange) and WGI (blue), and global-mean 7 
temperatures sitting - simplified speaking - at the connection point between WGI and WGII (green).  8 

 9 
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Figure 1.21: Analysis of the marker SSP scenarios, RCP and the wider AR6 scenario database regarding cumulative 3 

carbon emissions over time (panel a). The implied CO2-induced warming given those cumulative 4 
emissions and the TCRE is shown for SSP scenarios and SR1.5 emission scenario database (panel b). The 5 
variation of non-CO2 emission rates at the time of peak cumulative emissions is here exemplified with 6 
total methane emissions that can substantially influence the remaining carbon budget (cf. Collins et al. 7 
(2018)) (panel c). Overall, the GWP-weighted sum of all greenhouse gas emissions is a close indicator of 8 
cumulative carbon emissions until 2050 in the literature scenarios, lending some support to policy 9 
architectures that address GWP-weighted emission baskets as one of many options (see discussion in 10 
Chapter 7) (panel d). The timing of net positive and net negative emissions across the 9 SSP marker 11 
scenarios over time (panels e on the right side). [Note: this graph is only a sketch to highlight a few 12 
aspects of the AR6 emission database. To be updated] 13 
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Figure 1.22: The marker SSP scenarios used throughout the AR6 report, their cumulative CO2 emissions and 2050 2 

GHG emission levels in the context of the risks from climate change. Shown is the Synthesis Report 3 
Figure SPM.10 from AR5, updated by the 21st century characteristics of the new SSP scenarios in panel 4 
b and c.  [Note, this is only a hand-drawn sketch]. 5 
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Figure 1.23: The five future shared socio-economic scenarios SSP1 to SSP5, their model-specific reference scenarios 3 

and mitigation scenario within each future world. Here, the nine marker SSP scenarios from ScenarioMIP 4 
are shown with the higher priority scenarios SSP1-1.9, SSP1-2.6, SSP2-4.5, SSP3-7.0 and SSP5-8.5 5 
being shown in higher opaqueness. The illustrative temperature evolution is derived from the default 6 
MAGICC 7.0 setting used to produce the greenhouse gas concentrations for those SSP scenarios 7 
(greenhousegases.science.unimelb.edu.au). Note that those temperature evolutions are illustrative only 8 
and subject to large uncertainties. The black stripes on the respective scenario panels indicate SSP 9 
scenarios that were not selected to be marker scenarios, but span the scenario range more fully [Note, this 10 
graph is a sketch only. To be updated]. 11 
Figure 1.33:  12 
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Figure 1.24: Examples for the input datasets for the SSP scenarios, showing the range of SO2 emission scenarios over 2 

the 21st century [Note, a future version of this graph will show the RCP range in the background], and 3 
also a very high and low spatial emission example from the SSP3.-7.0 and SSP3-7.0-lowNTCF scenarios 4 
in 2100, respectively (top row). As landuse examples for the SSP scenarios, the spatial change in 5 
cropland cover in year 2100 to year 2015 is shown in the scenario SSP3-7.0 (left  panel), the global 6 
cropland change over time in all SSP scenarios compared with the RCP scenarios (middle panel) and the 7 
change in forest cover - with afforestation and reforestation in the SSP1-1.9 and SSP1-2.6 scenarios 8 
indicating the strongest increase in global forest cover (right panel). Source: Top graphs produced by 9 
CICERO on the basis of SSP database 2.0. Bottom graphs adapted from Fig 4 in O'Neill et al. (2016) with 10 
the cropland cover map being based on the land-cover dataset from LUMIP (Hurtt et al, in preparation - 11 
available at: http://luh.umd.edu/).  12 
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Figure 1.25: An illustrative comparison of the relative importance of greenhouse gas concentrations for projected 2 

climate change. The blue shaded area indicates the approximate forcing exerted by CO2 in three of the 3 
SSP scenarios, SSP1-1.9, SSP1-2.6 and SSP3-7.0. The CO2 concentrations under the SSP1-1.9 scenarios 4 
approximately reach 350 ppm after 2150, those of SSP1-2.6 around 400 ppm and the SSP3-7.0 as one of 5 
the higher scenarios will reach levels of nearly 1500 ppm CO2 in the longer term until 2300. Also shown 6 
are the effects of reducing short-lived climate forcers in the SSP3-7.0 scenario at the example of methane 7 
(panel c, black arrows in the top right), when comparing the SSP3-7.0 scenarios with the AerChemMIP 8 
variant SSP3-7.0-lowNTCF [To be updated]  9 
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Figure 1.26: Historical concentrations for the past 2000 years of CO2, CH4 and N2O (Meinshausen et al., 2017), and 3 

[draft sketch of] temperature reconstructions joined with scenario information up to year 2300. The 4 
temperature proxies over the last 2000 years were compiled by the Pages 2K project (Emile-Geay et al., 5 
2017) and also shown are northern hemispheric temperature reconstructions by Mann et al. (1999) (dark 6 
blue ranges). Future temperature projections are from the CMIP6 ScenarioMIP experiment, examined in 7 
Chapter 4 of this report. The grey vertical band indicates the 21st century.  [ Note: this is a draft sketch 8 
figure only]. 9 
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[PLACEHOLDER for figure] 4 

 5 

 6 

 7 
Figure 1.27: Illustrative synthesis figure on the “decision power/policy-relevance” of scenarios in the context of the 8 

Paris Agreement. The ‘decision power’ for this analysis is here defined as the range between reference 9 
and various mitigation scenarios that include shared policy assumptions (SPAs), separated by gases and 10 
scenario characteristics in relation to their effect (attributable warming) on peak 21st century temperatures 11 
[and end of century sea level rise] (y-axis). The individual elements on the x-axis can be: Next decade 12 
cumulative CO2 emissions, CH4 emissions, non-methane SLCF, second half of century net negative CO2 13 
emissions, and GHG emission levels in 2030 (possibly shown by various metrics, (GWP|GTP, and GWP* 14 
in some form)).  For example, methane emissions, cumulative CO2 emissions, cumulative GHG emissions 15 
(GWP|GTP\GWP* weighted), SLCF emissions and other GHG emissions. [dependent on AR6 scenario 16 
database analysis].  17 

 18 
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Cross-Chapter Box 1.5, Figure 1: Left panel: A comparison between an the global-mean temperature response of an 3 

upwelling-diffusion energy balance simple climate model in 1997 to early AOGCM 4 
results by by Manabe and Stouffer (1994), reproduced from the IPCC Technical 5 
Paper on simple climate models (Houghton et al., 1997). The non-linearity or state-6 
dependency of the climate sensitivity in AOGCMs or ESMs is evident by the 7 
difference to a constant-climate sensitivity simple climate model as used in IPCC 8 
Second Assessment Report. More advances in simple climate models of similar 9 
structure account for those state-dependent climate sensitivities and time-variable 10 
effective sensitivities, but an appropriate representation of those effects within the 11 
forcing-feedback framework is still an active area of research. Right panel: A 12 
depiction of the basic elements of simple climate models in 1997 (Houghton et al., 13 
1997). The new generation of simple climate models includes a number of 14 
additional processes and interactions, such as carbon cycle feedbacks, permafrost 15 
modules (Schneider von Deimling et al., 2012), absorption spectra overlaps between 16 
CO2, CH4 and N2O (Etminan et al., 2016). [Note, will be updated to current 17 
generation additional high-level modules].  18 
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Figure 1.28: Comparison of range of CO2 emissions from scenarios used in previous assessment up to AR6, namely 3 
the IS92 scenarios from 1992 (top panel), the SRES scenarios from year 2000 (second panel), the RCP 4 
scenarios designed around 2010 (third panel) and the SSP scenarios (second bottom panel). In addition, 5 
the full set of the AR6 set of scenarios is shown in the lower panel [Note: Placeholder dataset from SR1.5 6 
emission database; Other gases methane and nitrous oxide to be added]. 7 

  8 



First Order Draft Chapter 1 IPCC AR6 WGI 

Do Not Cite, Quote or Distribute 1-180 Total pages: 184 

 1 

 2 
Figure 1.29: Comparison of CO2, methane and nitrous oxide concentration projections under the SSP scenarios and 3 

RCP pathways. The SSP scenarios (coloured solid lines) span a wider range than the RCP scenarios for 4 
CO2, whereas the top emission levels for CH4 and N2O are somewhat reduced in comparison to the RCP 5 
range. That is despite the fact that gas cycles have been adapted in AR6, suggesting higher future carbon, 6 
methane and nitrous oxide concentrations for the same RCP set of emissions (compare higher thin dashed 7 
lines with the thicker dashed lines).   8 
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FAQ 1.1, Figure 1: [PLACEHOLDER] 2 
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FAQ 1.2, Figure 1: Observed variations in regional temperatures since 1920 from CRUTEM4. Europe has warmed by 2 

a larger amount than tropical Africa, but the background variations are also larger (shading 3 
represents 1 and 3 standard deviations of background interannual variations). The signal of observed 4 
temperature change emerged earlier in tropical Africa than in Europe. 5 
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FAQ 1.3, Figure 1: [PLACEHOLDER] 5 
 6 
  7 



First Order Draft Chapter 1 IPCC AR6 WGI 

Do Not Cite, Quote or Distribute 1-184 Total pages: 184 

 1 

 2 
FAQ 1.4, Figure 1: Suggestion: Global map of measurement site/point densities. With a side list of all the different 3 

techniques (eg, buoys, satellites, ships etc – could have icons for each?) Present placeholder is 4 
from Rennie et al. (2014). 5 
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 7 


