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Foreword 

The Intergovernmental Panel on Climate Change (IPCC) was 
jointly established by the World Meteorological Organization 
and the United Nations Environment Programme in 1988, in 
order to (i) assess available scientific information on climate 
change, (ii) assess the environmental and socioeconomic 
impacts of climate change, and (iii) formulate response strate
gies. The IPCC First Assessment Report was completed in 
August 1990, and served as the basis for negotiating the U N 
Framework Convention on Climate Change. The IPCC also 
completed its 1992 Supplement and "Climate Change 1994: 
Radiative Forcing of Climate Change and A n Evaluation of the 
IPCC IS92 Emission Scenarios" to assist the Convention 
process further. 

In 1992, the Panel reorganized its Working Groups II and III 
and committed itself to complete a Second Assessment in 
1995, not only updating the information on the same range of 
topics as in the First Assessment, but also including the new 
subject area of technical issues related to the economic aspects 
of climate change. We applaud the IPCC for producing its 
Second Assessment Report (SAR) as scheduled. We are con
vinced that the SAR, as the earlier IPCC reports, will become 
a standard work of reference, widely used by policymakers, 
scientists, and other experts. 

This volume, which forms part of the SAR, has been produced 
by Working Group II of the IPCC, and focuses on potential 
impacts of climate change, adaptive responses, and measures 
that could mitigate future emissions. It consists of 25 chapters 
covering a wide range of ecological systems and socioeconomic 
sectors and activities. It also includes brief descriptions of three 
appendices—two sets of guidelines or methodologies for assess
ing the potential efficacy of adaptation and mitigation strategies, 
and an inventory of technology databases and information. The 
appendices themselves have been or are being published in full 
as separate stand-alone volumes. 

As usual in the IPCC, success in producing this report has 
depended upon the enthusiasm and cooperation of numerous 
busy scientists and other experts worldwide. We are exceedingly 

G.O.P. Obasi 

Secretary-General 
World Meteorological Organization 

pleased to note here the very special efforts made by the IPCC 
in ensuring the participation of scientists and other experts 
from the developing and transitional economy countries in its 
activities, in particular in the writing, reviewing, and revising 
of its reports. The scientists and experts from the developed, 
developing, and transitional economy countries have given of 
their time very generously, and governments have supported 
them in the enormous intellectual and physical effort required, 
often going substantially beyond reasonable demands of duty. 
Without such conscientious and professional involvement, 
the IPCC would be greatly impoverished. We express to all 
these scientists and experts, and the governments who sup
ported them, our grateful and sincere appreciation for their 
commitment. 

We take this opportunity to express our gratitude to the fol
lowing individuals for nurturing another IPCC report through 
to a successful completion: 

• Professor Bolin, the Chairman of the IPCC, for his 
able leadership and skillful guidance of the IPCC 

• The Co-Chairs of Working Group II, Dr. R.T. Watson 
(USA) and Dr. M . C . Zinyowera (Zimbabwe) 

• The Vice-Chairs of the Working Group, Dr. M . 
Beniston (Switzerland), Dr. O. Canziani (Argentina), 
Dr. J. Friaa (Tunisia), Ing. (Mrs.) M . Perdomo 
(Venezuela), Dr. M . Petit (France), Dr. S.K. Sharma 
(India), Mr. H . Tsukamoto (Japan), and Professor P. 
Vellinga (The Netherlands) 

• Dr. R .H. Moss, the Head of the Technical Support 
Unit of the Working Group, and the talented and ded
icated individuals who served as staff, interns, or vol
unteers during various periods of this assessment: Mr. 
Shardul Agrawala, Mr. David Jon Dokken, Mr. Steve 
Greco, Ms. Dottie Hagag, Ms. Sandy MacCracken, 
Ms. Flo Ormond, Ms. Melissa Taylor, Ms. Anne 
Tenney, and Ms. Laura Van Wie 

• Dr. N . Sundararaman, the Secretary of the IPCC, and 
his staff including Mr. S. Tewungwa, Mrs. R. 
Bourgeois, Ms. C. Ettori, and Ms. C. Tanikie. 

Ms. E. Dowdeswell 

Executive Director 
United Nations Environment Programme 





Preface 

In June 1993, Working Group II of the Intergovernmental 
Panel on Climate Change (IPCC) was asked to review the 
state of knowledge concerning the impacts of climate change 
on physical and ecological systems, human health, and socio
economic sectors. Working Group II also was charged with 
reviewing available information on the technical and econom
ic feasibility of a range of potential adaptation and mitigation 
strategies. 

This volume responds to this charge and represents a tremen
dous achievement—the coordinated contributions of well over 
a thousand individuals from over 50 developed and developing 
countries and a dozen international organizations. It includes 
introductory "primers" on ecological systems and energy pro
duction and use; 25 chapters, covering both vulnerability to 
climate change and options for reducing emissions or enhanc
ing sinks; and three appendices that inventory mitigation tech
nologies and delineate methodologies for assessing impacts/ 
adaptations and mitigation options. 

The chapters provide an overview of developments in our sci
entific understanding since the first IPCC assessments of 
impacts and response options in 1990, and the supplemental 
IPCC assessments of 1992. Uncertainties are described, with 
an eye for identifying both policy significance and research 
opportunities. In presenting this information, each team of 
authors has sought to communicate its findings in way that is 
useful to decisionmakers, research managers, and peers within 
their field of research; we hope that these audiences, in addi
tion to educators and the general public, will find this volume 
useful. 

Approach of the Assessment 

From the earliest stages of the process, participants in the 
assessment understood the need to confront the fact that confi
dence in regional projections of temperature, precipitation, soil 
moisture, and other climate parameters important to impacts 
models remains low, that uncertainty increases as scale 
decreases, that patterns of climate change are interwoven with 
climate variability, and that regional patterns are likely to be 
affected by both greenhouse gases and anthropogenic aerosols, 
the latter of which are only now beginning to be incorporated 
into transient G C M simulations. To provide useful information 
to decisionmakers. Working Group II needed to find a way to 
distinguish between uncertainties arising from remaining ques
tions about the responses of systems to a given level or rate of 
climate change and uncertainties related to the regional-scale cli
mate projections themselves. Consequently, Working Group II 
decided to focus on assessing t h e s e n s i t i v i t y a n d v u l n e r a b i l i t y of 
systems to a range of climate changes, and only then, having 

identified response functions and/or potential thresholds, on 
e v a l u a t i n g t h e p l a u s i b l e i m p a c t s that would result from a par
ticular regional climate scenario. In essence, the approach first 
sought to clarify what was known and unknown about three 
distinct issues before applying regional climate scenarios to 
estimate potential impacts. These issues were: 

• How s e n s i t i v e is a particular system to climate 
change—that is, in simplified terms, how will a sys
tem respond to given changes in climate? Given the 
wide range of systems reviewed in this assessment, 
these relationships are described in a variety of forms, 
ranging from specification of quantitative functional 
relationships for some systems (e.g., climate-yield 
models for agriculture, rainfall-runoff models for 
hydrological systems, models of energy demand for 
heating or cooling driven by temperature change) to 
more qualitative relationships for other systems. 

• How a d a p t a b l e is a particular system to climate 
change—that is, to what degree are adjustments pos
sible in practices, processes, or structures of systems 
in response to projected oi^ actual changes of climate? 
This issue is important for both ecological and social 
systems because it is critical to recognize that both 
types of systems have capacities that will enable them 
to resist adverse consequences of new conditions or to 
capitalize on new opportunities. Adaptation can be 
spontaneous or planned, and can be carried out in 
response to or in anticipation of changes. 

• Finally, how v u l n e r a b l e is a system to climate 
change—that is, how susceptible is it to damage or 
harm? Vulnerability defines the extent to which cli
mate change may damage or harm a system. It 
depends not only on a system's sensitivity but also on 
its ability to adapt to new cUmate conditions. Both the 
magnitude and rate of climate change are important in 
determining the sensitivity, adaptability, and vulnera
bility of a system. 

Building on this sensitivity/vulnerability approach, the chap
ters of the assessment distinguish, to the extent possible, uncer
tainties relating to remaining questions about the sensitivity, 
adaptability, or vulnerability of systems to climate change from 
uncertainties related to the particular regional climate scenar
ios used in their estimation of potential impacts. 

Levels of Confidence 

In the course of the assessment. Working Group II also devel
oped a coinmon approach to describe the levels of confidence 
that author teams were asked to assign to the major findings in 
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the executive summaries of their chapters. Several approaches 
were considered, and the lead authors finally selected a 
straight-forward, three-tiered structure: 

• H i g h Confidence—This category denotes wide agree
ment, based on multiple findings through multiple 
lines of investigation. In other words, there was a high 
degree of consensus among the authors based on the 
existence of substantial evidence in support of the 
conclusion. 

• M e d i u m Confidence—This category indicates that 
there is a consensus, but not a strong one, in support 
of the conclusion. This ranking could be applied to a 
situation in which an hypothesis or conclusion is sup
ported by a fair amount of information, but not a suf
ficient amount to convince all participating authors, 
or where other less plausible hypotheses cannot yet be 
completely ruled out. 

• L o w Confidence—This category is reserved for cases 
when lead authors were highly uncertain about a par
ticular conclusion. This uncertainty could be a reflec
tion of a lack of consensus or the existence of serious 
competing hypotheses, each with adherents and evi
dence to support their positions. Alternatively, this 
ranking could result from the existence of extremely 
limited information to support an initial plausible idea 
or hypothesis. 

Readers of the assessment need to keep in mind that while the 
confidence levels used in the report are an attempt to commu
nicate to decisionmakers a rough sense of the collective judg
ment by the authors of the degree of certainty or uncertainty 
that should be associated with a particular finding, they are an 
imperfect tool. In particular, it should be noted that assigning 
levels of confidence to research findings is a subjective 
process; different individuals will assign different levels of 
confidence to the same findings and the same base of evidence 

because they demand different standards of proof. Moreover, 
there are multiple sources of uncertainty, some of which are 
difficult to identify with precision, leading different individu
als to make different judgments. Finally, the amount of evi
dence that an individual wil l require to view a finding as "well-
established" has been shown to be higher for findings that have 
high consequence than for findings of lesser consequence or 
for which less is at stake. 
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Box 1. Ultimate Objective of the UNFCCC (Article 2) 

"...stabilization of greenhouse gas concentrations in the 
atmosphere at a level that would prevent dangerous 
anthropogenic interference with the climate system. 
Such a level should be achieved within a time frame 
sufficient to allow ecosystems to adapt naturally to 
climate change, to ensure that food production is not 
threatened, and to enable economic development to 
proceed in a sustainable manner." 

1. Scope of the Assessment 

The charge to Working Group II of the Intergovernmental 
Panel on Climate Change (IPCC) was to review the state of 
knowledge concerning the impacts of cHmate change on phys
ical and ecological systems, human health, and socioeconomic 
sectors. Working Group II also was charged with reviewing 
available information on the technical and economic feasibili
ty of a range of potential adaptation and mitigation strategies. 
This assessment provides scientific, technical, and economic 
information that can be used, i n t e r a l i a , in evaluating whether 
the projected range of plausible impacts constitutes "dangerous 
anthropogenic interference with the climate system," as 
referred to in Article 2 of the United Nations Framework 
Convention on Climate Change (UNFCCC), and in evaluat
ing adaptation and mitigation options that could be used in 
progressing towards the ultimate objective of the U N F C C C 
(see Box 1). 

2. Nature of the Issue 

Human activities are increasing the atmospheric concentrations 
of greenhouse gases—which tend to warm the atmosphere— 
and, in some regions, aerosols—which tend to cool the atmos
phere. These changes in greenhouse gases and aerosols, taken 
together, are projected to lead to regional and global changes in 
climate and climate-related parameters such as temperature. 

precipitation, soil moisture, and sea level. Based on the range 
of sensitivities of climate to increases in greenhouse gas con
centrations reported by IPCC Working Group I and plausible 
ranges of emissions (IPCC IS92; see Table 1), climate models, 
taking into account greenhouse gases and aerosols, project an 
increase in global mean surface temperature of about 1-3.5°C 
by 2100, and an associated increase in sea level of about 15-95 
cm. The reliability of regional-scale predictions is still low, and 
the degree to which climate variabihty may change is uncer
tain. However, potentially serious changes have been identi
fied, including an increase in some regions in the incidence of 
extreme high-temperature events, floods, and droughts, with 
resultant consequences for fires, pest outbreaks, and ecosystem 
composition, structure, and functioning, including primary 
productivity. 

Table 1 : Summary of assumptions i n t h e six I P C C 1 9 9 2 a l t e r n a t i v e s c e n a r i o s . 

Scenario Population Economic Growth Energy Supplies 

IS92a,b World Bank 1991 
11.3 billion by 2100 

1990-2025: 2.9% 
1990-2100: 2.3% 

12,000 EJ conventional oil 
13,000 EJ natural gas 
Solar costs fall to $0.075/kWh 
191 EJ of biofuels available at SVO/barrel^ 

IS92c U N Medium-Low Case 
6.4 billion by 2100 

1990-2025: 2.0% 
1990-2100: 1.2% 

8,000 EJ conventional oil 
7,300 EJ natural gas 
Nuclear costs decline by 0.4% annually 

IS92d U N Medium-Low Case 
6.4 billion by 2100 

1990-2025: 2.7% 
1990-2100: 2.0% 

Oil and gas same as IS92c 
Solar costs fall to $0.065/kWh 
272 EJ of biofuels available at $50/barrel 

IS92e World Bank 1991 
11.3 billion by 2100 

1990-2025: 3.5% 
1990-2100: 3.0% 

18,400 EJ conventional oil 
Gas same as IS92a,b 
Phase out nuclear by 2075 

IS92f U N Medium-High Case 
17.6 billion by 2100 

1990-2025: 2.9% 
1990-2100: 2.3% 

Oil and gas same as IS92e 
Solar costs fall to $0.083/kWh 
Nuclear costs increase to $0.09/kWh 

^Approximate conversion factor: 1 barrel = 6 GJ. 
Source: IPCC, 1992: Emissions scenarios for IPCC: an update. In: C l i m a t e C h a n g e 1 9 9 2 : The S u p p l e m e n t a r y R e p o r t t o t h e 
I P C C S c i e n t i f i c Assessment [J.T. Houghton, B . A . Callander, and S.K. Vamey (eds.)]. Section A3, prepared by J. Leggett, 
W.J. Pepper, and R.J. Swart, and W M O / U N E R Cambridge University Press, Cambridge, U K , 200 pp. 
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Human health, terrestrial and aquatic ecological systems, and 
socioeconomic systems (e.g., agriculture, forestry, fisheries, 
and water resources) are all vital to human development and 
well-being and are all sensitive to changes in climate. Whereas 
many regions are likely to experience the adverse effects of cli
mate change—some of which are potentially irreversible— 
some effects of climate change are likely to be beneficial. 
Hence, different segments of society can expect to confront a 
variety of changes and the need to adapt to them. 

Policymakers are faced with responding to the risks posed by 
anthropogenic emissions of greenhouse gases in the face of 
significant scientific uncertainties. It is appropriate to con
sider these uncertainties in the context of information indi
cating that climate-induced environmental changes cannot 
be reversed quickly, if at all, due to the long time scales 
associated with the climate system (see Box 2). Decisions 
taken during the next few years may limit the range of pos
sible policy options in the future because high near-term 
emissions would require deeper reductions in the future to 
meet any given target concentration. Delaying action might 
reduce the overall costs of mitigation because of potential 
technological advances but could increase both the rate and 
the eventual magnitude of climate change, hence the adapta
tion and damage costs. 

Policymakers wi l l have to decide to what degree they want 
to take precaudonary measures by mirigating greenhouse gas 
emissions and enhancing the resilience of vulnerable sys
tems by means of adaptation. Uncertainty does not mean that 
a nation or the world community cannot position itself better 
to cope with the broad range of possible climate changes or 
protect against potentially costly future outcomes. Delaying 
such measures may leave a nation or the world poorly pre
pared to deal with adverse changes and may increase the 
possibility of irreversible or very costly consequences. 

Box 2. Time Scales of Processes 
Influencing the Climate System 

• Turnover of the capital stock responsible for emis
sions of greenhouse gases: Years to decades 
(without premature retirement) 

• Stabilization of atmospheric concentrations of long-
lived greenhouse gases given a stable level of 
greenhouse gas emissions; Decades to m i l l e n n i a 

• Equilibration of the climate system given a stable 
level of greenhouse gas concentrations: 
Decades to centuries 

• Equilibration of sea level given a stable climate: 
Centuries 

• Restoration/rehabilitation of damaged or disturbed 
ecological systems: Decades to centuries 
(some changes, such as species extinction, are 
irreversible, and it may be impossible to recon
struct and reestablish some disturbed ecosystems) 

Options for adapting to change or mitigating change that can 
be justified for other reasons today (e.g., abatement of air 
and water pollution) and make society more flexible or 
resilient to anticipated adverse effects of climate change 
appear particularly desirable. 

3. Vulnerability to Climate Change 

Article 2 of the U N F C C C explicitly acknowledges the impor
tance of natural ecosystems, food production, and sustainable 
economic development. This report addresses the potential 
s e n s i t i v i t y , a d a p t a b i l i t y , and v u l n e r a b i l i t y of ecological and 
socioeconomic systems—including hydrology and water 
resources management, human infrastructure, and human 
health—to changes in climate (see Box 3). 

Human-induced climate change adds an important new 
stress. Human-induced climate change represents an important 
additional stress, particularly to the many ecological and 
socioeconomic systems already affected by pollution, increas
ing resource demands, and nonsustainable management prac
tices. The most vulnerable systems are those with the greatest 
sensitivity to climate changes and the least adaptability. 

Most systems are sensitive to climate change. Natural eco
logical systems, socioeconomic systems, and human health are 
all sensitive to both the magnitude and the rate of climate 
change. 

Impacts are difficult to quantify, and existing studies are 
limited in scope. Although our knowledge has increased sig
nificantly during the last decade, and qualitative estimates can 
be developed, quantitative projections of the impacts of cli
mate change on any particular system at any particular location 
are difficult because regional-scale climate change predictions 
are uncertain; our current understanding of many critical 
processes is limited; and systems are subject to multiple cli
matic and non-climatic stresses, the interactions of which are 
not always linear or additive. Most impact studies have 
assessed how systems would respond to climate change result
ing from an arbitrary doubling of equivalent atmospheric car
bon dioxide ( C O 2 ) concentrations. Furthermore, very few 
studies have considered dynamic responses to steadily increas
ing concentrations of greenhouse gases; fewer still have exam
ined the consequences of increases beyond a doubling of 
equivalent atmospheric C O 2 concentrations or assessed the 
implications of multiple stress factors. 

Successful adaptation depends upon technological advances, 
institutional arrangements, availability of fínancing, and 
information exchange. Technological advances generally have 
increased adaptation options for managed systems such as agri
culture and water supply. However, many regions of the world 
currently have limited access to these technologies and appro
priate information. The efficacy and cost-effective use of adap
tation strategies wi l l depend upon the availability of finan
cial resources, technology transfer, and cultural, educational, 
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Box 3. Sensitivity, Adaptability, and Vulnerability 

S e n s i t i v i t y is the degree to which a system will respond 
to a change in climatic conditions (e.g., the extent of 
change in ecosystem composition, structure, and func
tioning, including primary productivity, resulting from 
a given change in temperature or precipitation). 

A d a p t a b i l i t y refers to the degree to which adjustments 
are possible in practices, processes, or structures of 
systems to projected or actual changes of climate. 
Adaptation can be spontaneous or planned, and can be 
carried out in response to or in anticipation of changes 
in conditions. 

V u l n e r a b i l i t y defines the extent to which climate 
change may damage or harm a system. It depends not 
only on a system's sensitivity but also on lis ability to 
adapt to new climatic conditions. 

Both the magnitude and the rate of climate change are 
important in determining the sensitivity, adaptability, 
and vulnerability of a system. 

managerial, institutional, legal, and regulatory practices, both 
domestic and international in scope. Incorporating climate-
change concerns into resource-use and development decisions 
and plans for regularly scheduled investments in infrastructure 
will facilitate adaptation. 

Vulnerability increases as adaptive capacity decreases. The 
vulnerability of human health and socioeconomic systems— 
and, to a lesser extent, ecological systems—depends upon eco
nomic circumstances and institutional infrastructure. This 
implies that systems typically are more vulnerable in develop
ing countries where economic and institutional circumstances 
are less favorable. People who live on arid or semi-arid lands, 
in low-lying coastal areas, in water-limited or flood-prone 
areas, or on small islands are particularly vulnerable to climate 
change. Some regions have become more vulnerable to haz
ards such as storms, floods, and droughts as a result of increas
ing population density in sensitive areas such as river basins 
and coastal plains. Human activities, which fragment many 
landscapes, have increased the vulnerability of lightly man
aged and unmanaged ecosystems. Fragmentation limits natural 
adaptation potential and the potential effectiveness of measures 
to assist adaptation in these systems, such as the provision of 
migration corridors. A changing climate's near-term effects on 
ecological and socioeconomic systems most likely will result 
from changes in the intensity and seasonal and geographic dis
tribution of common weather hazards such as storms, floods, 
and droughts. In most of these examples, vulnerability can be 
reduced by strengthening adaptive capacity. 

Detection will be difficult, and unexpected changes cannot 
be ruled out. Unambiguous detection of climate-induced 

changes in most ecological and social systems will prove 
extremely difficult in the coming decades. This is because of 
the complexity of these systems, their many non-linear feed
backs, and their sensitivity to a large number of climatic and 
non-climatic factors, all of which are expected to continue to 
change simultaneously. The development of a baseline project
ing future conditions without climate change is crucial, for it is 
this baseline against which all projected impacts are measured. 
As future climate extends beyond the boundaries of empirical 
knowledge (i.e., the documented impacts of climate variation 
in the past), it becomes more likely that actual outcomes will 
include surprises and unanticipated rapid changes. 

Further research and monitoring are essential. Enhanced 
support for research and monitoring, including cooperative 
efforts from national, international, and multi-lateral institu
tions, is essential in order to improve significantly regional-
scale climate projections; understand the responses of human 
health, ecological, and socioeconomic systems to changes in 
climate and other stress factors; and improve our understanding 
of the efficacy and cost-effectiveness of adaptation strategies. 

3 . 1 . T e r r e s t r i a l and Aquatic Ecosystems 

Ecosystems contain the Earth's entire reservoir of genetic and 
species diversity and provide many goods and services critical 
to individuals and societies. These goods and services include 
(i) providing food, fiber, medicines, and energy; (ii) processing 
and storing carbon and other nutrients; (iii) assimilating 
wastes, purifying water, regulating water runoff, and control
ling floods, soil degradation, and beach erosion; and (iv) pro
viding opportunities for recreation and tourism. These systems 
and the functions they provide are sensitive to the rate and 
extent of changes in climate. Figure 1 illustrates that mean 
annual temperature and mean annual precipitation can be cor
related with the distribution of the world's major biomes. 

The composition and geographic distribution of many ecosys
tems will shift as individual species respond to changes in cl i
mate; there will likely be reductions in biological diversity and 
in the goods and services that ecosystems provide society. 
Some ecological systems may not reach a new equilibrium for 
several centuries after the climate achieves a new balance. 

Forests. Models project that a sustained increase of \°C in glob
al mean temperature is sufficient to cause changes in regional 
climates that will affect the growth and regeneration capacity of 
forests in many regions. In several instances this will alter the 
function and composition of forests significantly. As a conse
quence of possible changes in temperature and water availabili
ty under doubled equivalent-COj equilibrium conditions, a sub
stantial fraction (a global average of one-third, varying by region 
from one-seventh to two-thirds) of the existing forested area of 
the world will undergo major changes in broad vegetation 
types—with the greatest changes occurring in high latitudes and 
the least in the tropics. Chmate change is expected to occur at a 
rapid rate relative to the speed at which forest species grow, 
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Figure 1: This figure illustrates that mean annual temperature 
and mean annual precipitation can be correlated with the distribu
tion of the world's major biomes. While the role of these annual 
means in affecting this distribution is important, it should be noted 
that the distribution of biomes may also strongly depend on sea
sonal factors such as the length of the dry season or the lowest 
absolute minimum temperature, on soil properties such as water-
holding capacity, on land-use history such as agriculture or graz-. 
ing, and on disturbance regimes such as the frequency of fire. 

reproduce, and reestablish themselves. For mid-latitude regions, 
a global average warming of 1-3.5°C over the next 100 years 
would be equivalent to a poleward shift of the present isotherms 
by approximately 150-550 km or an altitude shift of about 
150-550 m; in low latitudes, temperatures would generally be 
increased to higher levels than now exist. This compares to past 
tree species migration rates that are believed to be on the order 
of 4-200 km per century. Therefore, the species composition of 
forests is likely to change; entire forest types may disappear, 
while new assemblages of species, hence new ecosystems, may 
be established. Figure 2 depicts potential distribution of biomes 
under current and a doubled equivalent-C02 climate. Although 
net primary productivity could increase, the standing biomass of 
forests may not because of more frequent outbreaks and extend
ed ranges of pests and pathogens, and increasing frequency and 
intensity of fires. Large amounts of carbon could be released into 
the atmosphere during transitions from one forest type to anoth
er because the rate at which carbon can be lost during tunes of 
high forest mortality is greater than the rate at which it can be 
gained through growth to maturity. 

Rangelands. In tropical rangelands, mean temperature increas
es should not lead to major alterations in productivity and 

species composition, but altered rainfall amount and seasonal
ity and increased évapotranspiration will . Increases in atmos
pheric C O 2 concentration may raise the carbon-to-nitrogen 
ratio of forage for herbivores, thus reducing its food value. 
Shifts in temperature and precipitation in temperate rangelands 
may result in altered growing seasons and boundary shifts 
between grasslands, forests, and shrublands. 

Deserts and Desertifícation. Deserts are likely to become 
more extreme—in that, with few exceptions, they are project
ed to become hotter but not significantly wetter. Temperature 
increases could be a threat to organisms that exist near their 
heat-tolerance limits. The impacts on water balance, hydrolo
gy, and vegetation are uncertain. Desertification, as defined by 
the U N Convention to Combat Desertification, is land degra
dation in arid, semi-arid, and dry sub-humid areas resulting 
from various factors, including climatic variations and human 
activities. Desertification is more likely to become irreversible 
if the environment becomes drier and the soil becomes further 
degraded through erosion and compaction. Adaptation to 
drought and desertification may rely on the development of 
diversified production systems. 

Cryosphere. Models project that between one-third and one-
half of existing mountain glacier mass could disappear over the 
next 100 years. The reduced extent of glaciers and depth of 
snow cover also would affect the seasonal distribution of river 
flow and water supply for hydroelectric generation and agricul
ture. Anticipated hydrological changes and reductions in the 
areal extent and depth of permafrost could lead to large-scale 
damage to infrastructure, an additional flux of C O 2 into the 
atmosphere, and changes in processes that contribute to the flux 
of methane (CH4) into the atmosphere. Reduced sea-ice extent 
and thickness would increase the seasonal duration of naviga
tion on rivers and in coastal areas that are presently affected by 
seasonal ice cover, and may increase navigability in the Arctic 
Ocean. Little change in the extent of the Greenland and 
Antarctic ice sheets is expected over the next 50-100 years. 

Mountain Regions. The projected decrease in the extent of 
mountain glaciers, permafrost, and snow cover caused by a 
warmer climate will affect hydrologie systems, soil stability, 
and related socioeconomic systems. The altitudinal distribution 
of vegetation is projected to shift to higher elevation; some 
species with climatic ranges limited to mountain tops could 
become extinct because of disappearance of habitat or reduced 
migration potential. Mountain resources such as food and fuel 
for indigenous populations may be disrupted in many develop
ing countries. Recreational industries—of increasing econom
ic importance to many regions—also are likely to be disrupted. 

Lakes, Streams, and Wetlands. Inland aquatic ecosystems 
wil l be influenced by climate change through altered water 
temperatures, flow regimes, and water levels. In lakes and 
streams, warming would have the greatest biological effects at 
high latitudes, where biological productivity would increase, 
and at the low-latitude boundaries of cold- and cool-water 
species ranges, where extinctions would be greatest. Warming 
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Figure 2: Potential distribution of the major world biomes under current climate conditions, simulated by Mapped Atmosphere-Plant-Soil System 
(MAPSS) model (top). "Potential distribution" indicates the natural vegetation that can be supported at each site, given monthly inputs of 
precipitation, temperature, humidity, and windspeed. The lower product illustrates the projected distribution of the major world biomes by 
simulating the effects of 2 x C02-equivalent concentrations (GFDL general circulation model), including the direct physiological effects of CO1 
on vegetation. Both products are adapted from: Neilson, R.P. and D. Marks, 1994: A global perspective of regional vegetation and hydrologic 
sensitivities from climatic change. Journal of Vegetation Science, 5 , 7  15-730. 
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of larger and deeper temperate zone lakes would increase their 
productivity; although in some shallow lakes and in streams, 
warming could increase the likelihood of anoxic conditions. 
Increases in flow variability, particularly the frequency and 
duration of large floods and droughts, would tend to reduce 
water quality and biological productivity and habitat in 
streams. Water-level decUnes will be most severe in lakes and 
streams in dry evaporative drainages and in basins with small 
catchments. The geographical distribution of wetlands is likely 
to shift with changes in temperature and precipitation. There 
will be an impact of cUmate change on greenhouse gas release 
from non-tidal wetlands, but there is uncertainty regarding the 
exact effects from site to site. 

Coastal Systems. Coastal systems are economically and eco
logically important and are expected to vary widely in their 
response to changes in climate and sea level. Chmate change and 
a rise in sea level or changes in storms or storm surges could 
result in the erosion of shores and associated habitat, increased 
salinity of estuaries and freshwater aquifers, altered tidal ranges 
in rivers and bays, changes in sediment and nutrient transport, a 
change in the pattern of chemical and microbiological contami
nation in coastal areas, and increased coastal flooding. Some 
coastal ecosystems are particularly at risk, including saltwater 
marshes, mangrove ecosystems, coastal wetlands, coral reefs, 
coral atolls, and river deltas. Changes in these ecosystems would 
have major negative effects on tourism, freshwater supplies, 
fisheries, and biodiversity. Such impacts would add to modifica
tions in the functioning of coastal oceans and inland waters that 
aheady have resulted from pollution, physical modification, and 
material inputs due to human activities. 

Oceans. Climate change will lead to changes in sea level, 
increasing it on average, and also could lead to altered ocean 
circulation, vertical mixing, wave climate, and reductions in 
sea-ice cover. As a result, nutrient availability, biological pro
ductivity, the structure and functions of marine ecosystems, 
and heat and carbon storage capacity may be affected, with 
important feedbacks to the climate system. These changes 
would have implications for coastal regions, fisheries, tourism 
and recreation, transport, off-shore structures, and communica
tion. Paleoclimatic data and model experiments suggest that 
abrupt climatic changes can occur if freshwater influx from the 
movement and melting of sea ice or ice sheets significantiy 
weakens global thermohaline circulation. 

3.2. Hydrology and Water Resources M a n a g e m e n t 

Climate change will lead to an intensification of the global 
hydrological cycle and can have major impacts on regional 
water resources. A change in the volume and distribution of 
water will affect both ground and surface water supply for 
domestic and industrial uses, irrigation, hydropower generation, 
navigation, instream ecosystems, and water-based recreation. 

Changes in the total amount of precipitation and in its fre
quency and intensity dkectiy affect the magnitude and timing 

of runoff and the intensity of floods and droughts; however, 
at present, specific regional effects are uncertain. Relatively 
small changes in temperature and precipitation, together with 
the non-linear effects on évapotranspiration and soil mois
ture, can result in relatively large changes in runoff, especial
ly in arid and semi-arid regions. High-latitude regions may 
experience increased runoff due to increased precipitation, 
whereas runoff may decrease at lower latitudes due to the 
combined effects of increased évapotranspiration and 
decreased precipitation. More intense rainfall would tend to 
increase runoff and the risk of flooding, although this would 
depend not only on the change in rainfall but also on catch
ment physical and biological characteristics. A warmer cl i
mate could decrease the proportion of precipitation falling as 
snow, leading to reductions in spring runoff and increases in 
winter runoff. 

The quantity and quality of water supplies already are serious 
problems today in many regions, including some low-lying 
coastal areas, deltas, and small islands, making countries in 
these regions particularly vulnerable to any additional reduc
tion in indigenous water supplies. Water availability currentiy 
falls below 1,000 m^ per person per year—a common bench
mark for water scarcity—in a number of countries (e.g., 
Kuwait, Jordan, Israel, Rwanda, Somalia, Algeria, Kenya) or is 
expected to fall below this benchmark in the next 2 to 3 
decades (e.g., Libya, Egypt, South Africa, Iran, Ethiopia). In 
addition, a number of countries in conflict-prone areas are 
highly dependent on water originating outside their borders 
(e.g., Cambodia, Syria, Sudan, Egypt, Iraq). 

The impacts of climate change will depend on the baseline 
condition of the water supply system and the ability of water 
resource managers to respond not only to climate change but 
also to population growth and changes in demands, technolo
gy, and economic, social, and legislative conditions. In some 
cases—particularly in wealthier countries with integrated 
water-management systems—improved management may 
protect water users from climate change at minimal cost; in 
many others, however, there could be substantial economic, 
social, and environmental costs, particularly in regions that 
already are water-limited and where there is a considerable 
competition among users. Experts disagree over whether 
water supply systems will evolve substantially enough in the 
future to compensate for the anticipated negative impacts of 
climate change on water resources and for potential increases 
in demand. 

Options for dealing with the possible impacts of a changed 
climate and increased uncertainty about future supply and 
demand for freshwater include more efficient management of 
existing supplies and infrastructure; institutional arrange
ments to limit future demands/promote conservation; 
improved monitoring and forecasting systems for 
floods/droughts; rehabilitation of watersheds, especially in 
the tropics; and construction of new reservoir capacity to cap
ture and store excess flows produced by altered patterns of 
snowmelt and storms. 
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3 . 3 . F o o d and F i b e r 

Agriculture. Crop yields and changes in productivity due to 
climate change wil l vary considerably across regions and 
among localities, thus changing the patterns of production. 
Productivity is projected to increase in some areas and 
decrease in others, especially the tropics and subtropics 
(Table 2). However, existing studies show that on the whole 
global agricultural production could be maintained relative 
to baseline production in the face of climate change modeled 
by general circulation models (GCMs) at doubled equiva-
lent-COj equilibrium conditions, but that regional effects 
would vary widely. This conclusion takes into account the 
beneficial effects of C O 2 fertilization, but does not allow for 
changes in agricultural pests and the possible effects of 
changing climatic variability. 

Focusing on global agricultural production does not address the 
potentially serious consequences of large differences at local and 
regional scales, even at mid-latitudes. There may be increased 
risk of hunger and famine in some locations; many of the world's 
poorest people—^particularly those hving in subtropical and 
tropical areas, and dependent on isolated agricultural systems in 
semi-arid and arid regions—are most at risk of increased hunger. 
Many of these at-risk populations are found in sub-Saharan 
Africa; south, east, and southeast Asia; and tropical areas of 
Latin America, as well as some Pacific island nations. 

Adaptation—such as changes in crops and crop varieties, 
improved water-management and irrigation systems, and 
changes in planting schedules and tillage practices—will be 
important in limiting negative effects and taking advantage of 
beneficial changes in climate. The extent of adaptation depends 
on the affordability of such measures, particularly in develop
ing countries; access to know-how and technology; the rate of 
chmate change; and biophysical constraints such as water 
availability, soil characteristics, and crop genetics. The incre
mental costs of adaptation strategies could create a serious bur
den for developing countries; some adaptation strategies may 
result in cost savings for some countries. There are significant 
uncertainties about the capacity of different regions to adapt 
successfully to projected climate change. 

Livestock production may be affected by changes in grain 
prices and rangeland and pasture productivity. In general, analy
ses indicate that intensively managed livestock systems have 
more potential for adaptation than crop systems. This may not 
be the case in pastoral systems, where the rate of technology 
adoption is slow and changes in technology are viewed as risky. 

Forest Products. Global wood supplies during the next cen
tury may become increasingly inadequate to meet projected 
consumption due to both climatic and non-climatic factors. 
Boreal forests are likely to undergo irregular and large-scale 
losses of living trees because of the impacts of projected cl i
mate change. Such losses could initially generate additional 
wood supply from salvage harvests, but could severely reduce 
standing stocks and wood-product availability over the long 

term. The exact timing and extent of this pattern is uncertain. 
Climate and land-use impacts on the production of temperate 
forest products are expected to be relatively small. In tropical 
regions, the availability of forest products is projected to 
decline by about half for non-climatic reasons related to 
human activities. 

Fisheries. Climate-change effects interact with those of perva
sive overfishing, diminishing nursery areas, and extensive 
inshore and coastal pollution. Globally, marine fisheries pro
duction is expected to remain about the same; high-latitude 
freshwater and aquaculture production are likely to increase, 
assuming that natural climate variability and the structure and 
strength of ocean currents remain about the same. The princi
pal impacts will be felt at the national and local levels as 
species mix and centers of production shift. The positive 
effects of climate change—such as longer growing seasons, 
lower natural winter mortality, and faster growth rates in high
er latitudes—may be offset by negative factors such as changes 
in estabUshed reproductive patterns, migration routes, and 
ecosystem relationships. 

3 . 4 . H u m a n I n f r a s t r u c t u r e 

Climate change and resulting sea-level rise can have a number 
of negative impacts on energy, industry, and transportation 
infrastructure; human settlements; the property insurance 
industry; tourism; and cultural systems and values. 

In general, the sensitivity of the energy, industry, and trans
portation sectors is relatively low compared to that of agricul
tural or natural ecosystems, and the capacity for adaptation 
through management and normal replacement of capital is 
expected to be high. However, infrastructure and activities in 
these sectors would be susceptible to sudden changes, surpris
es, and increased frequency or intensity of extreme events. The 
subsectors and activities most sensitive to climate change 
include agroindustry, energy demand, production of renewable 
energy such as hydroelectricity and biomass, construction, 
some transportation activities, existing flood mitigation struc
tures, and transportation infrastructure located in many areas, 
including vulnerable coastal zones and permafrost regions. 

Climate change clearly wi l l increase the vulnerability of 
some coastal populations to flooding and erosional land loss. 
Estimates put about 46 million people per year currently at 
risk of flooding due to storm surges. This estimate results 
from multiplying the total number of people currently living 
in areas potentially affected by ocean flooding by the proba
bility of flooding at these locations in any year, given the 
present protection levels and population density. In the 
absence of adaptation measures, a 50-cm sea-level rise 
would increase this number to about 92 million; a 1-m sea-
level rise would raise it to 118 million. If one incorporates 
anticipated population growth, the estimates increase sub
stantially. Some small island nations and other countries wi l l 
confront greater vulnerability because their existing sea and 
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Table 2: Selected c r o p study r e s u l t s f o r 2 x C 0 2 - e q u i v a l e n t e q u i l i b r i u m G C M s c e n a r i o s . 

Region Crop Yield Impact (%) Comments 

Latin America Maize -61 to increase Data are from Argentina, Brazil, Chile, and Mexico; range is across 
G C M scenarios, with and without COj effect. 

Wheat -50 to -5 Data are from Argentina, Uruguay, and Brazil; range is across G C M 
scenarios, with and without C O 2 effect. 

Soybean -10 to +40 Data are from Brazil; range is across G C M scenarios, with C O 2 effect. 

Former Soviet 
Union 

Wheat 
Grain 

-19 to+41 
-14 to+13 

Range is across G C M scenarios and region, with C O 2 effect. 

Europe Maize -30 to increase Data are from France, Spain, and northern Europe; with adaptation and 
C O 2 effect; assumes longer season, irrigation efficiency loss, and 
northward shift. 

Wheat increase or 
decrease 

Data are from France, U K , and northern Europe; with adaptation and 
C O 2 effect; assumes longer season, northward shift, increased pest 
damage, and lower risk of crop failure. 

Vegetables increase Data are from U K and northern Europe; assumes pest damage 
increased and lower risk of crop failure. 

North America Maize 
Wheat 

-55 to +62 
-100 to +234 

Data are from U S A and Canada; range is across G C M scenarios and 
sites, with/without adaptation and with/without C O 2 effect. 

Soybean -96 to +58 Data are from U S A ; less severe or increase with C O 2 and adaptation. 

Africa Maize -65 to +6 Data are from Egypt, Kenya, South Africa, and Zimbabwe; range is 
over studies and climate scenarios, with COj effect. 

Millet -79 to -63 Data are from Senegal; carrying capacity fell 11-38%. 

Biomass decrease Data are from South Africa; agrozone shifts. 

South Asia Rice 
Maize 
Wheat 

-22 to +28 
-65 to-10 
-61 to +67 

Data are from Bangladesh, India, Philippines, Thailand, Indonesia, 
Malaysia, and Myanmar; range is over G C M scenarios, with C O 2 
effect; some studies also consider adaptation. 

China Rice -78 to +28 Includes rainfed and krigated rice; range is across sites and G C M 
scenarios; genetic variation provides scope for adaptation. 

Other Asia and 
Pacific Rim 

Rice -45 to +30 Data are from Japan and South Korea; range is across G C M scenarios; 
generally positive in north Japan, and negative in south. 

Pasture -1 to+35 Data are from Australia and New Zealand; regional variation. 

Wheat -41 to +65 Data are from AustraUa and Japan; wide variation, depending on cultivar. 

Note: For most regions, studies have focused on one or two principal grains. These studies strongly demonstrate the variability 
in estimated yield impacts among countries, scenarios, methods of analysis, and crops, making it difficult to generahze results 
across areas or for different climate scenarios. 
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coastal defense systems are less well-established. Countries 
with higher population densities would be more vulnerable. 
For these countries, sea-level rise could force internal or 
international migration of populations. 

A number of studies have evaluated sensitivity to a 1-m sea-
level rise. This increase is at the top of the range of IPCC 
Working Group I estimates for 2100; it should be noted, how
ever, that sea level is actually projected to continue to rise 
beyond 2100. Studies using this 1-m projection show a partic
ular risk for small islands and deltas. Estimated land losses 
range from 0.05% for Uruguay, 1% for Egypt, 6% for the 
Netherlands, and 17.5% for Bangladesh to about 80% for the 
Majuro Atoll in the Marshall Islands, given the present state of 
protection systems. Large numbers of people also are affect-
ed^—for example, about 70 million each in China and 
Bangladesh. Many nations face lost capital value in excess of 
10% of their gross domestic product (GDP). Although annual 
protection costs for many nations are relatively modest (about 
0.1% of GDP), the average annual costs to many small island 
states total several percent of GDP. For some island nations, 
the high cost of providing storm-surge protection would make 
it essentially infeasible, especially given the limited availabiU-
ty of capital for investment. 

could economically weaken other sectors, such as banking. The 
insurance industry currently is under stress from a series of "billion 
dollar" storms since 1987, resulting in dramatic increases in losses, 
reduced availability of insurance, and higher costs. Some in the 
insurance industry perceive a current trend toward increased fre
quency and severity of extreme climate events. Examination of the 
meteorological data fails to support this perception in the context of 
a long-term change, although a shift within the Hmits of natural 
variability may have occurred. Higher losses strongly reflect 
increases in infrastructure and economic worth in vulnerable areas 
as well as a possible shift in the intensity and frequency of extreme 
weather events. 

3.5. H u m a n H e a l t h 

Climate change is likely to have wide-ranging and mostly 
adverse impacts on human health, with significant loss of life. 
These impacts would arise by both direct and indirect path
ways (Figure 3), and it is likely that the indirect impacts would, 
in the longer term, predominate. 

Direct health effects mclude increases in (predominantly car
diorespiratory) mortality and illness due to an anticipated increase 

The most vulnerable human settle
ments are located in damage-prone 
areas of the developing world that do 
not have the resources to cope with 
impacts.;Effective coastal-zone man
agement and land-use regulation can 
help direct population shifts away 
from vulnerable locations such as 
flood plains, steep hillsides, and low-
lying coasdines. One of the poten
tially unique and destructive effects 
on human settlements is forced inter
nal or international migration of pop
ulations. Programs of disaster assis
tance can offset some of the more 
serious negative consequences of 
chmate change and reduce the num
ber of ecological refugees. 

Property insurance is vuhierable to 
extreme climate events. A higher risk 
of extreme events due to climate 
change could lead to higher insurance 
premiums or the withdrawal of cover
age for property in some vulnerable 
areas. Changes in chmate variability 
and the risk for extreme events may 
be difficult to detect or predict, thus 
making it difficult for insurance com
panies to adjust premiums appropri
ately. If such difficulty leads to insol
vency, companies may not be able to 
honor insurance contracts, which 

Mediating Process Healtli Outcomes 

C L I M A T E 
C H A N G E : 
T E M P E R A T U R E , 
PRECIPITATION, 
AND W E A T H E R 

DIRECT 

Exposure to thermal extremes 
(especially heatwaves) 

Altered frequency and/or intensity 
of other extreme weather events 
(floods, storms, etc.) 

Altered rates of heat- and cold-related 
• illness and death (especially 

cardiovascular and respiratory diseases) 

Deaths, injuries, and psychological 
. disorders; damage to public health 

infrastructure 

INDIRECT 

D I S T U R B A N C E S O F 
E C O L O G I C A L S Y S T E M S 

Effects on range and activity of vectors 
and infective parasites 

Altered local ecology of water-borne 
and food-borne infective agents 

Altered food (especially crop) 
productivity due to changes in climate, 
weather events, and associated pests " 
and diseases 

Changes in geographic ranges and 
incidence of vector-borne diseases 

Changed incidence of diarrheai and 
' certain other infectious diseases 

Sea-level rise, with population 
displacement and damage to 
infrastructure (e.g., sanitation) 

Levels and biological impacts of air 
pollution, including pollens and spores" 

Social, economic, and demographic 
dislocations due to adverse climate 
change impacts on economy, 
infrastructure, and resource supply 

Regional malnutrition and hunger, and 
- consequent impairment of child growth 

and development 

Injuries, increased risks of various 
infectious disease (due to migration, 

• crowding, contamination of drinking 
water), psychological disorders 

Asthma and allergic disorders; other 
• acute and chronic respiratory disorders 

and deaths 

Wide range of public health 
consequences (e.g., mental health, 

' nutritional impairment, infectious 
diseases, c ivi l strife) 

Note: Populations with different levels of natural, technical, and social resources would differ 
in their vulnerability to climate-induced health impacts. 

Figure 3: Ways in which climate change can affect human health. 



12 S c i e n t i f i c - T e c h n i c a l Analyses of I m p a c t s , A d a p t a t i o n s , a n d M i t i g a t i o n of C l i m a t e C h a n g e 

in tiie intensity and duration of heat waves. Temperature increases 
in colder regions should result in fewer cold-related deaths. An 
increase in extreme weather would cause a higher incidence of 
death, injury, psychological disorders, and exposure to contami
nated water supphes. 

Indirect effects of climate change include increases in the 
potential transmission of vector-borne infectious diseases (e.g., 
malaria, dengue, yellow fever, and some viral encephalitis) 
resulting from extensions of the geographical range and season 
for vector organisms. Projections by models (that entail neces
sary simplifying assumptions) indicate that the geographical 
zone of potential malaria transmission in response to world 
temperature increases at the upper part of the IPCC-projected 
range (3-5 °C by 2100) would increase from approximately 
45% of the world population to approximately 60% by the lat
ter half of the next century. This could lead to potential 
increases in malaria incidence (on the order of 50-80 million 
additional annual cases, relative to an assumed global back
ground total of 500 million cases), primarily in tropical, sub
tropical, and less well-protected temperate-zone populations. 
Some increases in non-vector-bome infectious diseases—such 
as salmonellosis, cholera, and giardiasis—also could occur as 
a result of elevated temperatures and increased flooding. 

Additional indirect effects include respiratory and allergic dis
orders due to climate-enhanced increases in some air pollu
tants, pollens, and mold spores. Exposure to air pollution and 
stressful weather events combine to increase the hkelihood of 
morbidity and mortality. Some regions could experience a 
decline in nutritional status as a result of adverse impacts on 
food and fisheries productivity. Limitations on freshwater sup
plies also will have human health consequences. 

Quantifying the projected impacts is difficult because the 
extent of climate-induced health disorders depends on numer
ous coexistent and interacting factors that characterize the vul
nerability of the particular population, including environmen
tal and socioeconomic circumstances, nutritional and immune 
status, population density, and access to quality health care ser
vices. Adaptive options to reduce health impacts include pro
tective technology (e.g., housing, air conditioning, water 
purification, and vaccination), disaster preparedness, and 
appropriate health care. 

4. Options to Reduce Emissions and Enhance 
Sinlcs of Greenhouse Gases 

Human activities are directly increasing the atmospheric con
centrations of several greenhouse gases, especially C O 2 , CH4, 
halocarbons, sulfur hexafluoride (SFg), and nitrous oxide 
( N 2 O ) . C Ô 2 is the most important of these gases, followed by 
CH4. Human activities also indirectly affect concentrations of 
water vapor and ozone. Significant reductions in net green
house gas emissions are technically possible and can be eco
nomically feasible. These reductions can be achieved by utihz-
ing an extensive array of technologies, and pohcy measures 

that accelerate technology development, diffusion, and transfer 
in all sectors including the energy, industry, transportation, res
idential/commercial, and agricultural/forestry sectors. By the 
year 2100, the world's commercial energy system in effect will 
be replaced at least twice, offering opportunities to change the 
energy system without premature retirement of capital stock; 
significant amounts of capital stock in the industrial, commer
cial, residential, and agricultural/forestry sectors wil l also be 
replaced. These cycles of capital replacement provide opportu
nities to use new, better performing technologies. It should be 
noted that the analyses of Working Group II do not attempt to 
quantify potential macroeconomic consequences that may be 
associated with mitigation measures. Discussion of macroeco
nomic analyses is found in the IPCC Working Group III con
tribution to the Second Assessment Report. The degree to 
which technical potential and cost-effectiveness are realized is 
dependent on initiatives to counter lack of information and 
overcome cultural, institutional, legal, financial and economic 
barriers that can hinder diffusion of technology or behavioral 
changes. The pursuit of mitigation options can be carried out 
within the limits of sustainable development criteria. Social 
and environmental criteria not related to greenhouse gas emis
sions abatement could, however, restrict the ultimate potential 
of each of the options. 

4 . 1 . Energy, I n d u s t r i a l Process, and 
H u m a n Settlement Emissions 

Global energy demand has grown at an average annual rate of 
approximately 2% for almost 2 centuries, although energy 
demand growth varies considerably over time and between dif
ferent regions. In the pubhshed literature, different methods 
and conventions are used to characterize energy consumption. 
These conventions differ, for example, according to their defi
nition of sectors and their treatment of energy forms. Based on 
aggregated national energy balances, 385 EJ of primary energy 
was consumed in the world in 1990, resulting in the release of 
6 Gt С as C O 2 . Of this, 279 EJ was delivered to end users, 
accounting for 3.7 Gt С emissions as C O 2 at the point of con
sumption. The remaining 106 EJ was used in energy conver
sion and distribution, accounting for 2.3 Gt С emissions as 
COj. In 1990, the three largest sectors of energy consumption 
were industry (45% of total C O 2 releases), residential/commer
cial sector (29%), and transport (21%). Of these, transport sec
tor energy use and related C O 2 emissions have been the most 
rapidly growing over the past 2 decades. For the detailed sec
toral mitigation option assessment in this report, 1990 energy 
consumption estimates are based on a range of literature 
sources; a variety of conventions are used to define these sec
tors and their energy use, which is estimated to amount to a 
total of 259-282 EJ. 

Figure 4 depicts total energy-related emissions by major world 
region. Organisation for Economic Cooperation and 
Development (OECD) nations have been and remain major 
energy users and fossil fuel C O 2 emitters, although their share 
of global fossil fuel carbon emissions has been declining. 
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Figure 4: Global energy-related C02 emissions by major world region in Gt Clyr. Sources: Keeling, 1994; Marland et al., 1994; 
Griibler and Nakicenovic, 1992; Etemad and Luciani, 1991; Fujii, 1990; UN, 1952 (see the Energy Primer for reference information). 

Developing nations, taken as a group, still account for a small- 
er portion of total global CO, emissions than industrialized 
nations--0ECD and former Soviet UnionIEastern Europe 
(FSU/EE)-but most projections indicate that with forecast 
rates of economic and population growth, the future share of 
developing countries will increase. Future energy demand is 
anticipated to continue to grow, at least through the first half of 
the next century. The IPCC (1992, 1994) projects that without 
policy intervention, there could be significant growth in emis- 
sions from the industrial, transportation, and commercial/resi- 
dential buildings sectors. 

4.1.1. Energy Demand 

Numerous studies have indicated that 10-30% energy-efficien- 
cy gains above present levels are feasible at little or no net cost 
in many parts of the world through technical conservation mea- 
sures and improved management practices over the next 2 to 3 
decades. Using technologies that presently yield the highest 
output of energy services for a given input of energy, efficiency 
gains of 5040% would be technically feasible in many coun- 
tries over the same time period. Achieving these potentials will 
depend on future cost reductions, financing, and technology 

transfer, as well as measures to overcome a variety of non-tech- 
nical barriers. The potential for greenhouse gas emission reduc- 
tions exceeds the potential for energy use efficiency because of 
the possibility of switching fuels and energy sources. Because 
energy use is growing world-wide, even replacing current tech- 
nology with more efficient technology could still lead to an 
absolute increase in CO, emissions in the future. 

In 1992, the IPCC produced six scenarios (IS92a-f) of future ener- 
gy use and associated greenhouse gas emissions (IPCC, 1992, 
1995). These scenarios provide a wide range of possible future 
greenhouse gas emission levels, without mitigation measures. 

In the Second Assessment Report, future energy use has been 
reexamined on a more detailed sectoral basis, both with and 
without new mitigation measures, based on existing studies. 
Despite different assessment approaches, the resulting ranges 
of energy consumption increases to 2025 without new mea- 
sures are broadly consistent with those of IS92. If past trends 
continue, greenhouse gas emissions will grow more slowly 
than energy use, except in the transport sector. 

The following paragraphs summarize energy-efficiency 
improvement potentials estimated in the IPCC Second 



1 4 S c i e n t i f i c - T e c h n i c a l Analyses of I m p a c t s , A d a p t a t i o n s , a n d M i t i g a t i o n of C l i m a t e C h a n g e 

Assessment Report. Strong policy measures would be required 
to achieve these potentials. Energy-related greenhouse gas 
emission reductions depend on the source of the energy, but 
reductions in energy use will in general lead to reduced green
house gas emissions. 

Industry. Energy use in 1990 was estimated to be 98-117 Ш, 
and is projected to grow to 140-242 EJ in 2025 without new 
measures. Countries differ widely in then: current industrial ener
gy use and energy-related greenhouse gas emission trends. 
Industrial sector energy-related greenhouse gas emissions in 
most industriahzed countries are expected to be stable or 
decreasing as a result of industrial restructuring and technologi
cal innovation, whereas industrial emissions in developmg coun
tries are projected to increase mainly as a resuh of industrial 
growth. The short-term potential for energy-efficiency improve
ments in the manufacturing sector of major industrial countries 
is estimated to be 25%. The potential for greenhouse gas emis
sion reductions is larger. Technologies and measures for reduc
ing energy-related emissions from this sector include improving 
efficiency (e.g., energy and materials savings, cogeneration, 
energy cascading, steam recovery, and use of more efficient 
motors and other electrical devices); recycling materials and 
switching to those with lower greenhouse gas emissions; and 
developing processes that use less energy and materials. 

Transportation. Energy use in 1990 was estimated to be 
61-65 EJ, and is projected to grow to 90-140 EJ in 2025 with
out new measures. Projected energy use in 2025 could be 
reduced by about a third to 60-100 EJ through vehicles using 
very efficient drive-trains, lightweight construction, and low 
air-resistance design, without compromising comfort and per
formance. Further energy-use reductions are possible through 
the use of smaller vehicles; altered land-use patterns, transport 
systems, mobility patterns, and lifestyles; and shifting to less 
energy-intensive transport modes. Greenhouse gas emissions 
per unit of energy used could be reduced through the use of 
alternative fuels and electricity from renewable sources. These 
measures, taken together, provide the opportunity for reducing 
global transport energy-related greenhouse gas emissions by 
as much as 40% of projected emissions by 2025. Actions to 
reduce energy-related greenhouse gas emissions from trans
port can simultaneously address other problems such as local 
air pollution. 

Commercial/Residential Sector. Energy use in 1990 was esti
mated to be about 1(Ю EJ, and is projected to grow to 165-205 
EJ in 2025 without new measures. Projected energy use could 
be reduced by about a quarter to 126-170 EJ by 2025 without 
diminishing services through the use of energy efficient tech
nology. The potential for greenhouse gas emission reductions 
is larger. Technical changes might include reduced heat trans
fers through building structures and more efficient space-con
ditioning and water supply systems, lighting, and appliances. 
Ambient temperatures in urban areas can be reduced through 
increased vegetation and greater reflectivity of building sur
faces, reducing the energy required for space conditioning. 
Energy-related greenhouse gas emission reductions beyond 

those obtained through reduced energy use could be achieved 
through changes in energy sources. 

4.1.2. M i t i g a t i n g I n d u s t r i a l Process a n d H u m a n 
Settlement E m i s s i o n s 

Process-related greenhouse gases including COj , CH4, NjO, 
halocarbons, and SF^ are released during manufacturing and 
industrial processes, such as the production of iron, steel, alu
minum, ammonia, cement, and other materials. Large reduc
tions are possible in some cases. Measures include modifying 
production processes, eliminating solvents, replacing feed
stocks, materials substitution, increased recycling, and reduced 
consumption of greenhouse gas-intensive materials. Capturing 
and utilizing C H 4 from landfills and sewage treatment facilities 
and lowering the leakage rate of halocarbon refrigerants from 
mobile and stationary sources also can lead to significant 
greenhouse gas emission reductions. 

4.1.3. E n e r g y Supply 

This assessment focuses on new technologies for capital 
investment and not on potential retrofitting of existing capital 
stock to use less carbon-intensive forms of primary energy. It 
is technically possible to realize deep emissions reductions in 
the energy supply sector in step with the normal timing of 
investments to replace infrastructure and equipment as it wears 
out or becomes obsolete. Many options for achieving these 
deep reductions will also decrease the emissions of sulfur diox
ide, nitrogen oxides, and volatile organic compounds. 
Promising approaches, not ordered according to priority, are 
described below. 

4 . 1 . 3 . 1 . Greenhouse gas r e d u c t i o n s i n t h e use of f o s s i l fiiels 

More Efficient Conversion of Fossil Fuels. New technology 
offers considerably increased conversion efficiencies. For 
example, the efficiency of power production can be increased 
from the present world average of about 30% to more than 
60% in the longer term. Also, the use of combined heat and 
power production replacing separate production of power and 
heat—whether for process heat or space heating—offers a sig
nificant rise in fuel conversion efficiency. 

Switching to Low-Carbon Fossil Fuels and Suppressing 
Emissions. Switching from coal to oil or natural gas, and from 
oil to natural gas, can reduce emissions. Natural gas has the 
lowest C O 2 emissions per unit of energy of all fossil fuels at 
about 14 kg C/GJ, compared to oil with about 20 kg C/GJ and 
coal with about 25 kg C/GJ. The lower carbon-containing fuels 
can, in general, be converted with higher efficiency than coal. 
Large resources of natural gas exist in many areas. New, low 
capital cost, highly efficient combined-cycle technology has 
reduced electricity costs considerably in some areas. Natural 
gas could potentially replace oil in the transportation sector. 
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Approaches exist to reduce emissions of C H 4 from natural gas 
pipelines and emissions of C H 4 and/or C O 2 from oil and gas 
wells and coal mines. 

Decarbonization of Flue Gases and Fuels, and CO2 Storage. 
The removal and storage of COj from fossil fuel power-station 
stack gases is feasible, but reduces the conversion efficiency 
and significantly increases the production cost of electricity. 
Another approach to decarbonization uses fossil fuel feed
stocks to make hydrogen-rich fuels. Both approaches generate 
a byproduct stream of C O 2 that could be stored, for example, 
in depleted natural gas fields. The future availability of con
version technologies such as fuel cells that can efficiently use 
hydrogen would increase the relative attractiveness of the lat
ter approach. For some longer term C O 2 storage options, the 
costs, environmental effects, and efficacy of such options 
remain largely unknown. 

4 . 1 . 3 . 2 . S w i t c h i n g t o n o n - f o s s i l f u e l sources of energy 

Switching to Nuclear Energy. Nuclear energy could replace 
baseload fossil fuel electricity generation in many parts of the 
world if generally acceptable responses can be found to con
cerns such as reactor safety, radioactive-waste transport and 
disposal, and nuclear proliferation. 

Switching to Renewable Sources of Energy. Solar, biomass, 
wind, hydro, and geothermal technologies aheady are widely 
used. In 1990, renewable sources of energy contributed about 20% 
of the world's primary energy consumption, most of it fiielwood 
and hydropower. Technological advances offer new opportunities 
and declining costs for energy from these sources. In the longer 
term, renewable sources of energy could meet a major part of the 
world's demand for energy. Power systems can easily accommo
date Umited fractions of intermittent generation, and with the addi
tion of fast-responding backup and storage units, also higher frac
tions. Where biomass is sustainably regrown and used to displace 
fossil fiiels in energy production, net carbon emissions are avoid
ed as the C O 2 released in converting the biomass to energy is again 
fixed in biomass through photosynthesis. If the development of 
biomass energy can be carried out in ways that effectively address 
concerns about other environmental issues and competition with 
other land uses, biomass could make major contributions in both 
the electricity and fuels markets, as well as offering prospects of 
increasing rural employment and income. 

4 . 1 . 4 . I n t e g r a t i o n of E n e r g y System M i t i g a t i o n O p t i o n s 

To assess the potential impact of combinations of individual mea
sures at the energy system level, in contrast to the level of indi
vidual technologies, variants of a Low COj-Emitting Energy 
Supply System (LESS) are described. The LESS constructions are 
"thought experiments" exploring possible global energy systems. 

The following assumptions were made: World population 
grows from 5.3 billion in 1990 to 9.5 billion by 2050 and 10.5 

billion by 2100. GDP grows 7-fold by 2050 (5-fold and 14-fold 
in industrialized and developing countries, respectively) and 
25-fold by 2100 (13-fold and 70-fold in industrialized and 
developing countries, respectively), relative to 1990, Because 
of emphasis on energy efficiency, primary energy consumption 
rises much more slowly than GDP. The energy supply con
structions were made to meet energy demand in (i) projections 
developed for the IPCC's First Assessment Report (1990) in a 
low energy demand variant, where global primary commercial 
energy use approximately doubles, with no net change for 
industrialized countries but a 4.4-fold increase for developing 
countiies from 1990 to 21(Ю; and (ii) a higher energy demand 
variant, developed in the IPCC IS92a scenario where energy 
demand quadruples from 1990 to 2100. The energy demand 
levels of the LESS constructions are consistent with the energy 
demand mitigation chapters of this Second Assessment Report. 

Figure 5 shows combinations of different energy sources to 
meet changing levels of demand over the next century. The 
analysis of these variants leads to the following conclusions: 

• Deep reductions of C O 2 emissions from energy sup
ply systems are technically possible within 50 to 100 
years, using alternative strategies. 

• Many combinations of the options identified in this 
assessment could reduce global C O 2 emissions from 
fossil fuels from about 6 Gt С in 1990 to about 4 Gt 
C/yr by 2050, and to about 2 Gt C/yr by 2100 (see 
Figure 6). Cumulative C O 2 emissions, from 1990 to 
2100, would range from about 450 to about 470 Gt С 
in the alternative LESS constructions. 

• Higher energy efficiency is underscored for achieving 
deep reductions in C O 2 emissions, for increasing the 
flexibility of supply side combinations, and for reduc
ing overall energy system costs. 

• Interregional trade in energy grows in the LESS con
structions compared to today's levels, expanding sus
tainable development options for Africa, Latin 
America, and the Middle East during the next century. 

Costs for energy services in each LESS variant relative to costs 
for conventional energy depend on relative future energy 
prices, which are uncertain within a wide range, and on the per
formance and cost characteristics assumed for alternative tech
nologies. However, within the wide range of future energy 
prices, one or more of the variants would plausibly be capable 
of providing the demanded energy services at estimated costs 
that are approximately the same as estimated future costs for 
current conventional energy. It is not possible to identify a 
least-cost future energy system for the longer term, as the rela
tive costs of options depend on resource constraints and tech
nological opportunities that are imperfectiy known, and on 
action's by governments and the private sector. 

The literature provides strong support for the feasibility of 
achieving the performance and cost characteristics assumed for 
energy technologies in the LESS constructions, within the next 
2 decades, though it is impossible to be certain until the research 
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Figure 5: Global primary energy use for alternative Low COj-Emitting Energy Supply System (LESS) constructions: Alternatives for 
meeting different energy demand levels over time, using various fuel mixes. 

and development is complete and the technologies have been 
tested in the market. Moreover, these performance and cost 
characteristics cannot be achieved without a strong and sus
tained investment in research, development, and demonstration 
(lUD&D). Many of the technologies being developed would 
need initial support to enter the market, and to reach sufficient 
volume to lower costs to become competitive. 

Market penetration and continued acceptability of different 
energy technologies ultimately depends on their relative cost, 
performance (including environmental performance), institu
tional arrangements, and regulations and policies. Because 
costs vary by location and application, the wide variety of cir
cumstances creates initial opportunities for new technologies 
to enter the market. Deeper understanding of the opportunities 

for emissions reductions would require more detailed analysis 
of options, taking into account local conditions. 

Because of the large number of options, there is flexibility as 
to how the energy supply system could evolve, and paths of 
energy system development could be influenced by considera
tions other than climate change, including political, environ
mental (especially indoor and urban air pollution, acidification, 
and land restoration), and socioeconomic circumstances. 

4.2. A g r i c u l t u r e , Rangelands, and Forestry 

Beyond the use of biomass fuels to displace fossil fuels, the man
agement of forests, agricultural lands, and rangelands can play an 
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important role in reducing current emissions of C O 2 , CH4, and 
NjO and in enhancing carbon sinks. A number of measures could 
conserve and sequester substantial amounts of carbon (approxi
mately 60-90 Gt С in the forestoy sector alone) over the next 50 
years. In the forestry sector, costs for conserving and sequester
ing carbon in biomass and soil are estimated to range widely but 
can be competitive with other mitigation options. Factors affect
ing costs include opportunity costs of land; initial costs of plant
ing and establishment; costs of nurseries; the cost of armual main
tenance and monitoring; and transaction costs. Dkect and indirect 
benefits will vary with national circumstances and could offset 
the costs. Other practices in the agriculture sector could reduce 
emissions of other greenhouse gases such as C H 4 and N 2 O . Land-
use and management measures include: 

Sustaining existing forest cover 
Slowing deforestation 
Regenerating natural forests 
Establishing tree plantations 
Promoting agroforestry 
Altering management of agricultural soils and rangelands 
Improving efficiency of fertilizer use 

• Restoring degraded agricultural lands and rangelands 
• Recovering C H 4 from stored manure 
• Improving the diet quality of ruminants. 

The net amount of carbon per unit area conserved or 
sequestered in living biomass under a particular forest man
agement practice and present climate is relatively well under
stood. The most important uncertainties associated with esti
mating a global value are (i) the amount of land suitable and 
available for forestation, regeneration, and/or restoration pro
grams; (ii) the rate at which tropical deforestation can actually 
be reduced; (iii) the long-term use (security) of these lands; and 
(iv) the continued suitability of some practices for particular 
locations given the possibility of changes in temperature, water 
availability, and so forth under climate change. 

4.3. Cross-Sectoral Issues 

Cross-sectoral assessment of different combinations of mitiga
tion options focuses on the interactions of the full range of tech
nologies and practices that are potentially capable of reducing 
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emissions of greenhouse gases or sequestering carbon. Current 
analysis suggests the following: 

• Competing Uses of Land, Water, and Other 
Natural Resources. A growing population and 
expanding economy will increase the demand for land 
and other natural resources needed to provide, i n t e r 
a l i a , food, fiber, forest products, and recreation ser
vices. Climate change will interact with the resulting 
intensified patterns of resource use. Land and other 
resources could also be required for mitigation of 
greenhouse gas emissions. Agricultural productivity 
improvements throughout the world and especially in 
developing countries would increase availability of 
land for production of biomass energy. 

• Geoengineering Options. Some geoengineering 
approaches to counterbalance greenhouse gas-induced 
climate change have been suggested (e.g., putting 
solar radiation reflectors in space or injecting sulfate 
aerosols into the atmosphere to mimic the cooling 
influence of volcanic eruptions). Such approaches 
generally are likely to be ineffective, expensive to sus
tain, and/or to have serious environmental and other 
effects that are in many cases poorly understood. 

4.4. Policy Instruments 

Mitigation depends on reducing barriers to the diffusion and 
transfer of technology, mobilizing financial resources, support
ing capacity building in developing countries, and other 
approaches to assist in the implementation of behavioral 
changes and technological opportunities in all regions of the 
globe. The optimum mix of policies wil l vary from country to 
country, depending upon political structure and societal recep-
tiveness. The leadership of national governments in applying 
these policies will contribute to responding to adverse conse
quences of chmate change. Governments can choose policies 
that facilitate the penetration of less greenhouse gas-intensive 
technologies and modified consumption patterns. Indeed, 
many countries have extensive experience with a variety of 
policies that can accelerate the adoption of such technologies. 
This experience comes from efforts over the past 20 to 30 years 
to achieve improved energy efficiency, reduce the environ
mental impacts of agricultural policies, and meet conservation 
and environmental goals unrelated to climate change. Policies 
to reduce net greenhouse gas emissions appear more easily 
implemented when they are designed to address other concerns 
that impede sustainable development (e.g., air pollution and 
soil erosion). A number of policies, some of which may need 
regional or international agreement, can facilitate the penetra
tion of less greenhouse gas-intensive technologies and modi
fied consumption patterns, including: 

• Putting in place appropriate institutional and structural 
frameworks 

• Energy pricing strategies (e.g., carbon or energy taxes, 
and reduced energy subsidies) 

• Reducing or removing other subsidies (e.g., agricultural and 
transport subsidies) that increase greenhouse gas emissions 

• Tradable emissions permits 
• Voluntary programs and negotiated agreements with industry 
• Utility demand-side management programs 
• Regulatory programs, including minimum energy effi

ciency standards (e.g., for appliances and fuel economy) 
• Stimulating R D & D to make new technologies available 
• Market pull and demonstration programs that stimulate the 

development and application of advanced technologies 
• Renewable energy incentives during market build-up 
• Incentives such as provisions for accelerated deprecia

tion and reduced costs for consumers 
• Education and training; information and advisory measures 
• Options tiiat also support other economic and environ

mental goals. 

Accelerated development of technologies that will reduce 
greenhouse gas emissions and enhance greenhouse gas sinks— 
as well as understanding the barriers that inhibit their diffusion 
into the marketplace—requires intensified research and devel
opment by governments and the private sector. 
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Box 1. Utimate Objective of the UNFCCC (Article 2) 

"...stabilization of greenhouse gas concentrations in the 
atmosphere at a level that would prevent dangerous 
anthropogenic interference with the climate system. 
Such a level should be achieved within a time frame 
sufficient to allow ecosystems to adapt naturally to 
climate change, to ensure that food production is not 
threatened, and to enable economic development to 
proceed in a sustainable manner." 

1. Scope of the Assessment 

The Intergovernmental Panel on CUmate Change (IPCC) 
charged Working Group II with reviewing current knowledge 
about the impacts of climate change on physical and ecologi
cal systems, human health, and socioeconomic sectors. IPCC 
also asked Working Group II to review available data on the 
technical and economic feasibility of a range of potential adap
tation and mitigation strategies. In producing this report. 
Working Group II has coordinated its activities with those of 
Working Groups I and III, and built on the 1990 and 1992 
IPCC assessments. 

This assessment provides scientific, technical, and economic 
information that can be used, i n t e r a l i a , in evaluating whether 
the projected range of plausible impacts constitutes "dangerous 
anthropogenic interference with the climate system" at the 
local, regional, or global scales as referred to in Article 2 of the 
United Nations Framework Convention on Climate Change 
(UNFCCC), and in evaluating adaptation and mitigation 
options that could be used in progressing toward the ultimate 
objective of the U N F C C C (see Box 1). However, the assess
ment makes no attempt to quantify "dangerous anthropogenic 
interference with the climate system." Interpreting what is 
"dangerous" involves political judgment—a role reserved to 
governments and the Conference of Parties to the U N F C C C . 

The UNFCCC's Article 2 explicitly acknowledges the impor
tance of natural ecosystems, food security, and sustainable eco
nomic development. This report directly addresses these and 
other issues important to society, including water resources and 
human health. It assesses what is known about the impact of cli
mate change on terrestrial and aquatic ecosystems, human 
health, and socioeconomic systems at .varying time and geo
graphic scales, as well as what is known about their vulnerabil
ity to climate change. A system's vulnerabihty to climate 
change depends on its sensitivity to changes in climate and its 
ability to adapt. The vulnerability assessment takes into account 
the different economic and institutional circumstances among 
developed and developing countries. It also recognizes the 
strong influence on most of these systems of other human-
induced stresses (e.g., population demographics, land-use prac
tices, industrialization, consumption patterns, air and water pol
lution, and soil degradation). Where possible, this assessment 
attempts to evaluate the sensitivity of systems and their poten
tial for adaptation to: (i) changes in mean climate; (ii) changes 
in extreme weather events; (iii) changes in variability; (iv) the 
rate of climate change; and (v) the effects of elevated CO2 con
centrations on vegetation (via enhanced photosynthesis and 
water-use efficiency). The report also describes technical guide
lines for assessing climate change impacts and adaptations. 

This assessment also reviews and analyzes practices and tech
nologies that (i) reduce anthropogenic emissions of greenhouse 
gases arising from the production and use of energy (industry, 
transportation, human settlements) and (ii) increase carbon 
storage (in what are generally called sinks) and reduce green
house gas emissions from agricultural, forestry, and rangeland 

systems. It also describes methodologies for assessing mitiga
tion options and an inventory of technology characterizations. 

2. The Nature of the Issue: Projected Changes in Climate 

Earth's climate has remained relatively stable (global tempera
ture changes of less than 1°C over a century) during the last 
10,000 years (the present interglacial period). Over this period, 
modem society has evolved and, in many cases, successfully 
adapted to the prevailing local climate and its natural variabil
ity. Now, however, society faces potentially rapid changes in 
future climate because of human activities that alter the atmos
phere's composition and change the Earth's radiation balance. 

Atmospheric concentrations of greenhouse gases (which tend 
to warm the atmosphere) and aerosols (which in some regions 
partially offset the greenhouse effect) have increased since the 
industrial era began around 1750. Carbon dioxide (COj) has 
risen by about 30%, methane (CH4) by more than 100%, and 
nitrous oxide (N2O) by about 15%. These gases now are at 
greater concentrations than at any time in the past 160,000 
years (the period for which scientists can reconstruct historical 
climates and atmospheric compositions by analyzing ice-core 
data). The combustion of fossil fuels and, to a lesser extent, 
changes in land use account for anthropogenic CO2 emissions. 
Agriculture is responsible for nearly 50% of human-generated 
C H 4 emissions and about 70% of anthropogenic NjO emis
sions. Although CO2 emissions far exceed those of CH4 and 
N2O, the global warming potentials of these latter two gases 
are relatively high. Hence, they represent significant contribu
tors to the anthropogenic greenhouse effect. CO2 has con
tributed about 65% of the combined radiative effects of the 
long-lived gases over the past 100 years; C H 4 and N2O have 
contributed about 20 and 5%, respectively. 

Most projections suggest that without policies specifically 
designed to address climate change greenhouse gas concentra
tions will increase significantly during the next century. 
Emissions of greenhouse gases and the sulfate aerosol precursor 
sulfur dioxide (SO2) are sensitive to growth in population and 
gross domestic product (GDP), the rate of diffusion of new tech
nologies into the market place, production and consumption pat
terns, land-use practices, energy intensity, the price and avail
ability of energy, and other policy and institutional developments 
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Table 1 : Summary of assumptions i n t h e six I P C C 1 9 9 2 a l t e r n a t i v e s c e n a r i o s . 

Scenario Population Economic Growth Energy Supplies 

IS92a,b World Bank 1991 
11.3 billion by 2100 

1990-2025: 
1990-2100: 

2.9% 
2.3% 

12,000 EJ conventional oil 
13,000 EJ natural gas 
Solar costs fall to $0.075/kWh 
191 EJ of biofuels available at $70/barrel^ 

lS92c U N Medium-Low Case 
6.4 billion by 2100 

1990-2025: 
1990-2100: 

2.0% 
1.2% 

8,000 EJ conventional oil 
7,300 EJ natural gas 
Nuclear costs decline by 0.4% annually 

IS92d U N Medium-Low Case 
6.4 billion by 2100 

1990-2025: 
1990-2100: 

2.7% 
2.0% 

Oi l and gas same as IS92c 
Solar costs fall to $0.065/kWh 
272 EJ of biofuels available at $50/barrel 

IS92e World Bank 1991 
11.3 billion by 2100 

1990-2025: 
1990-2100: 

3.5% 
3.0% 

18,400 EJ conventional oil 
Gas same as IS92a,b 
Phase out nuclear by 2075 

IS92f U N Medium-High Case 
17.6 billion by 2100 

1990-2025: 
1990-2100: 

2.9% 
2.3% 

Oil and gas same as lS92e 
Solar costs fall to $0.083/kWh 
Nuclear costs increase to $0.09/kWh 

^Approximate conversion factor: 1 barrel = 6 GJ. 
Source: IPCC, 1992: Emissions scenarios for IPCC: an update. In: C l i m a t e C h a n g e 1 9 9 2 : The S u p p l e m e n t a r y R e p o r t t o t h e 
I P C C S c i e n t i f i c Assessment [J.T. Houghton, B . A . Callander, and S.K. Varney (eds.)]. Section A3, prepared by J. Leggett, 
W.J. Pepper, and R.J. Swart, and W M O / U N E R Cambridge University Press, Cambridge, U K , 200 pp. 

(see Table 1 for a summary of assumptions used in the six IPCC 
1992 emissions scenarios). Figure 1 shows plausible ranges of 
CO2 emissions, in the absence of emissions abatement policies, 
projected over the next 100 years in the IPCC IS92 emissions 
scenarios, which are reevaluated in the Working Group III vol
ume of this 1995 assessment. 

Climate models, taking into account greenhouse gases and 
aerosols, calculate that the global mean surface temperature 
could rise by about 1 to 3.5°C by 2100. This range of projec
tions is based on the range of sensitivities of chmate' to increas
es in greenhouse gas concentrations reported by IPCC Working 
Group I and plausible ranges of greenhouse gas emissions pro
jected by IPCC in 1992. These projected global-average tem
perature changes would be greater than recent natural fluctua
tions and would occur at a rate significantly faster than any 
since the last ice age more than 10,0(Ю years ago. High latitudes 
are projected to warm more than the global average. The reUa-
bility of regional projections remains low. 

Model calculations, however, suggest the following: 

• Climate warming will enhance evaporation, and glob
al mean precipitation will increase, as will the fre
quency of intense rainfall. However, some land 
regions will not experience an increase in precipita
tion, and even those that do may experience decreases 

in soil moisture because of enhanced evaporation. 
Climate models also project seasonal shifts in precipi
tation. In general, models project that precipitation 
will increase at high latitudes in winter, and soil mois
ture will decrease in some mid-latitude continental 
regions during the summer. 

• Variability associated with the enhanced hydrological 
cycle translates into prospects for more severe droughts 
and floods in some places, and less severe droughts 
and/or floods in other places. As a consequence, the 
incidence of fires and pest outbreaks may increase in 
some regions. It remains unclear whether the frequen
cy and intensity of extreme weather events such as 
tropical storms, cyclones, and tornadoes will change. 

• Regional and global climate changes are expected to 
have wide-ranging and potentially adverse effects on 
physical and ecological systems, human health, and 
socioeconomic sectors. These wil l affect the economy 
and the quality of life for this and future generations. 

• Models project that sea level wil l increase by about 15 
to 95 cm by 2100, allowing for average ice melt, but 
could be either higher or lower than this range. 

I Climate sensitivity is the equilibrium change in global annual mean 
surface temperature due to a doubling of atmospheric concentration 
of CO2 (or equivalent doubling of other greenhouse gases). 
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IS92e 

IS92f 

2000 2050 
Year 

Figure 1: Projected anthropogenic COj emissions from fossil fuel 
use, deforestation, and cement production for the six IPCC 1992 
scenarios (IS92a-f)—from Climate Change 1994: Radiative Forcing 
of Climate Change and A n E v a l u a t i o n of the IPCC IS92 E m i s s i o n 
Scenarios (IPCC, 1995). 

Policymalcers are faced with responding to the risks posed by 
anthropogenic emissions of greenhouse gases in the face of 
significant scientific uncertainties. It is appropriate to consid
er these uncertainties in the context of information indicating 
that climate-induced environmental changes cannot be 
reversed quickly, if at all, due to the long time scales associat
ed with the climate system (see Box 2). Decisions taken dur
ing the next few years may limit the range of possible policy 
options in the future, because high near-term emissions would 
require deeper reductions in the future to meet any given tar
get concentrations. Delaying action might reduce the overall 
costs of mitigation because of potential technological 
advances but could increase both the rate and eventual magni
tude of climate change, hence the adaptation and damage 
costs. 

Box 2. Time Scales of Processes 
Influencing the Climate System 

Turnover of the capital stock responsible for emis
sions of greenhouse gases: Years to decades 
(without premature retirement) 
Stabihzation of atmospheric concentrations of long-
lived greenhouse gases given a stable level of 
greenhouse gas emissions: Decades to m i l l e n n i a 
Equilibration of the climate system given a stable 
level of greenhouse gas concentrations: 
Decades to centuries 
Equilibration of sea level given a stable climate: 
Centuries 
Restoration/rehabilitation of damaged or disturbed 
ecological systems: Decades to centuries 
(some changes, such as species extinction, are 
irreversible, and it may be impossible to recon
struct and reestablish some disturbed ecosystems) 

Policymakers will have to decide to what degree they want to 
take precautionary measures by mitigating greenhouse gas 
emissions and enhancing the resilience of vulnerable systems 
by means of adaptation. Uncertainty does not mean that a 
nation or the world community cannot position itself better to 
cope with the broad range of possible climate changes or pro
tect against potentially costly future outcomes. Delaying such 
measures may leave a nation or the world poorly prepared to 
deal with adverse changes and may increase the possibility of 
irreversible or very costly consequences. Options for adapting 
to change or mitigating change that can be justified for other 
reasons today (e.g., abatement of air and water pollution) and 
make society more flexible or resilient to anticipated adverse 
effects of climate change appear particularly desirable. 

3. Vulnerability to Chmate Change: 
Impacts and Adaptation 

This section discusses the sensitivity, adaptability, and vulnera
bility (see Box 3) of physical and ecological systems, human 
health, and socioeconomic sectors to changes in climate. It 
begins with a number of common conclusions, then describes to 
the extent possible (i) the functions and current status of each 
system; (ii) the sensitivity of each system to climate change and 
to other environmental and human-induced factors; and (iii) the 
vulnerability of each system to climate change, taking into 
account adaptation options and impediments to adaptation. 

Although we have made much progress in understanding the 
climate system and the consequences of climate change, large 
uncertainties cloud our view of the 21st century. In particular. 

Box 3. Sensitivity, Adaptability, and Vulnerability 

S e n s i t i v i t y is the degree to which a system will respond 
to a change in climatic conditions (e.g., the extent of 
change in ecosystem composition, structure, and func
tioning, including primary productivity, resulting from 
a given change in temperature or precipitation). 

A d a p t a b i l i t y refers to the degree to which adjustments 
are possible in practices, processes, or structures of 
systems to projected or actual changes of climate. 
Adaptation can be spontaneous or planned, and can be 
carried out in response to or in anticipation of changes 
in conditions. 

V u l n e r a b i l i t y defines the extent to which climate 
change may damage or harm a system. It depends not 
only on a system's sensitivity but also on its ability to 
adapt to new climatic conditions. 

Both the magnitude and the rate of climate change are 
important in determining the sensitivity, adaptability, 
and vulnerability of a system. 
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our understanding of some key ecological processes remains 
limited. So does our current ability to predict regional climate 
changes, future conditions in the absence of climate change, or 
to what degree climate will become more variable. Changes in 
average conditions, climate variability, and the frequency and 
intensity of extreme weather events all would have important 
implications for both ecological and social systems. 

3 . 1 . Common Themes and Conclusions 

Human health, terrestrial and aquatic ecological systems, and 
socioeconomic systems (e.g., agriculture, forestry, fisheries, and 
water resources) are all vital to human development and well-
being, and are all sensitive to changes in chmate. Whereas many 
regions are likely to experience the adverse effects of climate 
change—some of which are potentially irreversible—some 
effects of climate change are likely to be beneficial. Hence, dif
ferent segments of society can expect to confront a variety of 
changes and the need to adapt to them. The following conclu
sions apply to many ecological and socioeconomic systems: 

* Human-induced climate change adds an important 
new stress. Human-induced climate change represents 
an important additional stress, particularly to the many 
ecological and socioeconomic systems already affect
ed by pollution, increasing resource demands, and 
nonsustainable management practices. The most vul
nerable systems are those with the greatest sensitivity 
to climate changes and the least adaptability. 

• Most systems are sensitive to climate change. 
Natural ecological systems, socioeconomic systems, 
and human health are all sensitive to both the magni
tude and the rate of climate change. 
- N a t u r a l ecosystems. The composition and geo

graphic distribution of many ecosystems will shift 
as individual species respond to changes in cli
mate; there will likely be reductions in biological 
diversity and in the goods and services that ecosys
tems provide society—for example, sources of 
food, fiber, medicines, recreation and tourism, and 
ecological services such as nutrient cycling, waste 
assimilation, and controlling water runoff and soil 
erosion. Large amounts of carbon could be 
released into the atmosphere during periods of 
high forest mortality in the ti-ansition from one for
est type to another. 

- F o o d s e c u r i t y . Some regions, especially in the 
tropics and subtropics, may suffer significant 
adverse consequences for food security, even 
though the effect of climate change on global 
food production may prove small to moderate. 

- S u s t a i n a b l e e c o n o m i c development. Some countries 
will face threats to sustainable development from 
losses of human habitat due to sea-level rise, reduc
tions in water quality and quantity, disruptions from 
extreme events, and an increase in human diseases 
(particularly vector-bome diseases such as malaria). 

• Impacts are difficult to quantify, and existing stud
ies are limited in scope. While our knowledge has 
increased significantiy during the last decade and 
qualitative estimates can be developed, quantitative 
projections of the impacts of climate change on any 
particular system at any particular location are diffi
cult because regional scale climate change projections 
are uncertain; our current understanding of many crit
ical processes is limited; and systems are subject to 
multiple climatic and non-climatic stiresses, the inter
actions of which are not always linear or additive. 
Most impact studies have assessed how systems 
would respond to climate change resulting from an 
arbitrary doubling of equivalent atmospheric CO2 
concentrations. Furthermore, very few studies have 
considered dynamic responses to steadily increasing 
greenhouse gas concenti-ations; fewer still have exam
ined the consequences of increases beyond a doubling 
of equivalent atmospheric CO2 concentrations or 
assessed the implications of multiple stress factors. 

• Successful adaptation depends upon technological 
advances, institutional arrangements, availability of 
financing, and information exchange. Technological 
advances generally have increased adaptation options 
for managed systems such as agriculture and water sup
ply. However, many regions of the world currently 
have limited access to these technologies and appropri
ate information. The efficacy and cost-effective use of 
adaptation strategies will depend upon the availability 
of financial resources, technology transfer, and cultur
al, educational, managerial, institutional, legal, and reg
ulatory practices, both domestic and international in 
scope. Incorporating chmate-change concerns into 
resource-use and development decisions and plans for 
regularly scheduled investments in infrastructure will 
facilitate adaptation. 

• Vulnerability increases as adaptive capacity 
decreases. The vulnerability of human health and 
socioeconomic systems—and to a lesser extent eco
logical systems—depends upon economic circum
stances and institutional infrastructure. This implies 
that systems typically are more vulnerable in devel
oping countries where economic and institutional cir
cumstances are less favorable. People who live on 
arid or semi-arid lands, in low-lying coastal areas, in 
water-Hmited or flood-prone areas, or on small islands 
are particularly vulnerable to chmate change. Some 
regions have become more vulnerable to hazards such 
as storms, floods, and droughts as a result of increas
ing population density in sensitive areas such as river 
basins and coastal plains. Human activities, which 
fragment many landscapes, have increased the vul
nerability of lightly managed and unmanaged ecosys
tems. Fragmentation limits natural adaptation poten
tial and the potential effectiveness of measures to 
assist adaptation in these systems, such as the provi
sion of migration corridors. A changing climate's 
near-term effects on ecological and socioeconomic 
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systems most likely will result from changes in the 
intensity and seasonal and geographic distribution of 
common weather hazards such as storms, floods, and 
droughts. In most of these examples, vulnerability can 
be reduced by strengthening adaptive capacity. 
Detection will be difficult and unexpected changes 
cannot be ruled out. Unambiguous detection of cli
mate-induced changes in most ecological and social 
systems will prove extremely difficult in the coming 
decades. This is because of the complexity of these 
systems, their many non-linear feedbacks, and their 
sensitivity to a large number of climatic and non-cli
matic factors, all of which are expected to continue to 
change simuhaneously. The development of a base
line projecting future conditions without climate 
change is crucial, for it is this baseline against which 
all projected impacts are measured. The more that 
future climate extends beyond the boundaries of 
empirical knowledge (i.e., the documented impacts of 
climate variation in the past), the more likely that 
actual outcomes will include surprises and unantici
pated rapid changes. 
Further research and monitoring are essential. 
Enhanced support for research and monitoring, 
including cooperative efforts from national, interna
tional, and multilateral institutions, is essential in 
order to improve significantly regional-scale chmate 
projections; to understand the responses of human 
health, ecological, and socioeconomic systems to 
changes in climate and other stress factors; and to 
improve our understanding of the efficacy and cost-
effectiveness of adaptation strategies. 
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Figure 2: This figure illustrates that mean annual temperature 
and mean annual precipitation can be correlated with the distribu
tion of the world's major biomes. While the role of these annual 
means in affecting this distribution is important, it should be noted 
that the distribution of biomes may also strongly depend on sea
sonal factors such as the length of the dry season or the lowest 
absolute minimum temperature, on soil properties such as water-
holding capacity, on land-use history such as agriculture or graz
ing, and on disturbance regimes such as the frequency of fire. 

3.2. T e r r e s t r i a l Ecosystems 

Ecosystems contain the Earth's entire reservoir of genetic and 
species diversity, and provide goods and services critical to 
individuals and societies. These services include (i) providing 
food, fiber, medicines, and energy; (ii) processing and storing 
carbon and other nutrients, which affect the atmospheric con
centrations of greenhouse gases; (iii) regulating water runoff, 
thus controlling floods and soil erosion; (iv) assimilating 
wastes and purifying water; and (v) providing opportunities for 
recreation and tourism. These systems and the functions they 
provide are sensitive to the rate and extent of changes in cli
mate. Figure 2 illustrates that mean annual temperature and 
mean annual precipitation can be correlated with the distribu
tion of the world's major biomes. While the role of these annu
al means in affecting this disuibution appears to be important, 
it should be noted that the distribution of biomes also strongly 
depends on seasonal factors and other non-climate conditions, 
such as soil properties and disturbance regimes. 

Changes in climate and associated changes in the frequency of 
fires and the prevalence of pests could alter various properties 
of terrestrial ecosystems. These include structure (physical 
arrangement, density of populations, species composition), 

function (movement of energy and material within ecosys
tems), and productivity (rates and magnitudes of carbon fixa
tion and respiration). 

Most terrestrial ecosystems are under major pressures from 
population increases and human decisions about land use, 
which probably will continue to cause the largest adverse 
effects for the foreseeable future. However, continuing climate 
change would induce a disassembly of existing ecosystems and 
an ongoing assembly of plants and animals into new ecosys
tems—a process that may not reach a new equilibrium for sev
eral centuries after the climate achieves a new balance. 

In analyzing the potential impacts of climate change, 
researchers must consider how species and ecosystems respond 
to elevated concentrations of atmospheric COj . Higher COj 
concentrations may increase the net primary productivity (NPP) 
of plants, which would alter species composition by changing 
the competitive balance among different plants. Although biol
ogists have quantified these effects at the leaf to plant level in 
controlled settings, such effects are only now being quantified 
at the ecosystem level. This is because of the complex interac
tions among plants in their natural environments, which depend 
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Box 4. Regional Implications of Climate Change for Forests 

IVopical forests. It is likely that temperature increases wil l have a smaller impact on tropical forests than on temperate 
or boreal forests, because models project that temperatures will increase less in the tropics than at other latitudes. 
However, tropical forests are very sensitive to the amount and seasonality of rainfall. In general, human activities caus
ing conversion to other land-cover types will likely affect tropical forests more than climate change. If CO2 fertilization 
is important, it may lead to a gain in net carbon storage because of the slow rate at which the associated soil respiration 
increases in this zone. 

Temperate forests. In some temperate forests, NPP may increase due to warming and increased atmospheric COj. 
However, in other regions warming-induced water shortages, pest activity, and fires may cause decreased NPP and possi
ble changes in temperate forest distribution. Most temperate forests are located primarily in developed countries that 
have the resources to reduce the impacts of climate change on their forests through integrated fire, pest, and disease 
management, and/or encouraging reforestation. 

Boreal forests. As warming is expected to be particularly large at high latitudes, and as boreal forests are more strongly 
affected by temperature than forests in other latitudinal zones, climatic change is likely to have its greatest impact on 
boreal forests. Increased fire frequency and pest outbreaks are likely to decrease the average age, biomass and carbon 
store, with greatest impact at the southern boundary, where the boreal coniferous forest is likely to give way to temperate 
zone pioneer species or grasslands. Northern treelines are likely to advance slowly into regions curtently occupied by 
tundra. The NPP of forests that are not limited by water availability is likely to increase in response to warming, partly 
mediated by increased nitrogen mineralization. However, there may be a net loss of carbon from the ecosystem because 
of associated increases in soil organic matter decomposition. 

upon changes in factors such as temperature, soil moisture, and 
the availability of nutrients. To date, the magnitude and persis
tence of the CO2 fertilization effect remains unquantified. 
Despite increases in plant growth anticipated from CO2 fertil
ization, the total amount of carbon stored in an ecosystem may 
still decrease because increased temperature also stimulates the 
decomposition of dead leaves and soil organic matter. 

In addition to the changes within ecosystems, temperature 
changes and increased CO2 could result in significant alter
ations in the overall distribution of the world's biomes. Figure 
3 shows the potential distribution of the major world biomes 
under curtent climate conditions and a doubled COj-equivalent 
climate-change scenario. The possible effects of climate 
change on the boundaries of forests and rangelands are dis
cussed further in Boxes 4 and 5. The consequences for some 
terrestrial ecosystems depend critically on how fast climate 
zones shift. The rates of these shifts are important in part 
because different plant species migrate at different rates, 
depending on their growth and reproductive cycles. 

3 . 2 . 1 . F o r e s t s 

Forests contain a wide range of species with complex life 
cycles. These ecosystems contain 80% of all aboveground car
bon in vegetation and about 40% of all soil carbon. Forests and 
forest soils also play a major role in the carbon cycle as sources 
(e.g., forest degradation and deforestation) and sinks (reforesta
tion, afforestation, and possibly enhanced growth resulting from 
carbon dioxide fertiUzation). Forests, particularly in the tropics, 
harbor as much as two-thirds of the world's biodiversity. They 

directly affect climate up to the continental scale by influencing 
ground temperatures, évapotranspiration, surface roughness, 
albedo, cloud formation, and precipitation. 

A variety of biological, chemical, and physical factors affect 
forest ecosystems. Forest productivity and the number of 
species generally increase with increasing temperature, precip
itation, and nutrient availability. Forests are particularly vul
nerable to and may decline rapidly under extreme changes in 
water availability (either drought or waterlogging). Models 
project that a sustained increase of 1°C in global mean temper
ature is sufficient to cause changes in regional climates that 
will affect the growth and regeneration capacity of forests in 
many regions. In several instances, this will alter the function 
and composition of forests significantly. As a consequence of 
possible changes in temperature and water availability under 
doubled equivalent-COj equilibrium conditions, a substantial 
fraction (a global average of one-third, varying by region from 
one-seventh to two-thirds) of the existing forested area of the 
world will undergo major changes in broad vegetation types— 
with the greatest changes occurring in high latitudes. 

Climate change is expected to occur rapidly relative to the 
speed at which forest species grow, reproduce, and reestablish 
themselves. For mid-latitude regions, an average global warm
ing of 1-3.5°C over the next 100 years would be equivalent to 
shifting isotherms poleward approximately 150-550 km or an 
altitude shift of 150-550 m; in low latitudes, temperatures 
would generally be increased to higher levels than now exist. 
This compares to past tree species migration rates on the order 
of 4-200 km per century. Entire forest types may disappear, 
and new ecosystems may take their places. 
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Figure 3: Potential distribution of the major world biomes under current climate conditions, simulated by Mapped Atmosphere-Plant-Soil System 
(MAPSS) model (top). "Potential distribution" indicates the natural vegetation that can be supported at each site, given monthly inputs of 
precipitation, temperature, humidity, and windspeed. The lower product illustrates the projected distribution of the major world biomes by 
simulating the effects of 2 x C02-equivalent concentrations (GFDL general circulation model), including the direct physiological effects of C 0 2  
on vegetation. Both products are adapted from: Neilson, R.P. and D. Marks, 1994: A global perspective of regional vegetation and hydrologic 
sensitivities from climatic change. Journal of Vegetation Science, 5 , 7  15-730. 



2 8 T e c h n i c a l Summary: I m p a c t s , A d a p t a t i o n s , a n d M i t i g a t i o n O p t i o n s 

Box 5. Regional Implications of Climate Change for Rangelands 

Tropical rangelands. Temperature increases per se sliould not lead to major alterations in tropical rangelands, except 
where infrequent frosts currently limit some species. The most severe consequences could result from altered rainfall 
(seasonality and amount). Increasing carbon-to-nitrogen ratios could also result in reduced forage quality and palatabili-
ty. The influence of increasing concentrations of COj on photosynthesis and greater growth would have a major impact 
on the productivity of these rangelands. 

Temperate rangelands. Climate change clearly will alter temperate rangelands and associated savannas and shrublands. 
Because of the high correlation between rangeland types and climate belts, any shifts in temperature and precipitation 
will bring corresponding shifts in rangeland boundaries. Continental areas that experience drier conditions during the 
growing season may see a shift from grasslands to shrublands. 

Tbndra. Tundra systems should exhibit high sensitivity to climatic warming. Indirect temperature effects, especially 
those associated with decreases in the amount of frozen soil and with changes in nutrient availability, will result in shifts 
in species composition. Changes in precipitation and temperature could decrease soil moisture in high-latitude tundra 
systems, changing some tundra systems from net sinks to net sources of carbon dioxide to the atmosphere while also 
increasing surface oxidation and decreasing methane flux. 

Mature forests are a large terrestrial store of carbon. In general, 
temperate and tropical forests contain as much carbon above-
ground as belowground, but boreal forests contain most of their 
carbon belowground. It remains unclear whether forests will 
continue to sequester carbon through growth under less suitable 
conditions than exist today. Although NPP could increase, the 
standing biomass of forests may not because of more frequent 
outbreaks and extended ranges of pests and pathogens, and 
increasing frequency and intensity of fires. Large amounts of 
carbon could be released into the atmosphere during transitions 
from one forest type to another, because the rate at which carbon 
can be lost during times of high forest mortality is greater than 
the rate at which it can be gained through growth to maturity. 

3.2.2. Rangelands 

Rangelands (i.e., unimproved grasslands, shrublands, savan
nas, deserts, and tundra) occupy 51% of the Earth's land sur
face. They contain about 36% of its total carbon in living and 
dead biomass, include a large number of economically impor
tant species and ecotypes, and sustain millions of people. 
Rangelands support 50% of the world's livestock and provide 
forage for domesticated animals and wildlife. 

The amounts and seasonal distribution of precipitation are the 
primary controls on rangeland carbon cycling and productivi
ty. Water availability and balance play vital roles in controlling 
the productivity and geographic distribution of rangeland 
ecosystems; thus, small changes in extreme temperatures and 
precipitation may have disproportionate effects. 

Increases in CO2 likely will result in reductions of forage qual
ity and palatabiUty because of increasing carbon-to-nitrogen 
ratios and shrub encroachment. These effects will become 
more evident in low-latitude rangelands, where the low nutri
tional value of forage already creates a chronic problem. 

Boundaries between rangelands and other ecosystems appear 
likely to change as a result of direct climate effects on species 
composition as well as indirect factors such as changes in wild
fire frequency and land use. Temperate rangelands will experi
ence these effects the most. Migration rates of rangeland vege
tation appear to be faster than for forests. 

Precipitation and temperature variations associated with cli
mate change may alter the role of high-latitude tundra systems 
in the carbon cycle. During the past decade, some tundra sys
tems have shifted from a net sink to a net source of atmospheric 
CO2, perhaps due to decreased soil moisture associated with 
warmer summers (a positive climate feedback). The tundra and 
taiga (subarctic evergreen forests) also provide 10% of the 
global atmospheric input of CH4. Warming-related changes 
may dry soils and increase surface oxidation, thus decreasing 
C H 4 releases (a negative climate feedback). 

Devising adaptation strategies for rangeland systems may 
prove difficult in marginal food-producing areas where pro
duction is very sensitive to climate change, changing of tech
nology is risky, and the rate of adoption of new techniques and 
practices is slow. Decreases in rangeland productivity would 
result in a decline in the overall contribution of the livestock 
industries to national economies, with serious implications for 
food production in many developing areas with pastoral 
economies. Adaptation options in more highly managed pas
tures include management of forage, animal breeding, pasture 
renewal, and irrigation. 

3.2.3. Deserts a n d L a n d D e g r a d a t i o n 

If the Earth's chmate does change as projected in current sce
narios, conditions in most deserts are likely to become more 
extreme—in that, with few exceptions, they are projected to 
become hotter but not significantly wetter. Temperature 
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increases, in particular, could be a threat to organisms that now 
exist near their heat-tolerance limits. The impacts of climate 
change on water balance, hydrology, and vegetation remain 
uncertain and would probably vary significantly among regions. 

Land degradation—which reduces the physical, chemical, or 
biological quality of land and lowers its productive capacity— 
already poses a major problem in many countries. Current gen
eral circulation models (GCMs) project that in some regions, 
climate change will increase drought and result in rainfall of 
higher intensity and more irregular distribution. This could 
increase the potential for land degradation, including loss of 
organic matter and nutrients, weakening of soil structure, 
decline in soil stability, and an increase in soil erosion and 
salinization. Areas that experience increased rainfall and soil 
moisture will benefit from the opportunities for more flexible 
use. However, they may experience stronger leaching, leading 
to increased acidification and loss of nutrients. In appropriate 
situations, additions of lime and fertihzers or conservation 
management policies could correct these deficiencies. 

Desertification, as defined by the United Nations Convention 
to Combat Desertification, is land degradation in arid, semi-
arid, and dry sub-humid areas resulting from various factors, 
including climatic variations and human activities. Droughts 
may trigger or accelerate desertification by reducing the 
growth of important plant species. Grazing can strip the land of 
its cover under these conditions. However, the amount of pre
cipitation needed to sustain growth varies with the tempera
ture, soil moisture capacity, and species. Desertification is 
more likely to become irreversible if the environment becomes 
drier and the soil becomes further degraded through erosion 
and compaction. Adaptation to drought and desertiñcation may 
rely on the development of diversified production systems, 
such as agroforestry techniques and ranching of animals better 
adapted to local conditions. However, adaptation also needs 
political, social, extension service, and educational inputs. 

iceberg calving from ice sheets and expected changes in calvmg 
as a result of projected temperature increases are inconclusive, 
although some scientists suggest that certain ice shelves currently 
are breaking up systematically. Little change in the extent of the 
Greenland and Antarctic ice sheets is expected over the next 
50-1(Ю years. An increase m temperature would extend the dura
tion of the navigation season on rivers and lakes affected by sea
sonal ice cover. Projected reductions in the extent and thickness of 
the sea-ice cover in the Arctic Ocean and its peripheral seas could 
substantially benefit shipping, perhaps opening the Arctic Ocean 
as a major trade route. A reduction in the areal extent and depth of 
permafrost would have serious consequences for a number of 
human activities. Thawing of permafrost releases C H 4 hydrates. 

3.2.5. M o u n t a i n Regions 

Mountains cover about 20% of continental surfaces and serve 
as an important water source for most of the world's major 
river systems. Mountain ecosystems are under considerable 
stress from humans, and climate change will exacerbate existing 
conflicts between environmental and socioeconomic concerns. 
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3 . 2 . 4 . C r y o s p h e r e 

Many components of the cryosphere (i.e., snow, ice, and per
mafrost) are particularly sensitive to changes in atmospheric 
temperature. The last century has witnessed a massive loss and 
retreat of mountain glaciers, a reduction in the areal distribu
tion of permafrost, and evidence of later freeze-up and earlier 
break-up of river and lake ice in many northern countries. 
These observations are consistent with a 0.5°C increase in the 
annual global mean temperature during the last century. 

Projected changes in climate will substantially reduce the extent 
and volume of the cryosphere over the next century, causing pro
nounced reductions m mountain glaciers, permafrost, and season
al snow cover. By tiie year 2100, between one-thkd and one-half 
of all mountain glaciers could disappear. The reduced extent of 
glaciers and deptii of snow cover would affect the seasonal distti-
bution of river flow, with potential implications for water 
resources (e.g., hydroelectiic generation, agriculture). Data on 

Figure 4: Comparison of current vegetation zones at a hypothetical 
dry temperate mountain site with simulated vegetation zones under a 
climate-warming scenario. Source: Beniston, 1994 (see Chapter 5 
for complete citation). 
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Paleologic records indicate tliat past warming of the climate 
has caused the distribution of vegetation to shift to higher ele
vations, resulting in the loss of some species and ecosystems. 
Simulated scenarios for temperate-climate mountain sites sug
gest that continued warming could have similar consequences 
(see Figure 4), thus species and ecosystems with limited cl i
matic ranges could disappear because of disappearance of 
habitat or reduced migration potential. 

In most mountain regions, a warmer climate will reduce the 
extent and volume of glaciers and the extent of permafrost and 
seasonal snow cover. Along with possible precipitation 
changes, this would affect soil stability and a range of socioe
conomic activities (e.g., agriculture, tourism, hydropower, and 
logging). Climate change may disrupt mountain resources for 
indigenous populations (e.g., fuel and subsistence and cash 
crops) in many developing countries. Recreational activities, 
which are increasingly important economically to many 
regions, also face Hkely disruptions. People living outside 
mountain regions who use water originating in them also 
would experience significant consequences. 

Because of their climatic and habitat diversity, mountains pro
vide excellent locations for maintaining biological diversity. 
In particular, large north-south mountain chains such as the 
Andes can facilitate migration under changing climate if 
appropriately managed. 

3 . 3 . Aquatic Ecosystems 

Aquatic ecosystems encompass lakes and streams, non-tidal 
wetlands, coastal environs, and oceans. These systems are sen
sitive to changes in temperature, precipitation, and sea level and 
in turn exert important feedbacks on climate by influencing car
bon fluxes. They provide a range of socioeconomic values and 
benefits—including food, energy, transportation, timber, flood 
mitigation, erosion control, water supply, and recreation. 

3 . 3 . 1 . Lakes a n d Streams 

Climate change will influence lakes and streams through 
altered water temperatures, flow regimes, and water levels. 
These will directly affect the survival, reproduction, and 
growth of organisms; the productivity of ecosystems; the per
sistence and diversity of species; and the regional distribution 
of biota. Climatic warming would tend to shift geographic 
ranges of many species poleward by approximately 150 km for 
every 1°C increase in air temperature. Changes in the heat bal
ance of lakes would alter their mixing properties, which would 
have large effects on then: primary productivity. Changes in 
runoff and groundwater flows to lakes and streams would alter 
the input of nutrients and dissolved organic carbon, which in 
turn would alter the productivity and clarity of the waters. 
Changes in hydrologie variability are expected to have greater 
ecological effects than changes in mean values. For example, 
increased frequency or duration of flash floods and droughts 

would reduce the biological diversity and productivity of 
stream ecosystems. 

Although the effects on lake and stream ecosystems will vary 
with the distribution of climate changes, some general conclu
sions emerge. Warming would have the greatest biological 
effects at high latitudes, where biological productivity would 
increase, and at the low-latitude boundaries of cold- and cool-
water species ranges, where appropriate thermal habitat would 
become more fragmented and extinctions would be greatest. 
The rate of climatic warming may exceed the rate of shifts in 
species ranges. Warming of the larger and deeper temperate 
lakes will increase their productivity and thermal habitat favor
able for native fishes, whereas warming of shallow lakes and 
streams could lead to increased anoxia and reduction in suit
able habitat. Deep tropical lakes may become less productive 
as thermal stratification intensifies and nutrients become 
trapped below the mixed layer. Lakes and streams in dry, evap
orative drainages and in basins with small catchments are most 
sensitive to changes in precipitation and would experience the 
most severe water-level declines if precipitation were to 
decrease. For many lakes and streams, the most severe effects 
of climate change may be the exacerbation of current stresses 
resulting from human activities, including increasing demands 
for consumptive uses, increasing waste effluent loadings and 
runoff of agricultural and urban pollutants, and altered water 
balance and chemical input rates from landscape disturbance 
and atmospheric deposition. 

3.3.2. N o n - T i d a l W e t l a n d s 

Wetlands are areas of low-lying land where the water table lies 
at or near the surface for some defined period of time, produc
ing extensive shallow, open water and waterlogged areas. 
Wetlands exist on every continent (except Antarctica), in both 
inland and coastal areas, and cover approximately 4-6% of the 
Earth's land surface. Human activities such as agricultural 
development, construction of dams and embankments, and 
peat mining already threaten these ecosystems and have con
tributed to the disappearance of more than half of the world's 
wetlands during the last century. Non-tidal (primarily inland) 
wetlands provide refuge and breeding grounds for many 
species, including a large number with commercial value; are 
an important repository of biodiversity; control floods and 
droughts; and improve water quality. They also serve as a car
bon sink. Boreal and subarctic peatlands store an estimated 412 
Gt C, or about 20% of the global organic carbon stored in soils. 

Climate change wil l most greatly influence wetlands by alter
ing their hydrologie regimes (increasing or decreasing water 
availability; changing the depth, duration, frequency, and sea
son of flooding). These changes wil l affect the biological, bio-
geochemical, and hydrological functions of wetlands and alter 
their value to societies for such functions as aquifer recharge, 
sediment retention, waste processing, and carbon storage. 
There will be an impact of climate change on greenhouse gas 
release from non-tidal wetlands, but there is uncertainty 
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regarding die exact effects from site to site; some arctic areas 
already have shifted from weak carbon sinks to weak CO2 
sources due to drying. 

The geographical distribution of wetlands is likely to shift with 
changes in temperature and precipitation. Warming would 
severely affect wetlands in arctic and subarctic regions by 
thawing permafrost, which is key to maintaining high water 
tables in these ecosystems. 

Possibilities for adaptation, conservation, and restoration in 
response to climate change vary among wetland types and their 
various functions. For regional and global functions (e.g., 
trace-gas fluxes and carbon storage), no responses exist that 
humans can apply at the necessary scale. For wetland functions 
at the local scale (habitat value, pollution trapping, and, to 
some degree, flood control), possibilities do exist. However, 
interest in wetland creation and restoration has outpaced the 
science and technology needed to successfully create wetlands 
for many specific purposes. 

3.3.3. C o a s t a l Ecosystems 

Many commercially important marine species depend on 
coastal ecosystems for some part of their life cycle, and some 
coastal ecosystems (e.g., coral reefs, mangrove communities, 
and beaches) provide an important buffer against storms and 
surges. Sea-level rise, altered rainfall patterns, and changes in 
ocean temperature likely will result in additional adverse 
impacts on coastal ecosystems, particularly where human 
activities already affect environmental conditions. 

Coastal systems are ecologically and economically important, 
and are expected to vary widely in their response to changes 
in climate and sea level. Climate change and a rise in sea level 
or changes in storms or storm surges could result in the dis
placement of wetlands and lowlands, erosion of shores and 
associated habitat, increased salinity of estuaries and freshwa
ter aquifers, altered tidal ranges in rivers and bays, changes in 
sediment and nutrient transport, a change in the pattern of 
chemical and microbiological contamination in coastal areas, 
and increased coastal flooding. In many areas, intensive 
human alteration and use of coastal environments already 
have reduced the capacity of natural systems to respond 
dynamically. Other regions, however, may prove far less sen
sitive and may keep pace with climate and sea-level change. 
This suggests that future impact analyses must be carried out 
region by region. 

Nonetheless, research findings strongly indicate that some 
coastal ecosystems face particular risks from changes in cl i
mate and sea level. A number of regional studies show the 
disappearance of saltwater marshes, mangrove ecosystems, 
and coastal wetlands at a rate of 0.5-1.5% per year over the 
last few decades. The interaction of climate change, sea-level 
rise, and human development wil l further threaten these par
ticularly sensitive ecosystems. Climate-change impacts on 

coastal ecosystems wil l vary widely. The sea level may rise 
faster than sediment accretion rates in many coastal areas; 
thus, existing wetlands wil l disappear faster than new ones 
appear. Ecosystems on coral atolls and in river deltas show 
special sensitivity to climate and sea-level change. Changes 
in these ecosystems almost certainly would have major nega
tive effects on tourism, freshwater supplies, fisheries, and 
biodiversity. Such impacts would further modify the func
tioning of coastal oceans and inland waters already stressed 
by pollution, physical modification, and material inputs due 
to human activities. 

Coral reefs are the most biologically diverse marine ecosys
tems; they also are very sensitive to climate change. Short-term 
increases in water temperatures on the order of only 1-2°C can 
cause "bleaching," leading to reef destruction. Sustained 
increases of 3-4°C above long-term average seasonal maxima 
over a 6-month period can cause significant coral mortality. 
Biologists suggest that fully restoring these coral communities 
could require several centuries. A rising sea level also may 
harm coral reefs. Although available studies indicate that even 
slow-growing corals can keep pace with the "central estimate" 
of sea-level rise (approximately 0.5 cm per year), these studies 
do not take account of other pressures on coral populations, 
such as pollution or enhanced sedimentation. 

3 . 3 . 4 . Oceans 

Oceans occupy 71% of the Earth's surface. They provide an 
important component of the climate system, due to their role in 
controlling the distribution and transfer of heat and CO2 (inter
nally and with the atmosphere) and in the transfer of water 
back to the continents as precipitation. They provide vital min
eral resources, an environment for living resources ranging 
from phytoplankton to whales, and support for socioeconomic 
activities such as transportation, fishing, and recreation. 

Oceans are sensitive to changes in temperature, freshwater 
inputs from continents and atmospheric circulation, and the 
interaction of these factors with other environmental factors 
such as ultraviolet-B (UV-B) radiation and pollution (which is 
especially important in inland seas, bays, and other coastal 
areas). Climate change may alter sea level, increasing it on 
average, and could also lead to altered ocean circulation, ver
tical mixing, wave climate, and reductions in sea-ice cover. As 
a result, nutrient availability, biological productivity, the 
structure and functions of marine ecosystems, the ocean's 
heat- and carbon-storage capacity, and important feedbacks to 
the climate system will change as well. These changes would 
have implications for coastal regions, fisheries, tourism and 
recreation, transport, off-shore structures, and communica
tion. Paleoclimatic data and model experiments suggest that 
abrupt climatic changes can occur if freshwater influx from 
the movement and melting of sea ice or ice sheets significant
ly weakens global thermohaline circulation (the sinking of 
dense surface waters in polar seas that moves bottom water 
toward the equator). 
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3 . 4 . Water 

Water availability is essential to national welfare and produc
tivity. The world's agriculture, hydropower production, munic
ipal and industrial water supply, instream ecosystems, water-
based recreation, and inland navigation depend on surface and 
groundwater resources. The quantity and quality of water sup
plies pose a serious problem today in many regions, including 
some low-lying coastal areas, deltas, and small islands. Water 
availability already falls below 1,000 т з per person per year— 
a common benchmark for water scarcity—in a number of 
countries (e.g., Kuwait, Jordan, Israel, Rwanda, Somalia, 
Algeria, Kenya). Other nations likely to fall below this bench
mark in the next 2 to 3 decades include Libya, Egypt, South 
Africa, Iran, and Ethiopia. In addition, a number of countries in 
conflict-prone areas depend on water originating outside their 
borders (e.g., Cambodia, Syria, Sudan, Egypt, Iraq). This 
makes them quite vulnerable to any additional reduction in 
indigenous water supplies. The depletion of aquifers, urbaniza
tion, land-cover changes, and contamination exacerbate the 
problem of water availabihty. 

A changing climate will lead to an intensification of the global 
hydrological cycle, which determines how precipitation is par
titioned between ground and surface water storage (including 
snow cover), fluxes to the atmosphere, and flows to the oceans. 
Changes in the total amount of precipitation and in its frequen
cy and intensity directly affect the magnitude and timing of 
runoff and the intensity of floods and droughts; however, at 
present, specific regional effects are uncertain. In addition, 
changes in the hydrological cycle affect land cover and the sur
face energy balance, thus altering important feedbacks on the 
climate system. 

Relatively small changes in temperature and precipitation, 
together with the non-linear effects on évapotranspiration and 
soil moisture, can result in relatively large changes in runoff, 
especially in arid and semi-arid lands. High-latitude regions 
may experience increased runoff due to increased precipitation, 
whereas runoff may decrease at lower latitudes due to the com
bined effects of increased évapotranspiration and decreased pre
cipitation. Even in areas where models project a precipitation 
increase, higher evaporation rates may lead to reduced runoff. 
More intense rainfall would tend to mercase runoff and the risk 
of flooding, although the magnitude of the effect would depend 
on both an area's rainfall change and its catchment characteris
tics. This effect could be exacerbated in regions where extensive 
reductions occur in vegetation (e.g., deforestation, overgrazing, 
logging). Winter snowfall and spring snowmelt determine the 
flow rates of rivers and streams in many continental and moun
tain areas. Should the climate change and the proportion of pre
cipitation falling as snow decrease, widespread reductions in 
spring runoff and increases m winter runoff seem likely. These 
changes would have consequences for water storage and deliv
ery systems, irrigation, and hydroelectricity production. 

Many factors, including changes in vegetation, population 
growth, and industrial and agricultural demands complicate an 

assessment of the potential effects of climate change on water 
resources. Current understanding suggests that climate change 
can have major impacts on regional water supplies. At present, 
general circulation models only provide projections on a large 
geographic scale. They do not agree on a likely range of 
changes in average annual precipitation for any given basin or 
watershed, hence fail to provide sufficient information to assist 
water managers in making decisions. 

A change in the volume and distribution of water would affect 
all of a region's water uses. The impacts, however, will depend 
also on the actions of water users and managers, who will 
respond not only to climate change but also to population 
growth and changes in demands, technology, and economic, 
social, and legislative conditions. In some cases—particularly 
in wealthier countries with integrated water-management sys
tems—these actions may protect water users from climate 
change at minimal cost. In many others however—particularly 
those regions that already are water-limited—substantial eco
nomic, social, and environmental costs could occur. Water 
resources in arid and semi-arid zones are particularly sensitive 
to climate variations because of low-volume total runoff and 
infiltration and because relatively small changes in temperature 
and precipitation can have large effects on runoff. Irrigation— 
the largest use of water in many countries—will be the first 
activity affected in regions where precipitation decreases. This 
is because in some regions water used for agriculture costs less 
than water for domestic and industrial activities. During water 
shortages, allocations to agriculture will most likely decline 
before allocations to those other uses. 

The increased uncertainty in the future supply and demand of 
water resources raises a key issue for water management. 
Countries with high population growth rates are likely to expe
rience significant decreases in per capita water availability 
even without climate change. The issue is complicated further 
when projected climate change is taken into account. Based on 
outputs from transient climate models, hydrological, models 
indicate that per capita water availability would vary widely, 
from slight increases in percentage of water available per capi
ta to large percentage decreases, for the countries considered. 
Significant differences in the regional distribution of water 
deficits and surpluses also may occur within each country. 

Options for dealing with the possible impacts of a changed cli
mate and increased uncertainty about future supply and 
demand for freshwater include: 

• More efficient management of existing supplies and 
infrastructure 

• Institutional arrangements (e.g., market and regulato
ry measures) to hmit future demands on scarce water 
supplies 

• Improved hydrological monitoring and forecasting 
systems and estabhshment of early warning systems 
for floods/drought 

• Rehabilitation of presently denuded tracts of upland 
watersheds, especially in the tropics 
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• Construction of new reservoir capacity to capture and 
store excess flows produced by altered patterns of 
snowmelt and storms (although this often would be 
difficult to plan in the absence of improved watershed 
climate information). 

Water managers, in a continuously adaptive enterprise, respond 
to changing demographic and economic demands, information, 
and technologies. Experts disagree about whether water supply 
systems will evolve substantially enough in the future to com
pensate for the anticipated negative impacts of climate change 
and the anticipated increases in demand. 

3.5. Food and F i b e r 

Two broad classes of climate-induced effects influence the 
quality and quantity of agricultural and forestry yields: (i) 
direct effects from changes in temperature, water balance, 
atmospheric composition, and extreme events; and (ii) indirect 
effects through changes in the distribution, frequency, and 
severity of pest and disease outbreaks, incidence of fire, weed 
infestations, or through changes in soil properties. Fisheries 
respond to direct climate-change effects such as increases in 
water temperature and sea level and changes in precipitation, 
freshwater flows, climate variability, and currents. They 
respond also to indirect effects such as shifts in food supply 
and the expansion in ranges of red tides and other biotoxins, 
which could lead to increased contamination of fisheries. The 
vulnerability of food and fiber production to chmate change 
depends not only on the physiological response of plants and 
animals but also on the ability of the affected production and 
distribution systems to cope with fluctuations in yield. 

3 . 5 . 1 . A g r i c u l t u r e 

Recent studies support evidence in the 1990 assessment that, 
on the whole, global agricultural production could be main
tained relative to baseline production in the face of climate 
change modeled by GCMs at doubled-equivalent C O 2 equi
librium conditions. However, more important than global 
food production—in terms of the potential for hunger, mal
nutrition, and famine—is the access to and availability of 
food for specific local and regional populations. Many new 
crop studies conducted since the 1990 assessment report 
results that vary widely by crop, climate scenario, study 
methodology, and site (results are aggregated and summa
rized in Table 2). Limited ranges for some countries reflect 
the small number of studies available. At broader regional 
scales, subtropical and tropical areas—home to many of the 
world's poorest people—show negative consequences more 
often than temperate areas. People dependent on isolated 
agricultural systems in semi-arid and arid regions face the 
greatest risk of increased'hunger due to climate change. Many 
of these at-risk populations live in sub-Saharan Africa; South, 
East, and Southeast Asia; and tropical areas of Latin America, 
as well as some Pacific island nations. 

These conclusions emerge from studies that model the effects on 
agricultural yields induced by climate change and elevated CO2. 
These studies presently do not include changes in insects, weeds, 
and diseases; direct effects of climate change on livestock; 
changes in soils and soil-management practices; and changes in 
water supply caused by alterations in river flows and irrigation. 
Moreover, the studies have considered only a limited set of adap
tation measures and are based on yield analyses at a limited num
ber of sites. Failure to integrate many key factors into agronomic 
and economic models limits their ability to consider transient cli
mate scenarios and to fully address the costs and potential of 
adaptation. However, increased productivity of crops due to ele
vated concenttations of CO2 is an important assumption in most 
crop modeling studies. Although the mean value response under 
experimental conditions is a 30% increase in productivity for C 3 
crops (e.g., rice and wheat) under doubled-C02 conditions, the 
range is -10 to -i-80%. The response depends on the availability of 
plant nutrients, plant species, temperature, precipitation, and 
other factors, as well as variations in experimental technique. 

A wide range of views exists on the potential of agricultural sys
tems to adapt to climate change. Historically, farming systems 
have adapted to changing economic conditions, technology and 
resource availability, and population pressures. Uncertainty 
remains regarding whether the rate of climate change and required 
adaptation would add significantly to the disruptions resulting 
from otiier socioeconomic or environmental changes. Adaptation 
to climate change via new crops and crop varieties, improved 
water-management and irrigation systems, and mformation (e.g., 
optimal planting times) will prove important in hmiting negative 
effects and taking advantage of beneficial changes in chmate. The 
extent of adaptation depends in part on the cost of the measures 
used, particularly in developing countries; access to technology 
and skills; the rate of climate change; and constraints such as water 
availability, soil characteristics, topography, and the genetic diver
sity bred into crops. The incremental costs of these adaptation 
strategies could create a serious burden for some developing coun
tries; some adaptation strategies may result in cost savings for 
some countties. There are significant uncertainties about the 
capacity of different regions to adapt successfully to projected ch
mate change. Many current agriculUiral and resource policies— 
aheady a source of land degradation and resource misuse—likely 
will discourage effective adaptation measures. 

Changes in grain prices, in the prevalence and distribution of 
livestock pests, and in grazing land and pasture productivity all 
will affect livestock production and quality. In general, analyses 
indicate that intensively managed livestock systems have more 
potential for adaptation than crop systems. In contrast, adapta
tion presents greater problems in pastoral systems where pro
duction is very sensitive to climate change, technology changes 
incur risks, and the rate of technology adoption is slow. 

3.5.2. F o r e s t r y 

Global wood supplies during the next century may become 
increasingly inadequate to meet projected consumption due to 
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Table 2: Selected c r o p study r e s u l t s f o r 2 x C 0 2 - e q u i v a l e n t e q u i l i b r i u m G C M s c e n a r i o s . 

Region Crop Yield Impact (%) Comments 

Latin America Maize -61 to increase Data are from Argentina, Brazil, Chile, and Mexico; range is across 
G C M scenarios, with and without CO2 effect. 

Wheat -50 to -5 Data are from Argentina, Uruguay, and Brazil; range is across G C M 
scenarios, with and without C O 2 effect. 

Soybean -10 to +40 Data are from Brazil; range is across G C M scenarios, with C O 2 effect. 

Former Soviet 
Union 

Wheat 
Grain 

-19 to +41 
-14 to+13 

Range is across G C M scenarios and region, with CO2 effect. 

Europe Maize -30 to increase Data are from France, Spain, and northern Europe; with adaptation and 
CO2 effect; assumes longer season, irrigation efficiency loss, and 
northward shift. 

Wheat increase or 
decrease 

Data are from France, U K , and northern Europe; with adaptation and 
CO2 effect; assumes longer season, northward shift, increased pest 
damage, and lower risk of crop failure. 

Vegetables increase Data are from U K and northern Europe; assumes pest damage 
increased and lower risk of crop failure. 

North America Maize 
Wheat 

-55 to +62 
-100 to +234 

Data are from U S A and Canada; range is across G C M scenarios and 
sites, with/without adaptation and with/without C O 2 effect. 

Soybean -96 to +58 Data are from U S A ; less severe or increase with CO2 and adaptation. 

Africa Maize -65 to +6 Data are from Egypt, Kenya, South Africa, and Zimbabwe; range is 
over studies and climate scenarios, with CO2 effect. 

Millet -79 to -63 Data are from Senegal; carrying capacity fell 11-38%. 

Biomass decrease Data are from South Africa; agrozone shifts. 

South Asia Rice 
Maize 
Wheat 

-22 to +28 
-65 to-10 
-61 to +67 

Data are from Bangladesh, India, Philippines, Thailand, Indonesia, 
Malaysia, and Myanmar; range is over G C M scenarios, with C O 2 
effect; some studies also consider adaptation. 

China Rice -78 to +28 Includes rainfed and krigated rice; range is across sites and G C M 
scenarios; genetic variation provides scope for adaptation. 

Other Asia and 
Pacific Rim 

Rice -45 to +30 Data are from Japan and South Korea; range is across G C M scenarios; 
generally positive in north Japan, and negative in south. 

Pasture - l to+35 Data are from Australia and New Zealand; regional variation. 

Wheat -41 to +65 Data are from Australia and Japan; wide variation, depending on cultivar. 

Note: For most regions, studies have focused on one or two principal grains. These studies strongly demonstrate the variability 
in estimated yield impacts among countries, scenarios, methods of analysis, and crops, making it difficult to generalize results 
across areas or for different climate scenarios. 
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both chmatic and non-chmatic factors. Assuming constant per 
capita wood use, analysis of changing human populations sug
gests that the annual need for timber will exceed the current annu
al growth increment of 2% by the year 2050. However, growth 
could increase slightly from warming and enhanced atmospheric 
CO2 concentrations, or decrease greatly from declines and mor
tality of forest ecosystems brought on by climate change. 

Tropical forest product availability appears Imiited more by 
changes in land use than by chmate change, at least through the 
middle of the next century. By then, projections mdicate that 
growing stock will have declined by about half due to non-clhnat-
ic reasons related to human activities. This projected decline holds 
up even after calculatmg changes in climate and atmospheric com
position during this period, which could mercase forest productiv
ity and the areas where ttopical forests can potentially grow. 
Communities that depend on h-opical forests for fuelwood, nutri
tion, medicines, and livelihood will most feel the effects of 
declines m forested area, standing stock, and biodiversity. 

Temperate-zone requirements for forest products should be 
met for at least the next century. This conclusion emerges from 
projected climate and land-use changes that leave temperate 
forest covering about as much land in 2050 as today. It further 
assumes that current harvests increase only slightly, that the 
annual growth increment remains constant, and that imports 
from outside increasingly meet the temperate zone's need for 
forest products—although it is not clear if this assumption can 
be met given production projections in other zones. 

Boreal forests are likely to undergo irregular and large-scale loss
es of living ttees because of the impacts of projected rapid climate 
change. Such losses could initially generate additional wood sup
ply from salvage harvests, but could severely reduce standing 
stocks and wood-product availability over the long term. The 
exact timing and extent of this pattern is uncertain. Current and 
future needs for boreal forest products are largely determined out
side the zone by importers; future requirements for forest prod
ucts may exceed the availability of boreal industrial roundwood 
during the 21st century, given the projections for temperate- and 
tropical-zone forest standing stocks and requirements. 

Effective options for adapting to and ameliorating potential 
global wood supply shortages include the following: 

• In the tropics, the greatest progress may result from 
developing practices and policies that reduce social 
pressures driving land conversion (e.g., by increasing 
crop and livestock productivity) and by developing 
large plantations. 

• In temperate areas, application of modem forestry 
practices to reduce harvest damage to ecosystems, 
combined with the substitution of nontimber prod
ucts, could reduce significantiy the effect of climate 
on wood availability. 

• In boreal regions, adaptation to potential climate-
induced, large-scale disturbances—such as by rapid 
reforestation with warmth-adapted seeds—appears to 
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be most useful. Increased prices for forestry products 
seem certain to lead to adaptation measures that will 
reduce demand, increase harvest intensity, and make 
tree plantations more economically feasible. 

3.5.3. F i s h e r i e s 

Climate-change effects will interact with other stresses on fish
eries, including pervasive overfishing, diminishing nursery 
areas, and extensive inshore and coastal pollution. Overfishing 
stresses fisheries more than climate change today, but if fish
eries management improves and climate changes develop 
according to IPCC scenarios, climate change may become the 
dominant factor by the last half of the next century. 

Although marine fisheries production will remain about the 
same globally, projections indicate that higher latitude fresh
water and aquaculture production will increase. This assumes, 
however, that natural climate variability and the structure and 
strength of ocean currents remains unchanged. Alterations in 
either would have significant impacts on the distribution of 
major fish stocks, rather than on global production. Positive 
effects (e.g., longer growing seasons, lower natural winter 
mortality, and faster growth rates in higher latitudes) may be 
offset by negative factors such as changes in established repro
ductive patterns, migration routes, and ecosystem relation
ships. Climate change can be expected to have the greatest 
impact on the following (in decreasing order): (i) freshwater 
fisheries in small rivers and lakes in regions with larger tem
perature and precipitation change; (ii) fisheries within exclu
sive economic zones, particularly where access regulations 
artificially reduce the mobility of fisher groups and fishing 
fleets, thus their capacity to adjust to fluctuations in stock dis
tribution and abundance; (iii) fisheries in large rivers and lakes; 
(iv) fisheries in estuaries, particularly where there are species 
without migration or spawn dispersal paths, or estuaries affect
ed by sea-level rise or decreased river flow; and (v) high-seas 
fisheries. Where rapid change occurs due to physical forcing 
(e.g., changes in currents and natural variability), production 
will usually favor smaller, low-priced, opportunistic species 
that discharge large numbers of eggs over long periods. Loss of 
coastal wetiands could cause a loss of nurseries and have sig
nificant adverse effects on fisheries. 

If institutional mechanisms do not enable fishers to move 
across national boundaries, some national fish industries may 
suffer negative effects. Subsistence and other small-scale fish
ers, often the most dependent on specific fisheries, will suffer 
disproportionately from changes. Several adaptation options 
exist. These include improved management systems, ecologi
cal and institutional research, and expansion of aquaculture. 

3.6. H u m a n I n f r a s t r u c t u r e 

Human infrastructure, a key determinant of a region's produc
tivity and development, includes all varieties of human-made 
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capital and assets—residential and commercial properties, trans
portation facilities, industries and manufactured goods, coastal 
embankments, and equipment for energy production and distrib
ution. Human infrastructure and socioeconomic systems— 
including industry, energy, and transportation—may be affected 
d i r e c t l y through changes in temperature, precipitation, sea level, 
or increased frequency or intensity of extreme events that can 
damage exposed infrastructure or affect outputs. Due to the inter-
cormectedness of economic activity, many of the influences of 
climate change on industry, energy, and transportation are expect
ed to be i n d i r e c t and transmitted by changes in markets sensitive 
to climate (e.g., energy demand for space heating and cooUng) or 
changes in resources sensitive to climate (e.g., agroindustries and 
biomass production). Human migration in response to chronic 
crop failures, regional flooding, or drought may create additional 
pressure on human infrastructures. These indirect impacts are dif
ficult to quantify or value in monetary terms. 

In many sectors, the effects of climate change will amount to 
less than those resulting from changes in demography, technol
ogy, and markets. Yet unexpected changes in climate could 
occur and much capital is invested in locations that could be 
affected by such changes. Relocating or defending this infra
structure could require costly actions and a high degree of fore
sight and coordination. 

3 . 6 . 1 . I n d u s t r y , E n e r g y , a n d T r a n s p o r t a t i o n 

In general, the climate sensitivity of most activities in these 
sectors is relatively low compared to that of agriculture or nat
ural ecosystems. Certain activities, however, display a greater 
degree of climate sensitivity than do industry, energy, and 
transportation as a whole. Subsectors and activities most sensi
tive to climate change include agroindustry, production of 
renewable energy such as hydroelectricity and biomass, energy 
demand, construction, some transportation activities, existing 
flood mitigation structures, and transportation infrastructure 
located in many areas, including vulnerable coastal zones and 
permafrost regions. 

In the energy sector, the consequences for hydroelectric power 
generation will depend upon changes in the balance between 
the amount and timing of precipitation and evaporation. 
Increased scarcity of fuelwood in dry and densely populated 
regions could exacerbate problems caused by deforestation. 
Peak winter demand for primary energy is projected to 
decrease due to a reduction in space-heating needs; peak sum
mer demand for electricity may increase with greater cooling 
requirements in some regions. 'The net effects of these changes 
in energy demand will be regionally dependent. There is low 
confidence in estimates of these net effects. 

In contrast to research on mitigation options, relatively few 
studies exist on climate change impacts on and adaptation 
options for the industry, energy, and transportation sectors. 
This situation reflects a perception of low vulnerability to cli
mate change for these sectors. 

3.6.2. C o a s t a l Z o n e s / S m a l l I s l a n d s 

Many coastal zones and small islands are particularly vulnera
ble to direct effects of climate change and sea-level rise. 
Present estimates of global sea-level rise represent a rate two to 
five times that experienced during the last 100 years. Recent 
scientific findings indicate that sea-level rise may deviate from 
the global average by a factor of two or more due to regional 
differences in ocean salinity and temperature change. 

Sea-level rise can have negative impacts on tourism, fresh
water supplies, fisheries, exposed infrastructure, agricultural 
and dry lands, and wetiands. Impacts may vary across regions; 
societal costs will greatiy depend upon the vulnerability of the 
coastal system and a country's economic situation. 

Climate change clearly wil l increase the vulnerability of some 
coastal populations to flooding and erosional land loss. 
Estimates put about 46 million people per year currentiy at risk 
of flooding due to storm surges. This estimate results from 
multiplying the total number of people currently living in areas 
potentially affected by ocean flooding by the probability of 
flooding at these locations in any year, given the present pro
tection levels and population density. In the absence of adapta
tion measures, a 50-cm sea-level rise would increase this num
ber to about 92 million; a 1-m sea-level rise would raise it to 
118 million. If one incorporates anticipated population growth, 
the estimates increase substantially. Some small island nations 
and other countries will confront greater vulnerability because 
their existing sea and coastal defense systems are less well-
established. Countries with higher population densities would 
be more vulnerable. For these countries, sea-level rise could 
force internal or international migration of populations. 

A number of studies have evaluated sensitivity to a 1-m sea-level 
rise. This increase is at the top of the range of IPCC Working 
Group I estimates for 2100; it should be noted, however, that sea 
level is actually projected to continue to rise in future centuries 
beyond 2100. Studies using this 1-m projection show a particu
lar risk for small islands and deltas. Given the present state of 
protection systems, estimated land losses range from 0.05% for 
Uruguay, 1% for Egypt, 6% for the Netherlands, and 17.5% for 
Bangladesh up to about 80% for the Majuro Atoll in the Marshall 
Islands. Large numbers of people are also affected—for exam
ple, about 70 million each in China and Bangladesh. Many 
nations face lost capital value in excess of 10% of GDP. 
Although annual adaptation/protection costs for many nations 
are relatively modest (about 0.1% of GDP), the average annual 
costs to many small island states total several percent of GDP. 
For some island nations, the high cost of providing storm-surge 
protection would make it essentially infeasible, especially given 
the limited availability of capital for investment. 

3.6.3. H u m a n Settlements 

Projected climate change will affect human settlements in the 
context of changes such as population growth, migration, and 
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industrialization. Settlements where these forces already stress 
the infrastructure are most vulnerable. Besides coastal commu
nities and those dependent on subsistence, rain-fed agriculture, 
or commercial fishing, vulnerable settlements include large 
primary coastal cities and squatter settlements located in flood 
plains and steep hillsides. Many of the expected impacts in the 
developing world could occur because climate change may 
reduce natural resource productivity in rural areas, thus may 
generally accelerate rural-to-urban migration. Direct impacts 
on infrastructure would most likely occur as a result of changes 
in the frequency and intensity of extreme events. These include 
coastal storm surges, floods and landslides induced by local 
downpours, windstorms, rapid snowmelt, tropical cyclones and 
hurricanes, and forest and brush fires made possible in part by 
more intense or lengthier droughts. 

3 . 6 . 4 . I n s u r a n c e a n d F i n a n c i a l Services 

Within the financial services sector, property insurance stands 
most vulnerable to direct climatic influence. A higher risk of 
extreme events due to climate change could lead to higher 
insurance premiums or the withdrawal of coverage for proper
ty in some vulnerable areas. Changes in climate variability and 
the risk for extreme events may be difficult to detect or predict, 
thus making it difficuU for insurance companies to adjust pre
miums appropriately. If such difficulty leads to insolvency, 
companies may not be able to honor insurance contracts, which 
could economically weaken other sectors such as banking. The 
insurance industry currently is under stress from a series of 
"billion dollar" storms since 1987 (see Table 3), resulting in 
dramatic increases in losses, reduced availability of insurance, 
and higher premiums. Some in the insurance industry perceive 
a current trend toward increased frequency and severity of 
extreme climate events. Examination of the meteorological 
data fails to support this perception in the context of a long-
term change, although a shift within the limits of natural vari
ability may have occurred. Higher losses strongly reflect 
increases in infrastructure and economic worth in vulnerable 

Table 3: " B i l l i o n d o l l a r " s t o r m s . 

Insured 
Year Event Cost ($B) 

1987 "Hurricane" in SE England/NW France 2.5 
1988 Hurricane Gilbert in Jamaica/Mexico 0.8 
1989 Hurricane Hugo in Puerto Rico/S. Carolina 5.8 
1990 European Storms—Four 10.4 
1991 Typhoon Mireille in Japan 4.8 
1992 Hurricane Andrew in Florida 16.5 
1993 "Storm of the Century" in Eastern U S A 1.7 
1995 Hailstorms in Texas 1.1 
1995 Hurricane Opal in Southern USA 2.1 

Sources: Munich Re, 1990; Leggett, 1994; PCS, 1995 (see 
Chapter 17 for complete citations). 

areas, as well as a possible shift in the intensity and frequency 
of extreme weather events. 

Withdrawal of insurance would increase direct financial losses 
to property owners and businesses unable to obtain insurance, 
with serious long-term implications for societies and govern
ments. The impUcations of climate change for financial ser
vices outside of property insurance appear less clear; these sec
tors generally have not acknowledged the potential for such 
impacts. Adaptation may prove difficult, given the long-term 
nature of many investors' financial commitments. 

3.6.5. A d a p t a t i o n O p t i o n s f o r H u m a n I n f r a s t r u c t u r e 

Because the life cycles of planning and investment for much 
human infrastructure are shorter than those associated with cl i
mate change, adaptation could occur through management and 
the normal replacement of capital in many sectors, as long as 
climate change happens gradually. This, however, depends on 
people and organizations becoming adequately informed about 
potential impacts and having the financial, technical, and insti
tutional capacity to respond. In the more sensitive sectors, 
adaptation may need the support of policy measures. 
Incorporating potential climate and sea-level changes in plan
ning would reduce future risks to human infrastructure. 
Climate changes, however, could occur suddenly. Uncertainty 
about the rate and effects of climate change makes some 
investment decisions difficult. This holds particularly true for 
planning and investments for infrastructure such as channels, 
water supply systems, and coastal or river-flooding defenses, 
which can have lifetimes as long as 100 years. 

Many developing countries curtentiy depend on a limited num
ber of crops or on fishing—hence are economically vulnerable 
to climate change that harms agroindustry. For these countries 
in particular, diversifying economic activity—coupled with 
improved management practices such as integrated coastal-
zone management and land-use regulation—could constitute 
an important precautionary response and facilitate successful 
adaptation to chmate change (e.g., by directing populations 
away from vulnerable locations). 

Implementing adaptation measures and integrated manage
ment practices requires overcoming constraints that include 
(but are not limited to) technology and human resource capa
bility; financial limitations; cultural and social acceptability; 
and political, legal, and other institutional bottlenecks. The ht-
erature remains scarce on adaptation; dealing effectively with 
the issue requires additional research and new methods of risk 
and probability assessment. 

3.7. H u m a n H e a l t h 

Climate changes and their effects on food security, water sup
ply and quality, and the distribution of ecological systems 
may have wide-ranging and potentially adverse effects on 
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human health, via both direct and indirect pathways (see 
Figure 5); it is likely that the indirect impacts would, in the 
longer term, predominate. Quantifying the potential health 
impacts of climate change remains difficult. For many 
effects, forecasting techniques—especially modeling—are 
just being developed. Furthermore, the extent of climate-
induced health disorders depends on numerous coexistent and 
interacting factors that characterize the vulnerability of the 
particular population. These include environmental circum
stances (such as water purity) and socioeconomic factors 
(such as nutritional and immune status, population density, 
and access to health care). 

Direct health effects include increases in heat-related (predom
inantly cardiorespiratory) mortality and illness resulting from 
an anticipated increase in the intensity and duration of heat 
waves. Studies in selected cities in North America, North 
Africa, and East Asia indicate that the annual numbers of heat-
related deaths would increase several-fold in response to cli
mate-change projections. Temperature increases in colder 
regions should result in fewer cold-related deaths. 

The incidence of deaths, injuries, psychological disorders, and 
exposure to chemical pollutants in water supplies would 

C L I M A T E 
C H A N G E : 
T E M P E R A T U R E , 
PRECIPITATION, 
AND WEATHER 

Mediating Process Healtli Outcomes 

DIRECT 

Exposure to thermal extremes 
(especially heatwaves) 
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cardiovascular and respiratory diseases) 

/ Altered frequency and/or intensity 
of other extreme weather events 
(floods, storms, etc.) 

Deaths, injuries, and psychological 

infrastructure 

INDIRECT 

D I S T U R B A N C E S OF 
E C O L O G I C A L S Y S T E M S 

Effects on range and activity of vectors 
and infective parasites 

Altered local ecology of water-borne 
and food-borne infective agents 

Altered food (especially crop) 
productivity due to changes in climate, 
weather events, and associated pests " 
and diseases 

Sea-level rise, with population 
displacement and damage to 
infrastructure (e.g., sanitation) 

Levels and biological impacts of air 
pollution, including pollens and spores ~ 

Social, economic, and demographic 
dislocations due to adverse climate 
change impacts on economy, 
infrastructure, and resource supply 

Note: Populations with different levels of natural, technical, and social resources would differ 
in their vulnerability to climate-induced health impacts. 

Figure 5: Ways in which climate change can affect human health. 

increase if extreme weather events (e.g., droughts and floods) 
were to become more frequent. 

Indirect effects include increases in the potential transmission of 
vector-bome infectious diseases (e.g., malaria, dengue, Chagas' 
disease, yellow fever, and some viral encephalitis) caused by 
extensions of the ranges and seasons of vector organisms. 
Climate change also would accelerate the maturation of certain 
infectious parasites (e.g., the malaria organism). Currently, 
approximately 350 miUion cases of malaria occur annually, 
resulting in 2 miUion deaths. Using first-generation mathemati
cal models, scientists recently forecast the impact of changes in 
basic climate variables on the global/regional pattern of potential 
malaria transmission. Approximately 45% of the world's popu
lation presently lives in the climate zone where mosquitoes 
transmit malaria. Projections by models (that entail necessary 
simplifying assumptions) indicate that the geographical zone of 
potential malaria transmission in response to world temperature 
increases at the upper part of the IPCC-projected range (3-5 °C 
by 2100) would increase to approximately 60% by the latter half 
of the next century. This possible extension in potential trans
mission area would encroach most on temperate regions. 
However, actual climate-related increases in malaria incidence 
(50 to 80 million additional annual cases) would occur primari

ly in tropical, subtropical, and less 
well-protected temperate-zone popu
lations currently at the margins of 
endemically infected areas. 

Some increases in non-vector-bome 
infectious diseases—such as salmo
nellosis, cholera, and other food-
and water-related infections could 
occur—particularly in tropical and 
subtropical regions because of cli
matic impacts on water distribution, 
temperature, and microorganism 
proliferation. 

Other likely indirect effects include 
increases in asthma, allergic disor
ders, cardiorespiratory diseases, and 
associated deaths. These might 
result from climate-induced 
changes in pollens and spores, and 
from temperature increases that 
enhance the formation, persistence, 
and respiratory impact of certain air 
pollutants. Exposure to air pollution 
and stressful weather events com
bine to increase the likelihood of 
morbidity and mortality. 

Though still uncertain, the regional 
effects of climate change upon agri
cultural, animal, and fisheries pro
ductivity could increase the local 
prevalence of hunger, malnutrition. 
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and their long-term health impairments, especially in children. 
Limitations on freshwater supplies also wil l have human health 
consequences. A range of adverse public health effects would 
result from physical and demographic disruptions due to sea-
level rise. 

Various technological, organizational, and behavioral adapta
tions would lessen these adverse effects. These include protec
tive technology (e.g., housing, air conditioning, water purifica
tion, and vaccination), disaster preparedness, and appropriate 
health care. However, the tropical and subtropical countries at 
highest risk from many of these impacts may still lack ade
quate resources for adaptation. 

4. Options to Reduce Emissions and Enhance Sinks of 
Greenhouse Gases: Mitigation 

4 . 1 . Common Themes and Conclusions 

Significant reductions in net greenhouse gas emissions are techni
cally possible and can be economically feasible. These reductions 
can be achieved by employing an extensive array of technologies 
and policy measures that accelerate technology development, dif-
fiision, and transfer in all sectors, including the energy, industry, 
transportation, residential/commercial, and agricultural/forestry 
sectors. By the year 2100, the world's commercial energy system 
in effect will be replaced at least twice, offering opportunities to 
change the energy system without premature retirement of capital 
stock; significant amounts of capital stock in the mdustrial, com
mercial, residential, and agricultural/foreshy sectors also will be 
replaced. These cycles of capital replacement provide opportuni
ties to use new, better performing technologies. It should be noted 
that the analyses of Working Group II do not attempt to quantify 
potential macroeconomic consequences that may be associated 
with mitigation measures. Discussion of macroeconomic analyses 
is found in the contribution of IPCC Working Group Ш to tiie 
Second Assessment Report. The degree to which technical poten
tial and cost-effectiveness are reahzed is dependent on initiatives 
to counter lack of information and overcome cultural, institution
al, legal, financial, and economic barriers that can hinder diffusion 
of technology or behavioral changes. The pursuit of mitigation 
options can be carried out within the limits of sustainable devel
opment criteria. Social and environmental criteria not related to 
greenhouse gas emissions abatement could, however, restrict the 
ultimate potential of each of the options. 

• Numerous technology options are available for 
reducing emissions and enhancing sinks. Promising 
technologies and measures follow: 
- E n e r g y demand. The technical potential for best 

practice energy technologies to improve energy 
efficiency relative to present average practice is 
large; 10-30% efficiency gains at little or no cost 
in many parts of the world, through conservatio'n 
measures and improved management practices, 
and 50-60% is possible, provided that relevant 
technologies and financing are available. 

- I n d u s t r y . Short-term emissions reductions of 
about 25% can be obtained in industrialized 
nations by improving efficiency, recycling materi
als, and implementing "industrial ecology" prac
tices that use less energy and fewer materials. 
T r a n s p o r t a t i o n . Emissions reductions of up to 
40% by 2025 could be achieved by changing 
vehicle engineering to use more efficient drive 
trains and materials; reducing the size of vehi
cles; switching to alternative fuels; reducing the 
level of passenger and freight transport activity 
by altering land-use patterns, transport systems, 
mobility patterns, and lifestyles; and shifting to 
less energy-intensive transportation modes. 

- C o m m e r c i a l / r e s i d e n t i a l sector. Cuts of 50% in 
the projected growth in emissions over the next 
35 years—and deeper cuts in the longer term— 
could be achieved by more efficient lighting, 
appliances, and space-conditioning systems; 
reduced heat transfers through walls, ceilings, 
and windows; and modem control systems such 
as automatic sensors. 

- E n e r g y supply. Options include more efficient con
version of fossil fuels (from the present world aver
age for electric power generation of about 30% to 
more than 60% in the longer term); switching from 
high- to low-carbon fossil fuels (coal to oil to gas); 
decarbonization of fine gases and fuels, coupled 
witii CO2 storage; increasing the use of nuclear 
energy; and increased use of modem renewable 
sources of energy (e.g., biomass for production of 
electricity and liquid/gaseous fuels, wind, and 
solar). In the longer term, renewable sources of 
energy could meet tiie major part of the world's 
demand for energy as technological advances offer 
new opportunities and declining costs. 

- L a n d management. A number of measures could 
conserve and sequester substantial amounts of 
carbon (approximately 60-90 Gt С in the forestry 
sector alone) over the next 50 years, including 
slowing deforestation, enhancing natural forest 
generation, establishing tree plantations, and pro
moting agroforestry. Significant additional 
amounts could be sequestered by altering man
agement of agricultural soils and rangelands, and 
by restoring degraded agricultural lands and 
rangelands. Other practices, such as improving 
efficiency of fertilizer use or the diet of domesti
cated ruminants, could reduce emissions of other 
greenhouse gases such as C H 4 and N2O. 

• Policies can accelerate reductions in greenhouse 
gas emissions. Governments can choose policies that 
facilitate the penetration of less carbon-intensive tech
nologies and modified consumption patterns. Indeed, 
many countries have extensive experience with a vari
ety of policies that can accelerate the adoption of such 
technologies. This experience comes from efforts over 
the past 20 to 30 years to achieve improved energy 
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4.2. 

efficiency, reduce the envh-onmental impacts of agricul
tural policies, and meet conservation and environmental 
goals unrelated to climate change. Many of these poli
cies appear potentially useful for reducing greenhouse 
gas emissions. They include energy pricing sttategies; 
changes in agricultural subsidies; provisions for accel
erated depreciation and reduced costs for the consumer; 
ttadable emissions permits; negotiated agreements with 
industry; utility demand-side management programs; 
regulatory programs, including minimum energy-
efficiency standards; market pull and demonstration 
programs that stimulate the development and applica
tion of advanced technologies; and product labeling. 
The optmium mix of policies will vary from country to 
country; each nation needs to tailor its policies for local 
situations and develop them through consultation with 
those affected. Analysis of the historical experience of 
different coimtries with various policy instruments can 
provide guidance on then- strengths and weaknesses. 
Success is most likely if there are multiple bene
fits. Actions to reduce greenhouse gas emissions 
appear more easily implemented when they are 
designed to address other concerns that impede sus
tainable development (e.g., air pollution, traffic con
gestion, soil erosion). 
Commitment to further research is essential. 
Developing technologies that wil l reduce greenhouse 
gas emissions and enhance greenhouse gas sinks—as 
well as understanding the barriers that inhibit their 
diffusion into the marketplace—requires a continuing 
commitment to research. 

Energy, I n d u s t r i a l Process, 
and H u m a n Settlement Emissions 

The production, conversion, and end-use of fossil fuel energy 
results in significant atmospheric releases of greenhouse gases— 
in particular, CO2 and CH4. In the published literature, different 
methods and conventions are used to characterize energy con
sumption. These conventions differ, for example, according to 
their definition of sectors and their treatment of energy forms. 
Based on aggregated national energy balances, 385 EJ of prima
ry energy was consumed in the world in 1990, resulting in the 
release of 6 Gt С as CO2. Of this, 279 EJ was delivered to end 
users, accounting for 3.7 Gt of carbon emissions as COj at the 
point of consumption. The remaining 106 EJ was used in energy 
conversion and distribution, accounting for 2.3 Gt С emissions 
as CO2. In 1990, the three largest sectors of energy consumption 
were industry (45% of total CO2 releases), residential/commercial 
(29%), and ttansport (21%). Of these, transport sector energy 
use and related CO2 emissions have been the most rapidly grow
ing over the past 2 decades. The combustion of fossil fuels ranks 
as the primary human-generated source of SO2 (the sulfate 
aerosol precursor), as well as other ak pollutants. 

Global energy demand has grown at an average annual rate of 
approximately 2% for almost 2 centuries, although energy 

demand growth varies considerably over time and between dif
ferent regions. During that time, the mix of fuels has changed 
dramatically (see Figure 6). Figure 7 depicts total energy-relat
ed emissions by major world region. The Organisation for 
Economic Cooperation and Development (OECD) nations 
have been and remain major energy users and fossil fuel CO2 
emitters, although their share of global fossil fuel carbon emis
sions has been declining. The contribution to global fossil fuel 
carbon emissions by the former Soviet Union and Eastern 
Europe (FSU/EE) has grown, although recent economic 
restructuring has reduced emissions. The diverse developing 
nations, taken as a group, still account for a smaller fraction of 
total global CO2 emissions than industrialized nations (OECD 
and FSU/EE) due to their lower per capita emission rates (see 
Figure 8). Most projections indicate that with forecast rates of 
population and economic growth, the developing world will 
increase its share of C O 2 emissions as its standard of living 
increases and as population grows. 

Oil and gas reserves worldwide contain approximately 200 Gt 
С and coal reserves about 600 Gt C. Estimates place remaining, 
ultimately recoverable, fossil fuel resources at some 4,000 Gt C, 
roughly three-quarters of it in coal and the rest in conventional 
and unconventional oil and gas. Atmospheric content totaled 
about 750 Gt С in 1990. Exhaustion of fossil resources there
fore offers no near-term physical-barrier solution to the emis
sions of energy-related CO2. The carbon-to-energy intensity 
ratio of different fossil fuels varies by a factor of almost two: 
Coal contains 25 Mt C/EJ; oil, 20 Mt C/EJ; and natural gas, 15 
Mt C/EJ.Renewable energy sources are sufficiently abundant 
that they potentially could provide all of the world's energy 
needs foreseen over the next century. However, economics, 
technology development, and other practical constraints limh 
the rate at which the use of renewable energy can expand. 

The prices of fuels and electricity influence energy use and fuel 
choice in all sectors. In many instances, prices do not reflect 
the full social costs of providing energy; subsidies and other 
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Figure 6: Global primary energy consumption by source, and total 
in EJ/yr (data for crude oil include non-energy feedstocks). 
Sources: BP, various volumes; lEA, 1993; Marchetti and 
Nakicenovic, 1979 (see the Energy Primer for complete citations). 
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interventions restrict the choices made by energy suppliers and 
users.Price rationalization, voluntary agreements, regulations, 
and information programs have successfully helped to acceler- 
ate the use of more energy-efficient technologies and practices 
in various areas of end-use, especially in the residential and 
transport sectors. These measures-when implemented as part 
of the normal replacement cycles of the world's energy supply 
infrastructure and energy-use equipment-offer the greatest 
potential to change the technology and systems now used. 

4.2.1. Energy Demand 

Numerous studies have indicated that 10-30% energy efficien- 
cy gains above present levels are feasible at little or no net cost 
in many parts of the world through technical conservation mea- 
sures and improved management practices over the next 2 to 3 
decades. Using technologies that presently yield the highest 
output of energy services for a given input of energy, efficien- 
cy gains of 50-60% would be technically feasible in many 
countries over the same time period. Achieving these potentials 
will depend on future cost reductions, financing, and technolo- 
gy transfer, as well as measures to overcome a variety of non- 
technical barriers. The potential for greenhouse gas emission 

reductions exceeds the potential for energy use efficiency 
because of the possibility of switching fuels and energy sources. 
Because energy use is growing world-wide, even replacing cur- 
rent technology with more-efficient technology could still lead 
to an absolute increase in CO, emissions in the future. 

In 1992, the IPCC produced six scenarios (IS92a-f) of future 
energy use and associated greenhouse gas emissions. These 
scenarios provide a wide range of possible future greenhouse 
gas emission levels, without mitigation measures. In the 
Second Assessment Report, future energy use has been reex- 
amined on a more detailed sectoral basis, both with and with- 
out new mitigation measures, based on existing studies. 
Despite different assessment approaches, the resulting ranges 
of energy consumption increases to 2025 without new mea- 
sures are broadly consistent with those of IS92. If past trends 
continue, greenhouse gas emissions will grow more slowly 
than energy use, except in the transport sector. 

The following paragraphs summarize energy efficiency 
improvement potentials estimated in the IPCC Second 
Assessment Report. Strong policy measures would be required 
to achieve these potentials. Energy-related greenhouse gas 
emission reductions depend on the source of the energy, but 
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Figure 8: 1990 per capita CO2 emissions by region and source, fossil fuels, and range for biota sources (includes sustainable use of biomass 
that does not contribute to atmospheric concentration increase). Sources: lEA, 1993; Marland et a l . , 1994; Nakicenovic et a l . , 1993; Subak et 
a l . , 1993; IPCC, 1990, 1992; Bos et a l , 1992; Houghton et a l , 1987 (see the Energy Primer for complete citations). 

reductions in energy use will , in general, lead to reduced green
house gas emissions. 

4 . 2 . 1 . 1 . E m i s s i o n s m i t i g a t i o n i n i n d u s t r y 

Energy use in 1990 is estimated to be 98-117 EJ, and is pro
jected to grow to 140-242 EJ in 2025 without new measures. 
Developing countries now account for only about one-quarter 
of global industrial final energy use, but projections put their 
share of industrial energy demand growth over the next centu
ry at more than 90%. 

A few basic processes, including the production of iron and 
steel, chemicals, building materials, and food, account for 
more than half of all energy use in the industrial sector. 
Industry has reduced energy intensity impressively over the 
past 2 decades. In some countries, improvements in energy 
efficiency have permitted major increases in production with 
little or no increase in energy use. In contrast to the industrial 
emissions of developing countries, which continue to increase 
as their economies grow, developed countries' industrial-sector 
emissions have stabilized or declined during the past 2 
decades. Even the former Soviet Union's industrial emissions 
have remained stable for a decade. These changes have 

occurred without any climate policies in place and essentially 
have arisen from a combination of economic restructuring, 
shedding of some energy-intensive industries, and gains in the 
energy efficiency of industrial processes. These developments 
have combined to decrease overall primary energy intensity 
(see Figure 9), resulting in stabilized or decreased COj emis
sions in many industrialized countries (see Figure 10). Because 
each nation has a unique set of resources, labor, and capital that 
will influence its development path, this historical perspective 
does not suggest a particular outcome for developing countries. 
It does imply that the relationship between CO2 emissions and 
GDP is unlikely to retain its present course, given the techno
logical opportunities currently available. 

Opportunities now exist to use advanced technologies to 
reduce emissions significantly in each of the major energy-
consuming industries. The short-term potential for energy-
efficiency improvements in the manufacturing sector of major 
industrial nations is around 25%. The potential for greenhouse 
gas emission reductions is larger. The application of available, 
highly efficient technologies and practices could significantly 
reduce industrial energy demand growth. 

Efficient use of materials can lower industrial greenhouse 
gas emissions, and recycling materials can reduce energy 
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exchange rates (mexr) and purchasing power parities (ppp)]. The countries shown account for approximately 80% of energy-related COj 
emissions. Source: Grubler, 1991 (see the Energy Primer for a complete citation). 

requirements and energy-related emissions substantially (see 
Figure 11). Recychng iron and steel scrap, for example, could 
cut the energy required per ton of steel produced to half the 
current level even in Japan, the world's most efficient steel-
producing nation. Not all steel scrap is recyclable, however, so 
recycling provides no panacea. Using less energy-intensive 
materials offers another option—for example, substituting 
wood for concrete and other materials as possible. 

Some technologies—such as electric motor drives, heating, 
and evaporation—are used across many industries, thus offer
ing large opportunities for energy savings. Electric motor dri
ves, for example, use more than half of all electricity in the 
industrial sector in many developing countries, including 
China and Brazil. Investments in motor-speed controls and 
more efficient motor components can reduce electricity use in 

industrial motor applications, with an internal rate of return on 
investment of 30 to 50%. 

Integrating industrial and residential-commercial energy use 
by establishing energy-management systems that utilize an 
"energy cascade" presents promising opportunities for 
increased efficiency—especially in newly industrialized 
nations, where a systematic approach to efficiency improve
ments is particularly important. An energy cascade uses suc
cessively lower temperature industrial waste heat in a variety 
of other industrial, residential, and commercial district heating 
and cooling applications. 

Limiting industrial emissions of COj and other greenhouse 
gases, such as halocarbons, CH4, and NjO associated with 
industrial processes, can also play an important role. 
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Figure 10: Fossil fuel CO2 development path for the industrial sectors of the United States, the 15 nations that now comprise the European 
Union (less the former East Germany), Japan, China, India, and the former Soviet Union. The industrial sector is as defined by OECD, plus 
CO2 associated with refineries and the fraction of electricity that is used by industry. The COj values are from OECD (1994), and the ppp 
values are from Sommers and Heston (1991, 1994); see Chapter 20 for complete citations. 

Identifying all the benefits, costs, and potentials for reducing 
both process and energy greenhouse gases in the industrial sec
tor requires an examination of all aspects of resource use. 
Developing the capability to carry out full "industrial ecology" 
analyses represents a major research need. 

Implementing more energy-efficient industrial technologies 
will depend on many factors. Chief among them are financing, 
energy and materials pricing, market imperfections, research 
and development, and the extent to which technology transfer 
occurs from developed countries to developing nations and 
those with economies in transition. 

20 H 
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Figure 11: Tons of carbon avoided by OECD countries by increas
ing recycling by 10%—from Long-Term Strategies for Mitigating 
Global Warming (IIASA, 1993). 

4 . 2 . 1 . 2 . E m i s s i o n s m i t i g a t i o n i n t r a n s p o r t a t i o n 

Transport energy use in 1990 is estimated to be 61-65 EJ, and 
is projected to grow to 90-140 EJ in 2025 without new mea
sures (see Figure 12). Energy use by cars, aircraft, and heavy 
trucks is growing particularly rapidly. Although industrialized 
countries account for about 75% of current energy use and 
greenhouse gas emissions from this sector, the greatest growth 
is expected in developing countries and transition economies. 
By 2025, these countries could generate the majority of trans
port-related emissions. 

Transportation energy demand historically has been linked 
closely to GDP growth, although there is also a sttong negative 
correlation with fuel prices (see Figures 13 and 14). However, 
projected energy use in 2025 could be reduced by about a third 
to 60-100 EJ through vehicles using very efficient drive-trains, 
light-weight construction and low-air-resistance design, without 
compromising comfort and performance. Further energy-use 
reductions are possible through the use of smaller vehicles; 
altered land-use patterns, transport systems, mobility patterns, 
and lifestyles; and shifting to less energy-intensive transport 
modes. Greenhouse gas emissions per unit of energy used could 
be reduced through the use of alternative fuels and electricity 
from renewable sources. These measures, taken together, pro
vide the opportunity for reducing global transport emissions by 
as much as 40% of projected emissions by 2025. Actions to 
reduce greenhouse gas emissions from transport can simultane
ously address other problems, such as local ak pollution. 

Realizing these opportunities seems unlikely, however, without 
new policies and measures in many countries. We have learned 
much already about the effective use of poUcies, such as fuel 
and vehicle taxes and fuel-economy standards, to encourage 
energy-efficiency improvements. Yet developing cheap, light
weight, recyclable materials and advanced propulsion and 
vehicle-control systems wil l require continued research. 
Pohcies that affect traffic volume also play an important role. 
These include road tolls, restriction of car access and parking 
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Figure 13: Total transport energy use vs. gross domestic product in 
1990, for 18 of the world's largest transport energy users. Excludes 
Russia, Ukraine, Iran, Saudi Arabia, and Kazakhstan; former West 
and East Germany data have been combined. Sources: lEA, 1993c, 
1993d (see Chapter 21 for complete citations). 

in town centers, and the provision of infrastructure for nonmo-
torized transport in town centers. Several cities in Latin 
America, Southeast Asia, and Europe have succeeded in stem
ming growth in car use by employing combined strategies. 

Transport plays an increasingly important social and economic 
role, and measures to reduce emissions may fail if people per
ceive them as compromising this role. Success in reducing car
bon emissions will require integrated approaches and probably 
will depend on simultaneously addressing other problems such 
as congestion and air pollution [including emissions of partic
ulates, and of nitrogen oxides (NO^) and volatile organic com
pounds (VOCs) that are precursors to tropospheric ozone]. 

4 . 2 . 1 . 3 . E m i s s i o n s m i t i g a t i o n i n t h e 
c o m m e r c i a l / r e s i d e n t i a l sector 

Activities in this sector currently account for just over 40% of 
energy use. Figure 15 shows historical carbon emissions from 
the developing world, industrialized countries, and the FSU/EE 
resulting from energy use in the residential and commercial 
sectors in 1973, 1983, and 1990. Energy use in 1990 is esti
mated to be 100 EJ, and is projected to grow to 165-205 EJ in 
2025 without new measures. Although industrialized countries 
cuiTently release about 60% of associated emissions, develop
ing countries and the FSU/EE could account for 80% of all 
growth in building emissions during the next century. 

Projected energy use could be reduced by about a quarter to 
126-170 EJ by 2025 without dmiinishing services through the use 
of energy efficient technology. The potential for greenhouse gas 
emission reductions is larger. Technical changes might include 
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Figure 14: Road transport energy per unit of GDP vs. average fuel 
price in 1990, for 17 of the world's 20 largest transport energy users. 
Excludes China, Russia, and Ukraine; former West and East 
Germany data have been combined. Sources: lEA, 1993c, 1993d, 
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more efficient space-conditioning and water-supply systems; 
reducing heat losses through building structures; more efficient 
lighting; more efficient appliances; and more efficient computers 
and supporting equipment. In addition, measures to counter trends 
toward higher ambient temperatures in urban areas (through 
increased vegetation, greater reflectivity of roofing and siding 
materials, and better architectural design) can yield significant 
reductions in the energy required for heating and air conditioning. 

This assessment suggests that three types of activities could 
significantly reduce the growth of building-related emissions: 

• Support for energy-efficiency policies, including pric
ing strategies; individual, meter-based billing for 
energy use in multiple-family dwelhngs; regulatory 
programs including minimum energy-efficiency stan
dards for buildings and appliances; utility demand-
side management programs; and market pull and 
demonstration programs that stimulate the develop
ment and application of advanced technologies 

• Enhanced research and development m energy efficiency 
• Enhanced training and added support for financing 

efficiency programs in all countries, but especially in 
developing countries and transition economies. 

Many energy-efficiency policies, information/education mea
sures, and research and development programs—carried out 
primarily in industrialized countries—have achieved significant 
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reductions in energy use. Although the technical and economic 
potential for further efficiency improvements is high, effective 
implementation requires well-designed combinations of finan- 
cial incentives and other government policies. Strategies to 
reduce emissions likely will prove more effective if they use 
well-integrated mixes of policies, tailored for local situations 
and developed through consultation with and participation by 
those most affected. 

4.2.2. Mitigating Industrial Process and Human 
Settlement Emissions 

Process-related greenhouse gases-including CO,, CH,, N,O, 
halocarbons, and SF,-are released during manufacturing and 
industrial processes, such as the production of iron, steel, alu- 
minium, ammonia, cement, and other materials. Large reduc- 
tions are possible in some cases. Measures include modifying 
production processes, eliminating solvents, replacing feed- 
stocks or materials substitution, increased recycling, and 
reduced consumption of greenhouse gas-intensive materials. 
Capturing and utilizing CH, from landfills and sewage treat- 
ment facilities, and lowering the leakage rate of halocarbon 
refrigerants from mobile and stationary sources can also lead to 
significant greenhouse gas emission reductions. 

4.2.3. Energy Supply 

This assessment focuses on new technologies for capital 
investment and not on potential retrofitting of existing capital 

stock to use less carbon-intensive forms of primary energy. It 
is technically possible to realize deep emissions reductions in 
the energy supply sector in step with the normal timing of 
investments to replace infrastructure and equipment as it wears 
out or becomes obsolete. Many options for achieving deep 
reductions will also decrease the emissions of SO,, NO,, and 
VOCs. Promising approaches, not ordered according to priori- 
ty, include the following: 

Greenhouse gas reductions in the use of fossil fuels 
- More-eficient conversion of fossil fuels. New 

technology offers considerably increased conver- 
sion efficiencies. For example, the efficiency of 
power production can be increased from the pre- 
sent world average of about 30% to more than 
60% in the longer term. Also, the use of com- 
bined heat and power production replacing sepa- 
rate production of power and heat-whether for 
process heat or space heating--offers a signifi- 
cant rise in fuel conversion efficiency. 

- Switching to low-carbon fossil fuels and sup- 
pressing emissions. Switching from coal to oil or 
natural gas, and from oil to natural gas, can reduce 
emissions. Natural gas has the lowest CO, emis- 
sions per unit of energy of all fossil fuels at about 
14 kg CIGJ, compared to oil with about 20 kg 
CIGJ, and coal with about 25 kg CIGJ. The lower 
carbon-containing fuels can, in general, be con- 
verted with higher efficiency than coal. Large 
resources of natural gas exist in many areas. New, 
low-capital-cost, highly efficient, combined-cycle 

1983 

Year 

Developed Countries Former Soviet Union and Developing Countries 
Economies in Transition 

Figure 15: Historical carbon emissions resulting from energy use in the residential and commercial sectors. 
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technology has reduced electricity costs consider
ably in some areas. Natural gas could potentially 
replace oil in the transportation sector. 
Approaches exist to reduce emissions of C H 4 
from natural gas pipelines and emissions of C H 4 
and/or CO2 from oil and gas wells and coal mines. 

- D e c a r b o n i z a t i o n of flue gases a n d fuels a n d C O 2 
storage. The removal and storage of CO2 from 
fossil fuel power-station stack gases is feasible, 
but reduces the conversion efficiency and signif
icantly increases the production cost of electrici
ty. Another approach to decarbonization uses fos
sil fuel feedstocks to make hydrogen-rich fuels. 
Both approaches generate a byproduct stream of 
CO2 that could be stored, for example, in deplet
ed natural gas fields. The future availability of 
conversion technologies such as fuel cells that 
can efficiently use hydrogen would increase the 
relative attractiveness of the latter approach. For 
some longer term CO2 storage options, cost, envi
ronmental effects, and efficacy remain largely 
unknown. 

• Switching to non-fossil fuel sources of energy 
- S w i t c h i n g to n u c l e a r energy. Nuclear energy 

could replace baseload fossil fuel electricity gen
eration in many parts of the world if generally 
acceptable responses can be found to concerns 
such as reactor safety, radioactive-waste transport 
and disposal, and nuclear proliferation. 

- S w i t c h i n g to renewable sources of energy. Solar, 
biomass, wmd, hydro, and geothermal technologies 
aheady are widely used. In 1990, renewable 
sources of energy conuibuted about 20% of the 
world's primary energy consumption, most of it 
fuelwood and hydropower. Technological 
advances offer new opportunities and declining 
costs for energy from these sources. In the longer 
term, renewable sources of energy could meet a 
major part of the world's demand for energy. Power 
systems can easily accommodate limited fractions 
of intermittent generation and, with the addition of 
fast-respondmg backup and storage units, also 
higher fractions. Where biomass is sustainably 
regrown and used to displace fossil fuels in energy 
production, net carbon emissions are avoided as the 
CO2 released in converting the biomass to energy is 
again fixed in biomass through photosynthesis. If 
the development of biomass energy can be carried 
out m ways that effectively address concerns about 
other environmental issues and competition with 
other land uses, biomass could make major contri
butions in both the elechicity and fuels markets, as 
well as offering prospects of increased rural 
employment and mcome. 

Future emissions will depend on the nature of the technologies 
nations choose as they expand and replace existing energy 
systems. 

4.2.4. I n t e g r a t i o n of Energy System M i t i g a t i o n O p t i o n s 

To assess the potential impact of combinations of individual 
measures at the energy system level, in contrast to the level of 
individual technologies, variants of a low C02-emitting energy 
supply system (LESS) are described. The LESS constructions 
are "thought experiments," exploring possible global energy 
systems. 

The following assumptions were made: World population 
grows from 5.3 billion in 1990 to 9.5 biUion by 2050 and 10.5 
bilhon by 2100. GDP grows 7-fold by 2050 (5-fold and 14-fold 
in industrialized and developing countries, respectively) and 
25-fold by 2100 (13-fold and 70-fold in industrialized and 
developing countries, respectively), relative to 1990. Because 
of emphasis on energy efficiency, primary energy consumption 
rises much more slowly than GDP. The energy supply con
structions were made to meet energy demand in (i) projections 
developed for the IPCC's First Assessment Report in a low 
energy demand variant, where global primary commercial ener
gy use approximately doubles, with no net change for industri
alized countries but a 4.4-fold increase for developing countries 
from 1990 to 2100; and (ii) a higher energy demand variant, 
developed in the IPCC IS92a scenario where energy demand 
quadruples from 1990 to 2100. The energy demand levels of the 
LESS constructions are consistent with the energy demand mit
igation chapters of this Second Assessment Report. 

Figure 16 shows combinations of different energy sources to 
meet changing levels of demand over the next century. The 
analysis of these variants leads to the following conclusions: 

• Deep reductions of CO2 emissions from energy sup
ply systems are technically possible within 50 to 100 
years, using alternative strategies. 

• Many combinations of the options identified in this 
assessment could reduce global CO2 emissions from 
fossil fuels from about 6 Gt С in 1990 to about 4 Gt С 
per year by 2050, and to about 2 Gt С per year by 
2100 (see Figure 17). Cumulative CO2 emissions, 
from 1990 to 2100, would range from about 450 to 
about 470 Gt С in the alternative LESS constructions. 

• Higher energy efficiency is underscored for achieving 
deep reductions in CO2 emissions, for increasing the 
flexibility of supply-side combinations, and for reduc
ing overall energy system costs. 

• Interregional trade in energy grows in the LESS con
structions compared to today's levels, expanding sus
tainable development options for Africa, Latin 
America, and the Middle East during the next century. 

Costs for energy services in each LESS variant relative to costs 
for conventional energy depend on relative fiiture energy 
prices, which are uncertain within a wide range, and on the per
formance and cost characteristics assumed for alternative tech
nologies. However, within the wide range of future energy 
prices, one or more of the variants would plausibly be capable 
of providing the demanded energy services at esthnated costs 
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Figure 16: Global primary energy use for alternative Low C0,-Emitting Energy Supply System (LESS) constructions: Alternatives for 
meeting different energy demand levels over time, using various fuel mixes. 

that are approximately the same as estimated future costs for 
current conventional energy. It is not possible to identify a 
least-cost future energy system for the longer term, as the rela- 
tive costs of options depend on resource constraints and tech- 
nological opportunities that are imperfectly known, and on 
actions by governments and the private sector. 

The literature provides strong support for the feasibility of 
achieving the performance and cost characteristics assumed for 
energy technologies in the LESS constructions, within the next 
2 decades, though it is impossible to be certain until the 
research and development is complete, and the technologies 
have been tested in the market. Moreover, these performance 
and cost characteristics cannot be achieved without a strong 
and sustained investment in research, development, and 
demonstration. Many of the technologies being developed 

would need initial support to enter the market, and to reach suf- 
ficient volume to lower costs to become competitive. 

Market penetration and continued acceptability of different 
energy technologies ultimately depends on their relative cost, 
performance (including environmental performance), institu- 
tional arrangements, and regulations and policies. Because 
costs vary by location and application, the wide variety of cir- 
cumstances creates initial opportunities for new technologies 
to enter the market. Deeper understanding of the opportunities 
for emissions reductions would require more detailed analysis 
of options, taking into account local conditions. 

Because of the large number of options, there is flexibility as to 
how the energy supply system could evolve, and paths of ener- 
gy system development could be influenced by considerations 
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Figure 17: Annual CO2 emissions from fossil fuels for alternative LESS constructions, with comparison to the IPCC IS92a-f scenarios (see 
Figure 16 for acronym definitions). 

other than climate change, including political, environmental 
(especially indoor and urban air pollution, acidification, and 
land restoration) and socioeconomic circumstances. 

4.3. A g r i c u l t u r e , Rangelands, and Forestry 

Management of agricultural lands, rangelands, and forests can 
play an important role in reducing current emissions and/or 
enhancing the sinks of CO2, CH4, and NjO. Measures to reduce 
emissions and sequester atmospheric carbon include slowing 
deforestation, enhancing natural forest generation, establishing 
tree plantations, promoting agroforestry, altering management 
of agricultural soils and rangelands, restoring degraded agri
cultural lands and rangelands, and improving the diet of rumi
nants. Although these are demonstrated, effective measures, a 
number of important uncertainties linger regarding their glob
al potential to reduce emissions or sequester carbon. The net 
amount of carbon per unit area conserved or sequestered in liv
ing biomass under a particular forest-management practice and 
present chmate is relatively well-understood. The most impor
tant uncertainties associated with estimating a global value are 

(i) the amount of land suitable and available for forestation, 
regeneration, and/or restoration programs; (ii) the rate at which 
tropical deforestation can actually be reduced; (iii) the long-
term use (security) of these lands; and (iv) the continued suit
ability of some practices for particular locations given the pos
sibility of changes in temperature, water availability, and so 
forth under climate change. Management options vary by 
country, social system, and ecosystem type. 

Proposed options for conserving and sequestering carbon and 
reducing other greenhouse gas emissions in the forestry and 
agriculture sectors are consistent with other objectives of land 
management—such as sustainable development, industrial 
wood and fuelwood production, traditional forest uses, protec
tion of other natural resources (e.g., biodiversity, soil, water), 
recreation, and increasing agricultural productivity. 

4 . 3 . 1 . C a r b o n D i o x i d e 

Since the 1990 IPCC assessment, significant new information 
has emerged concerning the potential of forests to conserve 



T e c h n i c a l Sumnmry: I m p a c t s , A d a p t a t i o n s , a n d M i t i g a t i o n O p t i o n s 5 1 

and sequester carbon, as well as the costs of forestry programs 
to promote this carbon storage. Biomass for the production of 
electricity or liquid fuels, continuously harvested and regrown 
in a sustainable manner, would avoid the release of fossil car
bon. In the long run, this would offer a more efficient strategy 
than one based on carbon storage in vegetation and soils, which 
would saturate with time. The development of this mitigation 
option will depend critically upon the competitiveness of bio
mass. However, managing forests to conserve and increase car
bon storage offers an effective mitigation option during the 
transition period of many decades necessary to stabilize atmos
pheric concentrations of carbon. 

In the forestry sector, assuming the present chmate and no 
change in the estimated area of available lands, the cumulative 
amount of carbon that could feasibly be conserved and 
sequestered through establishment of plantations and agro-
forestry, forest regeneration, sustaining existing forest cover, 
and slowing deforestation over the period 1995-2050 ranges 
between 60 and 90 Gt C. The literature indicates that the trop
ics have the potential to conserve and sequester the largest 
quantity of carbon (80% of the global total in the forestry sec
tor), with more than half due to promoting forest regeneration 
and slowing deforestation. Tropical America has the largest 
potential for carbon conservation and sequestration (46% of 
tropical total), followed by tropical Asia (34%) and tropical 
Africa (20%). The temperate and boreal zones could sequester 
about 20% of the global total, mainly in the United States, tem
perate Asia, the former Soviet Union, China, and New Zealand. 
Altering the climate and land-use assumptions—for example, 
by increasing demand for agricultural land in the tropics or 
accounting for potential consequences of climate change— 
would reduce these estimates significantly. 

Estimates of the full costs of conserving or sequestering carbon 
in forests should include land values as well as capital, infra
structure, and other costs. However, many of these costs are 
particularly difficult to generalize given the amenity value of 
forests, their importance in traditional economies, and their 
significance in maintaining regional environments and biodi
versity. Costs for conserving and sequestering carbon in bio
mass and soil are estimated to range widely, but can be com
petitive with other mitigation options. Factors affecting costs 
include opportunity costs of land, initial costs of planting and 
establisment, costs of nurseries, the cost of annual maintenance 
and monitoring, and transaction costs. Direct and indirect ben
efits will vary with national circumstances and could offset the 
costs. Additional amounts of carbon could be sequestered in 
agricultural and rangeland soils over a 50-year period by 
improved management practices, although less is currently 
known about the global potential in this sector. 

4.3.2. M e t h a n e a n d N i t r o u s O x i d e 

Nations can achieve significant decreases in C H 4 emissions 
from agriculture through improved nutrition of ruminant ani
mals and better management of rice paddies (e.g., irrigation. 

nutrients, new cultivars). Altering the treatment and manage
ment of animal wastes and reducing agricultural biomass burn
ing also will decrease C H 4 releases. Combining these practices 
could reduce C H 4 emissions from agriculture by 25 to 100 
Mt/yr. Agricultural sources of NjO include mineral fertilizers, 
legume cropping, animal waste, and biomass burning. Using 
presently available techniques to improve the efficiency of fer-
tihzer and manure could reduce agricultural emissions by 0.3 
to 0.9 Mt of nitrogen per year. 

4.4. Cross-Sectoral Issues 

Cross-sectoral assessment of different combinations of mitiga
tion options focuses on the interactions of the full range of 
technologies and practices that are potentially capable of 
reducing emissions of greenhouse gases or sequestering car-
bon.-Current analysis suggests the following: 

• C o m p e t i n g uses of l a n d , w a t e r , a n d o t h e r n a t u r a l 
r e s o u r c e s . A growing population and expanding econ
omy will increase the demand for land and other nat
ural resources needed to provide, i n t e r a l i a , food, 
fiber, forest products, and recreation services. Climate 
change will interact with the resulting intensified pat
terns of resource use. Land and other resources could 
also be required for mitigation of greenhouse gas 
emissions. Agricultural productivity improvements 
throughout the world and especially in developing 
countries would increase availability of land for pro
duction of biomass energy. 

• G e o e n g i n e e r i n g o p t i o n s . Some geoengineering 
approaches to counterbalance greenhouse-induced cli
mate change have been suggested (e.g., putting solar 
radiation reflectors in space, or injecting sulfate 
aerosols into the atmosphere to mimic the cooling 
influence of volcanic eruptions). Such approaches 
generally are likely to be ineffective, expensive to sus
tain, and/or to have serious environmental and other 
effects which are in many cases poorly understood. 

4.5. Policy Instruments 

Mitigation depends on reducing barriers to the diffusion and 
transfer of technology, mobilizing financial resources, support
ing capacity building in developing countries, and other 
approaches to assist in the implementation of behavioral 
changes and technological opportunities in all regions of the 
globe. The optimum mix of policies will vary from country to 
country, depending upon political structure and societal recep-
tiveness. The leadership of national governments in applying 
these policies will contribute to responding to adverse conse
quences of climate change. Governments can choose policies 
that facilitate the penetration of less greenhouse gas-intensive 
technologies and modified consumption patterns. Indeed, 
many countries have extensive experience with a variety of 
policies that can accelerate the adoption of such technologies. 
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This experience comes from efforts over the past 20 to 30 years 
to achieve improved energy efficiency, to reduce the environ
mental impacts of agricultural policies, and to meet conserva
tion and environmental goals unrelated to climate change. 
Policies to reduce net greenhouse gas emissions appear more 
easily implemented when they are designed to address other 
concerns that impede sustainable development (e.g., air pollu
tion and soil erosion). A number of policies, some of which 
may need regional or international agreement, can facilitate the 
penetration of less greenhouse gas-intensive technologies and 
modified consumption patterns, including: 

• Putting in place appropriate institutional and structur
al frameworks 

• Energy pricing sttategies (e.g., carbon or energy taxes, 
and reduced energy subsidies) 

• Reducing or removing other subsidies (e.g., agricul
tural and transport subsidies that increase greenhouse 
gas emissions) 

• Tradable emissions permits 
• Voluntary programs and negotiated agreements with 

industry 
• Utility demand-side management programs 
• Regulatory programs including minimum energy-

efficiency standards, such as for appliances and fuel 
economy 

• Stimulating research, development, and demonstra
tion to make new technologies available 

• Market pull and demonstration programs that stimu
late the development and application of advanced 
technologies 

• Renewable energy incentives during market build-up 
• Incentives such as provisions for accelerated depreci

ation and reduced costs for consumers 
• Education and training; information and advisory 

measures 
• Options that also support other economic and envi

ronmental goals. 

Accelerated development of technologies that will reduce 
greenhouse gas emissions and enhance greenhouse gas sinks— 
as well as understanding the barriers that inhibit their diffusion 
into the marketplace—requires intensified research and devel
opment by governments and the private sector. 

5. Technical Guidelines for Assessing Climate Change 
Impacts and Adaptations 

Working Group II has prepared guidelines to assess the 
impacts of potential climate change and to evaluate appropri
ate adaptations. They reflect current knowledge and will be 
updated as improved methodologies are developed. The guide
lines outline a study framework that will allow comparable 
assessments to be made of impacts and adaptations in different 
regions/geographical areas, economic sectors, and countries. 
They are intended to help contracting parties meet, in part, 
their commitments under Article 4 of the U N F C C C . 

Impact and adaptation assessments involve several steps: 

• Definition of the problem 
• Selection of the methods 
• Testing the method 
• Selection of scenarios 
• Assessment of biophysical and socioeconomic impacts 
• Assessment of autonomous adjustments 
• Evaluation of adaptation strategies. 

Definition of the problem includes identifying the specific 
goals of the assessment, the ecosystem(s), economic sector(s), 
and geographical area(s) of interest, the time horizon(s) of the 
study, the data needs, and the wider context of the work. 

The selection of analytical methods(s) depends upon the avail
ability of resources, models, and data. Impact assessment 
analyses can range from the qualitative and descriptive to the 
quantitative and prognostic. 

Testing the method(s), including model validation and sensi
tivity studies, before undertaking the full assessment is neces
sary to ensure credibility. 

Development of the scenarios requires, firstly, the projection of 
conditions expected to exist over the study period in the 
absence of chmate change and, secondly, the projection of con
ditions associated with possible future changes in chmate. 

Assessment of potential impacts on the sector(s) or area(s) of 
interest involves estimating the differences in environmental 
and socioeconomic conditions projected to occur with and 
without chmate change. 

Assessment of autonomous adjustments implies the analysis of 
responses to climate change that generally occur in an auto
matic or unconscious manner. 

Evaluation of adaptation strategies involves the analysis of dif
ferent means of reducing damage costs. The methodologies 
outlined in the guidehnes for analyzing adaptation strategies 
are meant as a tool only to compare alternative adaptation 
strategies, thereby identifying the most suitable strategies for 
minimizing the effects of climate change were they to occur. 

6. Methods for Assessing Mitigation Options and 
Inventory of Mitigation Technologies 

Working Group II also has prepared guidelines to assess miti
gation of options. Recognizing that there are many viable 
approaches for mitigating greenhouse gas emissions and that 
countries need to identify those approaches best suited to their 
needs and conditions, these guidelines provide a range of ana
lytical methods and approaches for assessing mitigation 
options and developing national mitigation plans and strate
gies. The types of methods covered include macroeconomic 
models, decision analysis tools, forecasting methods, costing 
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models, market research methods, and monitoring and evalua
tion methods. 

In addition to descriptions of methods, the guidelines describe 
several broader aspects of the mitigation options assessment 
process, including the strategic, analytical, and informational 
challenges; organizational issues; and important cross-cutting 
issues such as top-down versus bottom-up modeling, account
ing for uncertainty, and incorporating externalities. 

The guidelines place a special emphasis on the needs of devel
oping countties and countries with economies in ttansition. The 
methods and models addressed are therefore intended to match 
a range of analytical capabihties and resource consttaints. 

Research in the preparation of these guidelines has demon-
sttated that methods to assess mitigation options are available 
to all countries for use in developing strategies and evaluating 
programs and projects that (i) support national economic. 

social, and institutional development goals, and (ii) slow the 
rate of growth in greenhouse gas emissions. Although involv
ing analytical challenges, these methods have been widely 
applied in both industrialized and developing countries. 
Moreover, the Global Environment Facility, other internation
al organizations, and bilateral programs provide resources to 
assist developing countries and those with economies in transi
tion in obtaining information on, testing, and using these meth
ods. The IPCC recommends that all countries evaluate and use, 
as appropriate, these draft methods in preparing country stud
ies and their national communications. 

In the future, development and application of mitigation 
assessment methods will result in further improvements in the 
methods and the capabilities of countries to assess mitigation 
options. The IPCC, in coordination with other multilateral 
institutions, could accelerate the dissemination of selected 
information on assessment methods through seminars, work
shops, and educational materials. 
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A . l . Introduction 

A l l living organisms in terrestrial ecosystems ultimately depend 
directly or indirectly upon photosynthesis for their energy 
requirements. Photosynthesis depends on the absorption of light 
and the diffusion of COj from the atmosphere to the sites of 
photosynthesis within leaves. To take up CO2, plants must open 
their stomata; this generally results in considerable water loss. 
Increases in atmospheric CO2 concentration can reduce water 
loss and increase photosynthetic carbon gain of most plants. 
Plant growth is only possible if temperatures are between some 
lower and upper thresholds; plant growth at most locations is 
likely to increase with moderate increases in annual mean tem
perature, mainly due to lengthening of the growing season. 

Plants also need inorganic nutrients from the soil, such as 
nitrate or ammonia and phosphate, and plant response to envi
ronmental variables is modified by the availability of these soil 
nutrients. Furthermore, soil-nutrient availability itself can also 
be affected by environmental factors. 

At any site, there are usually many different plant species that 
interact with each other and with other organisms in a multi
tude of different ways. In considering the effect of climate 
change on any terrestrial ecosystem, it is necessary to consider 
not only the direct ecophysiological effects in response to cl i
mate change but also the ways in which these direct effects are 
modified by soil feedbacks and biological interactions between 
different organisms. 

Because many of the responses of terrestrial plants in diverse 
ecosystems are similar, a general description is offered here of 
some of the major potential impacts of chmate change on terrestri
al ecosystems (see also Chapter 9, Terrestrial B i o t i c Responses t o 
E n v i r o n m e n t a l C h a n g e a n d Feedbacks t o C l i m a t e , of the IPCC 
Working Group I volume). This primer initially provides some 
overview of effects of the most important cUmatic driving forces 
that are hkely to change, then discusses effects on soil carbon and 
nittogen dynamics, looks at soil fertiUty as a modilying effect on 
responses to external driving forces, and includes a brief discussion 
of soil biological factors. These broad ecosystem responses are 
modified by ecological mteractions between the different organ
isms in each ecosystem; the primer provides a brief overview of the 
major ecological factors that must be considered in assessing the 
impact of climate change on terrestrial ecosystems. 

A.2. Climatic Driving Forces 

Solar radiation, temperature, precipitation, ah- humidity, and 
atmospheric CO2 concenti-ation are some of the most important 
external forces that drive ecosystem processes. Precipitation, air 
humidity, and other meteorological variables—as well as plant 
and soil variables—together determine water availability for 
plants. Of these, changes in temperature, water availability, and 
CO2 concentration are likely to constitute the most significant 
changes for terrestrial ecosystems over the coming century. The 
effects of these changes are discussed in the following sections. 

A . 2 . 1 . Temperature 

The increase in CO2 and other greenhouse gases is expected to 
cause an increase in global mean temperature, with larger 
increases at high latitudes than elsewhere and larger increases 
during winter than summer (Gates et a l . , 1992; Greco et a l . , 
1994). Plant growth and health may benefit from increased tem
peratures because of reduced freezing and chilling damage, but 
plants may be harmed by increased high-temperature damage. 
There is some indication that higher mean temperatures in the 
future will be associated with more variable and more extreme 
temperatures (Katz and Brown, 1992). However, the increase in 
global mean temperature during the past half-century has been 
primarily a result of higher night temperature (Karl et a l . , 1993). 

Net primary productivity (NPP) is generally enhanced by mod
est increases in temperature, especially in temperate and bore
al regions (e.g., Kauppi and Posch, 1985; Cannell et a i , 1989; 
Kokorin et a l . , 1993; Beuker, 1994). According to a relation
ship developed by Lieth (1973) based on observed net primary 
production in a variety of ecosystems, NPP will increase from 
1% per °C increase in temperature in ecosystems with a mean 
annual temperature of 30°C to 10% per °C at 0°C. However, 
because this relationship is based on observations of NPP 
under present temperatures, part of the apparent increase could 
be the result of a correlation between higher solar radiation and 
higher temperature, so the actual effects of temperature change 
alone may be smaller. 

Effects of increasing temperature on crop yields are more dif
ficult to predict than effects of temperature on NPP because 
crop yields are not only affected by NPP but also by the phe
nology of crop development (see also Chapter 13). Increased 
temperature can speed phenological development, reducing the 
grain-filling period for crops and lowering yield—as is 
observed in current conditions (e.g., Monteith, 1981) and in 
most modeling studies (Warrick et a l . , 1986; Chapter 13). For 
example, Wang et a l . (1992) modeled the growth of wheat with 
chmate change, and found that yield decreased as temperature 
increased because crop development was hastened. A cultivar 
from a warmer region, however, responded positively to mod
erate increases in temperature and gave a larger yield than the 
cultivar from the colder region under current conditions. This 
suggests that current cultivars might generally perform more 
poorly in a warmer climate, but losses could generally be 
avoided by cultivar substitution. 

Extreme temperatures are often more important than average 
temperatures in determining plant responses (Woodward, 
1987). If global warming reduces the frequency of extremely 
low temperatures, plants may be able to survive at higher lati
tudes or altitudes, and agricultural plants can be grown for 
longer periods of the year without the danger of damaging 
frosts. On the other hand, many plants are adapted to the cl i
mate in their current locations, and a general warming could 
result in premature bud-burst and so, paradoxically, increase 
frost damage (Hanninen, 1991). Alternatively, plants may 
experience insufficient chilling exposure so that flowering and 
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fruit and seed production may not proceed at all, or be initiat
ed in a season with inappropriate climate. In another study, 
increased temperature was found to speed bud-burst, but 
increasing CO2 concentrations counteracted the effect, in some 
locations completely (Murray et a i , 1994). 

Increased episodes of extremely high temperature can damage 
plants, especially in conjunction with water shortage. 
However, if sufficient soil water is available, leaf temperatures 
can be substantially lower than air temperature as a result of 
evaporative cooling. Burke et a l . (1988) report that many 
plants maintain leaf temperatures within a preferred range, 
thereby optimizing NPP. While the amount of water consumed 
for leaf cooling can be substantial and highly variable, typical
ly 200-500 water molecules may be lost for each molecule of 
CO2 taken up (Sharkey, 1985). This can lead to insufficient 
water in plant tissues, resulting in reduced growth. Elevated 
CO2 reduces stomatal conductance (Eamus, 1991) and so saves 
water, but this may further increase the temperature of leaves, 
over and above increased air temperature. 

Plant membranes may be damaged at high temperature (Berry 
and Bjorkman, 1980), and membranes in plants are often mod
ified following growth in high temperature. However, this 
reduces plant performance at low temperature. High tempera
ture can affect other plant processes. Respiration rates are often 
increased by high temperatures, and plant respiration can 
account for the loss of a significant fraction of the carbon fixed 
in photosynthesis. However, plants may acclimate to higher 
temperature, and the short-term effects of temperature on respi
ration are often not seen when plants are grown at different tem
peratures (e.g., Gifford, 1994; Korner, 1995). Also, the response 
of leaf respiration rate to temperature can be substantially 
reduced in plants grown in high COj and high temperature (e.g., 
Wullschleger and Norby, 1992). The interaction between 
increased temperature and increased COj is substantial, and the 
effect of warming by itself may be modified or even reversed 
when CO2 effects are considered. Other processes—such as the 
volatilization of hydrocarbons, which could affect carbon bal
ance—show less acclimation to high temperature (Tingey et a l . , 
1991; Lerdau 1991). Hydrocarbon loss from leaves can exceed 
10% of tiie carbon taken up for photosynthesis. 

A . 2 . 2 . Precipitation and Soil Water A v a i l a b i l i t y 

Active physiological processes of plants require an aqueous 
medium. Higher land plants are able to survive within a gener
ally dry atmosphere because they are covered by a cuticular 
epidermis that minimizes water loss. For growth, however, 
plant leaves must take up CO2 from the atmosphere. This need 
for a path for diffusion of CO2 into the leaves also provides a 
path by which water is lost from leaves. Water loss is regulat
ed by stomata whose aperture is adjusted in response to envi
ronmental variables and internal regulators. 

If the soil is wet, plants can replace transpired water with water 
from the soil. If plants continue to extract water from the soil. 

and if soil water is not replenished by rain or irrigation, then 
the water content of plants must eventually fall and their phys
iological function is impaired (Hsiao, 1973; Bradford and 
Hsiao, 1982). Water-stressed plants restrict further water loss
es by closing stomata, by adjusting the angle at which leaves 
are held to minimize light absoфtíon, or by shedding leaves 
(Passioura, 1982). CO2 uptake and growth is then reduced or 
completely prevented (Schulze and Hall, 1982). Water avail
ability at most locations is seasonally variable, with plants 
experiencing at least temporary drought for some time 
(Woodward, 1987; Stevenson, 1990). Individual species are 
adapted to particular water regimes and may perform poorly 
and possibly die in conditions to which they are poorly adapt
ed (e.g., Hinckley et a i , 1981). 

Total plant growth under water-limited conditions is essential
ly given by the product of the amount of water used and 
water-use efficiency. Short-term water-use efficiency can be 
expressed as the ratio of the difference of CO2 concentration 
between tiie atmosphere and the sites of photosynthesis to the 
difference of water-vapor concentration between the sites of 
evaporation within leaves and the atmosphere. Hence, anything 
that changes either of these concentration differences can 
potentially affect water-use efficiency and thus growth under 
water-Hmited conditions (Eamus, 1991). 

Different plant types (see Box A-1) have different water-use 
efficiencies. C3 plants have relatively poor water use efficiency. 
C4 plants have higher water-use efficiency because tiiey photo-
synthesize at lower internal CO2 concentration and thereby 
increase the difference in CO2 concentrations between the 
atmosphere and the sites of photosynthesis. In C A M plants, 
CO2 uptake occurs at night, when leaves are coolest and the leaf 
to air water vapor concentration difference is smallest. This 
gives C A M plants the highest water-use efficiency of all plants. 

Higher CO2 concentration generally leads to lower stomatal 
conductance (Kimball and Idso, 1983; Morison, 1987) and 
higher leaf photosynthetic rates (Eamus and Jarvis, 1989; Arp, 
1991). This improves water-use efficiency, so carbon gain for 
plants with Umited water supply should increase with increas
ing CO2 concentration (Rogers et a l . , 1983; Idso and Brazel, 
1984; ToUey and Strain, 1985; Morison, 1987; Eamus and 
Jarvis, 1989). 

Many ecosystems experience shortage of soil water (drought) 
during some or most of the year, which limits their potential 
carbon gain (Lieth, 1973; Hinckley et a i , 1981; Woodward, 
1987). Soil water availability can be related to tiie ratio of pre
cipitation to potential evapotransph-ation, or to otiier measures 
of water availabihty, such as the ratio of actual to potential 
évapotranspiration. What is important in all these measures is 
tiiat soil water availability can be affected by changes m either 
gains (precipitation) or losses (évapotranspiration) of water. 

Because warmer añ can hold more water, it is likely that 
increasing temperature wil l lead to a larger difference between 
the water-vapor concentration inside leaves and in the air, with 
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Box A-1. Different Plant Groups 

C 3 — C3 is tlie most basic photosynthetic mechanism. It is called C3 because the first compound into which CO2 is incor
porated is a compound with three carbon atoms. C3 plants make up the majority of species globally, especially in cooler or 
wetter habitats; they include all important tree and most crop species, such as wheat, rice, barley, cassava, and potato. 

C 4 — C4 plants have a special C02-concentrating mechanism within their leaves by which they can increase the COj con
centration to several times above ambient levels. This is done by CO2 first being incorporated into a 4-carbon compound. 
This allows these plants to maintain lower intercellular COj concentrations than C3 plants. C4 plants tend to grow in 
warmer, more water-Umited regions, and include many tropical grasses and the agriculturally important species maize, sug
arcane, and sorghum. 

CAM—Crassulacean acid metabolism, C A M , is a variant of C4 photosynthesis in which CO2 is not only concentrated but 
also stored for half a day. C A M plants, such as cacti, often grow in deserts, but they also include more common plants such 
as pineapple. In these plants, COj uptake occurs at night. The CO2 is then stored for use in normal photosynthetic reactions 
during the next day. 

little effect on the difference in CO2 concentrations—thus low
ering water-use efficiency. If the absolute humidity increases in 
line with the saturated humidity at the diurnal minimum tem
perature, and if both diurnal minimum and maximum tempera
tures change similarly with global warming, then the leaf-to-air 
water-vapor concentration differences will increase by about 
5-6% per °C warming. However, if nighttime temperatures 
were to increase more than daytime temperatures—as has been 
the case over recent decades (Karl et a l , 1993)—then the con
centration difference will increase by less than 5-6% per °C. 

General circulation models (GCMs) suggest that there are like
ly to be regions where precipitation will increase by more than 
the global average and where the additional rainfall may be 
more than sufficient to meet increased evaporative demand, 
whereas other regions may receive less rainfall than at present 
(Mitchell et a l , 1990; Greco et a l , 1994); this is further com
plicated by feedbacks from the biosphere. Henderson-Sellers et 
a l . (1995), for example, show that inclusion of stomatal closure 
in response to increasing COj concentration led to a reduction 
in the predicted increase in precipitation from 7.7% for dou
bled CO2 to only 5.0%. The timing of water availability with
in ecosystems may also change. For example, earlier melting 
of snowpacks may mean that less water is available during 
summer (Mitchell et a l , 1990; Hayes, 1991). There wil l there
fore almost certainly be some regions with improved and oth
ers with worse water balances than at present. 

Potential évapotranspiration rates can be estimated using a 
variety of meteorological formulae with varying physical ratio
nales. Some workers have used the Thornthwaite method, 
which is based on correlations between évapotranspiration and 
temperature in the current climate (e.g., Thornthwaite, 1948; 
Le Houerou et a l , 1993). Based on the Thornthwaite method, 
these workers conclude that water may become more limiting 
with temperature increase in the future (e.g., Gleick, 1987; 
Rind et a l , 1990; Leichenko, 1993). However, the formulae 
that have the soundest physical bases—the Penman, Priestley 
and Taylor, and Penman-Monteith equations (Jarvis and 

McNaughton, 1986; Martin et a l , 1989)—predict that poten
tial évapotranspiration would increase with warming by an 
amount similar to the anticipated increase in precipitation 
(McKenney and Rosenberg, 1993), provided other factors such 
as radiation balance and surface resistance do not change. There 
would tiien be little change in the global incidence of drought 
conditions. 

Where cUmate change leads to annual or seasonal changes in 
water availability, agricultural and forest productivity could 
change. Significant reductions in soil water availability could 
lead to forest decline. There could also be indirect problems, 
such as more floods and greater erosion hazards caused by 
more intense rainfall. Wind erosion could increase if drought 
lengthens the time that the ground is bare of vegetation. 
Changes in the ratio of precipitation to potential évapotranspi
ration could also affect water discharge into rivers and ground
water reservohrs. 

If water runs off the surface instead of infiltrating the soil, the 
amount available to plants is reduced; this may also lead to ero
sion. Water infiltiration rates are affected by soil texture and 
shircture, slope, vegetation cover, soil surface roughness, sur
face crusting, and land management. Infiltration is also con
trolled by soil water content because saturated soils are unable 
to absorb water and very dry soils can be slow to re-wet. 
Aggregated soils with good structure facihtate infiltration, and 
aggregation is strongly affected by the organic matter content 
of the topsoil. Surface runoff is also strongly dependent on the 
amount and intensity of rainfall, which in most regions is like
ly to increase with climate change (e.g., Gordon et a l , 1992). 

The water-retention capacity of different soil types can influ
ence the intensity of water stress experienced by plants. Soil 
water retention is significantly affected by soil organic-matter 
content, particle-size distribution, bulk density, and soil struc
ture. Thus, any decrease in the quantity of soil organic matter 
as a result of faster decomposition could reduce infiltration 
rates and soil water retention and accentuate plant water stress. 
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Waterlogging can develop because of rising groundwater 
tables or because of the presence of partially permeable layers 
within the soil profile. Waterlogging can affect plant growth in 
both agricultural and natural environments by limiting the dif
fusion of oxygen to plant roots and soil organisms. Excess soil 
wetness can also be a considerable hindrance in agriculture by 
impeding soil tillage (Rounsevell and Jones, 1993), and cl i
mate change can thus affect crop production by affecting soil 
workability (Rounsevell et a l . , 1994). 

A . 2 . 3 . Direct Effects of CO2 Concentration 

Atmospheric CO2 is a basic substrate for photosynthesis, 
which underlies plant growth. In the response of plants to CO2 
concentration, it is important to distinguish between plants 
with the C3 and C4 photosynthetic pathways. Increasing CO2 
concentration directly affects photosynthesis in three ways. 
Firstly, the carboxylating enzyme for carbon reduction in all 
plants, Rubisco, has a poor affinity for CO2. The present 
atmosphere resuhs in COj concentrations in chloroplasts that 
are well below half-saturation (Farquhar and von Caemmerer, 
1982). Consequently, the photosynthetic rate is very responsive 
to small increases in CO2 concentration in C3 plants. Secondly, 
oxygen competes with CO2 for the active site on Rubisco, lead
ing to photorespiration (Farquhar and von Caemmerer, 1982). 
The rise in atmospheric CO2 concentration will progressively 
reduce photorespiration and enhance quantum yield of carbon 
fixation in C3 plants. This will not occur in C4 plants, which 
have a C02-concentrating mechanism that already suppresses 
photorespiration. Thirdly, stomata in many species progres
sively close as the atmospheric CO2 concentration increases, 
thus reducing water loss relative to carbon gain. This gain may 
be offset to some extent by increased leaf temperature. It has 
also been argued that CO2 will alter respiratory activity. 
Experimental evidence demonstrates both increases and 
decreases in response to increasing atmospheric CO2 concen
tration (e.g., Amthor, 1991; Poorter et a l , 1992). 

It is well-established that short-term photosynthetic rates in C3 
plants increase by 25-75% for a doubling of CO2 concentration 
(Kimball, 1983; Cure and Acock, 1986; Eamus and Jarvis, 
1989; Allen, 1990; Bazzaz, 1990; Bowes, 1993; Luxmoore et 
a l , 1993). There are fewer data available for C4 plants. While 
some workers have found little response (e.g., Morison and 
Gifford, 1983; Henderson et a l , 1992), others have found 
increases of 10-25% in photosynthetic rate for a doubling of 
CO2 concentration (e.g., Wong, 1979; Pearcy et a l , 1982; 
PoUey et a l , 1992). The sensitivity of C3 photosynthesis to 
C O 2 concentration increases with increasing temperature 
(Long, 1991; Bowes, 1993; Kirschbaum, 1994); hence, the 
stimulation of plant growth by increasing CO2 concentration is 
likely to be larger at higher temperatures (Idso et a l , 1987; 
Rawson, 1992), with little stimulation and sometimes even 
inhibition at low temperatures (Kimball, 1983). 

The increased photosynthetic rate and decreased water 
requirement translate into increased growth and crop yield of 

C3 plants (Kimball, 1983; Cure and Acock, 1986), increased 
growth of C4 plants (Poorter, 1993), and increased tree seedling 
growth (Luxmoore et a l , 1993). However, this connection can 
be confounded by many factors. Firstly, acclimation of photo
synthesis may occur such that photosynthetic capacity is 
diminished. A n average 21% decrease in photosynthetic capac
ity has been observed in tree species (Gunderson and 
Wullschleger, 1994), although this may be an artifact of pot 
size (Аф, 1991; Thomas and Strain, 1991; Sage, 1994). 
Despite this dechne in capacity, photosynthetic rate per unit 
leaf area was on average 44% higher in elevated than in ambi
ent CO2 (Gunderson and Wullschleger, 1994). Where reduc
tions in photosynthetic capacity cannot be due to restricted 
rooting volumes, they are most Ukeiy a consequence of nitro
gen shortage and reduction in Rubisco activity (e.g., 
Ceulemans and Mousseau, 1994). 

Secondly, it is generally observed that carbon partitioning is 
altered, resulting in plants in elevated CO2 having lower leaf 
area per unit of plant dry weight (e.g., Poorter, 1993), and the 
proportional increase in aboveground growth is less than the 
increase in photosynthesis or total growth. Responses may also 
differ in conjunction with other environmental limitations and 
between species (Gifford, 1992; Luxmoore et a l , 1993). 

Because the atmospheric CO2 concentration has already 
increased from a preindustrial concentration of about 280 
ppmv to about 360 ppmv at present, there should be evidence 
of increased growth of plants under natural conditions. 
However, the evidence from tree-ring chronologies is unclear 
(Innes, 1991). For example, Graumlich (1991) found no 
growth enhancements at five subalpine sites in the Sierra 
Nevada (California), but LaMarche et a l . (1984), Kienast and 
Luxmoore (1988), Hari and Arovaara (1988), Cook et a l . 
(1991), West et a l (1993), and Graybill and Idso (1993) 
observed varying degrees of growth enhancement in recent 
times compared with preindustrial times. However, part or all 
of that increase can probably be explained by more favorable 
temperatures and nitrogen fertilization by moderate levels of 
industrial pollution, especially as some of the observed 
increases are far greater than would be expected from CO2 
enrichment alone (Luxmoore et a l , 1993). 

There is increasing experimental evidence available on tiie 
effects of CO2 enrichment on ecosystem dynamics, although 
much is still unpublished. The few results available to date give 
a divergent picture (Korner, 1995). For example, in a warm and 
nutrient-rich temperate wetland in Maryland, a high and persis
tent increase in growtii has been observed (Curtis et a l , 1989; 
Drake, 1992). Korner and Amone (1992) observed an 11% 
increase in biomass over 100 days in an artificial tropical 
ecosystem; shoot biomass increased by 41% in a Califomia 
grassland (Jackson et a l , 1994), and midseason CO2 uptake 
increased substantially in a Swiss alpine grassland (Diemer, 
1994). On the other hand, almost no response to CO2 enrich
ment has been observed in a cold and nutrient-limited tundra 
envkonment (e.g.. Tissue and Oechel, 1987). In summariziiig 
ecosystem experiments, Korner (1995) found generally 
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enhanced net CO2 assimilation but little or no increase in above-
ground biomass or leaf area and a likely increase in soil carbon. 

Because water-use efficiency can be greatly enhanced by 
increased CO2 concentration (Rogers et a l . , 1983; Tolley and 
Strain, 1985; Morison, 1987; Eamus and Jarvis, 1989), relative 
plant responses to increases in CO2 should be most pronounced 
under water-limited conditions (e.g., Gifford, 1979; Allen, 
1990). This difference between well-watered and water-limited 
conditions should be most pronounced for C4 plants 
(Samarakoon and Gifford, 1995). Growth enhancement by 
CO2 is also evident under severe nutrient limitation (e.g., 
Wong, 1979; Norby et a l , 1986; Idso and Idso, 1994; Lutze 
and Gifford, 1995). In addition to growth responses, it is high
ly likely that species composition will change as a result of 
increasing CO2 concentration (e.g., Bazzaz et a l . , 1989; Wong 
and Osmond, 1991). 

Results obtained with different species and experimental con
ditions have shown that plant responses to increasing CO2 con
centration are likely to differ greatly among the ecosystems of 
the world. An assessment of the role of increasing CO2 con
centration in the global context requires quantification of the 
various factors that may increase or decrease the response of 
plants to CO2 concentration. Most of the feedback effects are 
still inadequately understood and poorly quantified. However, 
plant-growth responses to doubled CO2 concentration do not 
generally exceed 30% enhancement, even without negative 
feedback effects. The realized growth enhancements in 
response to the gradually increasing CO2 concentration, there
fore, are likely to amount to only a small gradual impact on ter
restrial ecosystems. 

A.3. Soil Processes and Properties 

Changes in climate will affect a number of crucial soil process
es that will affect the ability of the soil to support particular 
natural or agricultural communities. The extent of these effects 
could have far-reaching consequences for the future distribu
tion of fauna and flora, greatly changing distribution patterns 
and possibly resulting in new combinations of soils and vege
tation (Tinker and Ingram, 1994). Soil development is likely to 
lag behind climate and vegetation change, so that in the medi
um term of decades to centuries, vegetation classes will prob
ably often occur on soil types on which they are not currently 
found. It is not clear what consequences this mismatch between 
vegetation and soils will have for ecosystem function in the 
longer term. 

Soil is formed through the interaction of many variables, the 
most important being parent material, climate, organisms, 
relief, and time (Jenny, 1941, 1980; Bridges, 1970; White, 
1987). The strength and interactions of these variables differ 
across the world, producing many different soil types, each 
forming the basis of different habitats and each with different 
productive potential. Natural soil-forming processes (pedogen
esis) occur slowly, but changes in the physical environment can 

lead to fundamental changes in soil types. Pedogenesis and the 
weathering of inorganic soil components in response to climate 
change have received insufficient scientific attention in the 
past, although these are very important for the development of 
new soil types, for nutrient release, and for many of the physi
cal characteristics of soils (Arnold et a h , 1990; Brinkman and 
Sombroek, 1995). 

The rates of change of soil processes and properties resulting 
from climate change are likely to be different for different soil 
types (Stewart et a l . , 1990). Scientific assessments of the 
impacts of climate change on soils have largely been directed at 
soil processes that will respond most rapidly (over periods of 
months or years) and are thought to have the greatest effect on 
ecosystem functioning. These are principally changes in the soil 
water regime and turnover of organic matter and the related min
eralization or immobilization of nitrogen and other nutrients. 

Temperature has only marginal effects on reaction rates of 
most inorganic reactions in the soil, such as ion exchange, 
adsorption, and desoфtion, and increasing temperature itself, 
therefore, is unlikely to be important for the dynamics of inor
ganic nutrients. A change in soil moisture content, however, 
could significantly affect rates of diffusion and thus the supply 
of mineral nutrients such as P and К to plants. This could well 
alter the species composition of plants in natural systems and 
may require adjustments to nutrient management and fertilizer 
use in agriculture. 

A . 3 . 1 . C a r b o n Dynamics 

The global pool of soil organic matter is estimated to contain 
about 1500 Gt of carbon (C) (Melillo et a l , 1990; Adams et a l , 
1990; Anderson, 1992; Eswaran et a l , 1993). This compares 
with estimates of 600-700 Gt С in aboveground biomass of 
vegetation (Melillo et a l , 1990; Sombroek, 1990; Anderson, 
1992; Schimel et a l , 1994), 800 Gt С in the atmosphere, and 
about 40,000 Gt С in the oceans (Watson et a l , 1990; Schimel 
et a l , 1994). Most carbon in soils is associated with organic 
matter, although carbonate-C can also be significant in cal
careous soils, and charcoal may be an important constituent in 
ecosystems subject to frequent fires. The amount of organic 
matter in soils is influenced by soil type, land use, and climate 
affecting the release or sequestration of CO2 (see Box A-2 and 
Chapters 23 and 24). 

Changes in organic carbon contents of the soil are determined 
by the balance between carbon inputs and carbon losses by 
organic-matter decomposition (soil respiration) rates. A l l ter
restrial carbon inputs originate from plant products reaching 
the soil either as root exudates, dead roots, leaf litter, dead 
branches, or trees or indirectly as feces or bodies of animals. 
The annual input of carbon is thereby given by the amount of 
annual NPP minus the fractions of carbon that are removed 
from the system (e.g., in agricultural produce), lost during 
fires, respired by herbivores, or stored in increasing wood vol
umes on the site. 
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Box A-2. Terms Defining Carbon Dynamics 

The amount of carbon taken up in photosynthesis is 
defined as the gross primary production (GPP). Some of 
this carbon is returned to the atmosphere as CO2 during 
plant metabolism (autotrophic respiration), giving a net 
gain of carbon—the net primary production (NPP). 
Death and shedding of plant parts adds organic carbon to 
the soil, where it is decomposed by soil animals, fungi, 
and bacteria (heterotrophic respiration). The difference 
between NPP and heterotrophic respiration is the net gain 
or loss of carbon by the ecosystem and is termed the net 
ecosystem production (NEP). 

The great bulk of organic matter reaching the soil is respired by 
soil organisms within a few years, with the exact time course 
depending on climatic conditions and litter quality. The 
remaining organic matter is transformed into different forms 
with different decomposability. Some of it is highly resistant to 
decomposition, so it remains in the soil for hundreds to thou
sands of years even if conditions change greatly. Other mater
ial is slightly more labile, and some changes can greatly 
enhance its decomposition rate, leading to a loss of this frac
tion over years to decades (see the modeling studies of van 
Veen and Paul, 1981; Parton et a l . , 1987; Jenkinson, 1990). 

Changes in climatic conditions and land use generally affect 
both NPP and the rate of organic-matter decomposition. Soil 
organic matter increases if NPP increases more than decompo
sition rate, and soil organic matter decreases if decomposition 
rate increases more than NPP. However, any such changes in 
soil organic-matter content are very difficult to verify by direct 
measurements because of the high inherent variability of soil 
organic-matter content and because likely changes constitute 
only a very small fractional change of the amounts that are 
already in the soil. 

Comprehensive data for soil organic-matter content in different 
soils across the Earth have shown that it increases with increas
ing water availability, and, for a given water status, it increas
es with decreasing temperature (Post et a i , 1982, 1985; Buol 
et a l , 1990). Both NPP and organic-matter decomposition are 
likely to be enhanced by increasing temperature, as all micro-
biologically facilitated processes are strongly affected by mois
ture and temperature. Annual soil respiration rates are likely to 
increase because of the lengtiiened season for breakdown of 
plant material and because increasing temperature strongly 
stimulates organic-matter decomposition (e.g.. Berg et a l . , 
1993; Lloyd and Taylor, 1994; Kirschbaum, 1995), especially 
in arctic regions subject to permafrost (Reynolds and Leadly, 
1992). Organic-matter decomposition is likely to be stimulated 
more than NPP (Kirschbaum, 1995). Consequentiy, although 
global NPP is likely to increase with global warming, soil car
bon storage is likely to decrease at the same time, and this 
could add more CO2 to the atmosphere (e.g., Schimel et a l . , 
1990; Jenkinson et a l . , 1991; Thornley et a l , 1991; 

Kirschbaum, 1993, 1995). On the other hand, none of these 
studies deals with the interactive effect of temperature and 
moisture Hmitations on decomposition rates. Should warming 
generally lead to moisture becoming more limiting for decom
position, then the effect of warming may be less pronounced 
than is suggested by these studies, which implicitly assume 
that moisture limitations wil l remain the same. 

Other lines of evidence suggest that the carbon-storage poten
tial of the terrestrial biosphere may not diminish in the future. 
Terrestrial carbon storage appears to have increased since the 
last glacial maximum (e.g.. Bird et a l . , 1994), and models of the 
possible distribution of biomes under future climatic scenarios 
with thek associated observed carbon storage generally suggest 
increased carbon-storage potential in the future (e.g.. Prentice 
and Fung, 1990; Smith et a i , 1992; King and Neilson, 1992). 

Experimental work on the effect of increasing CO2 concentra
tion on soil processes has yielded divergent results (reviewed 
by van Veen et a i , 1991), but modeling studies (e.g., Thornley 
et a l . , 1991; Kohlmaier et aZ.,1991; Rastetter et a l , 1991; 
Polglase and Wang, 1992; Gifford, 1992; Kirschbaum, 1993) 
have consistentiy led to the result that increasing CO2 concen
tration, via increased NPP, would lead to increases in soil car
bon storage. 

A n important feedback is the mineralization of nitrogen and 
phosphorus (see also Section A.3.2). If increases in NPP lead 
to enhanced immobilization of nitrogen and phosphorus in soil 
organic matter, then the higher NPP will subsequently be 
reduced and the increased carbon input into the soil wil l not be 
sustained (Comins and McMurtrie, 1993; Юrschbaum et a l . , 
1994). Soil organic matter will then increase only marginally. 
On the other hand, if increasing COj concentration can stimu
late biological nitrogen fixation and mycorthizal phosphorus 
uptake, then large and sustained increases in carbon input and 
consequentiy soil organic-matter content are possible. Limited 
experimental evidence suggests that nitrogen fixation may be 
enhanced by increasing CO2 concentration (e.g., Norby, 1987; 
Amone and Gordon, 1990; Thomas et a l . , 1991; Gifford, 
1994), so increasing COj concentration may not make nitrogen 
more limiting as long as nitrogen-fixing plants are present in 
the ecosystem. 

Photosynthesis in C3 plants is more responsive to CO2 concen
tration in warm than in cool conditions. At the same time, equi
librium amounts of soil organic matter change more with tem
perature at lower than higher temperatures (Jenny, 1980; Post 
et a i , 1982, 1985; Kirschbaum, 1995), so the net balance of 
effects may lead to soil organic-matter pools mcreasing in 
warm regions of the world and decreasing in cool regions 
(Kirschbaum, 1993). 

Land use is significant in determining tiie balance between soils 
as a source and as a sink for carbon dioxide. Typically, about half 
tiie carbon is lost from soils after conversion of undisturbed for
est or grassland to annually plowed cropland (e.g., Schlesmger, 
1977, 1986; Buringh, 1984; Allen, 1985)—although this figure 
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varies significantiy witli region, soil type, and kind of land-use 
change (e.g., Detwiler, 1986), and there may be greater carbon 
retention under minimum-tillage practices. A change in land use 
in the opposite direction can lead to sequesttation of carbon in 
soils (see Chapters 23 and 24), although sequestration of carbon 
tends to be slower than carbon loss (e.g.. King and Neilson, 
1992; Smith and Shugart, 1993; Chapter 9, T e r r e s t r i a l B i o t i c 
Responses t o E n v i r o n m e n t a l C h a n g e a n d Feedbacks t o C l i m a t e , 
of the IPCC Working Group I volume). Conversion of forest or 
grassland soils high in organic matter to arable agriculture will 
inevitably cause a decline in soil organic-matter content and 
cause additional CO2 to be released to the atmosphere. The asso
ciated mineralization of nuttients may allow increased plant 
growüi, but large release of inorganic ions, especially if it is not 
synchronized with crop uptake, can add to the current problem 
of nitrate leaching into aquifers. 

Soils are an important source of methane, contributing more 
than half the total emissions of 535 ± 75 Mt C H 4 yr-i (Prather 
et a l , 1994; see also Chapter 23). Soil methane comes from 
four main sources: (1) natural wetland soils (55-150 Mt yr ' ) ; 
(2) microbial degradation of organic substrates in paddy rice 
soils (20-100 Mt yr i ) ; (3) landfills (20-70 Mt yr-i); and (4) ter
mites (10-50 Mt yr-i). Soils also provide sinks for methane of 
30 ± 15 Mt C H 4 yr-i (Prather et a l , 1994). The capacity of soils 
to oxidize C H 4 interacts in a complex manner with pH, land 
use, and the soil nitrogen cycle (Hiitsch et a l , 1994; King and 
Schnell, 1994). Future temperature increases in polar regions 
might lead to the release of methane currentiy contained in gas 
hydrates in permafrost regions both on the surface and in sub
merged regions (Collett et a l , 1990; Kvenvolden, 1993). 

The balance between the microbial processes of methanogenesis 
and methane consumption (Knowles, 1993) controls whether 
soils and paddy systems are a source or sink for methane. These 
biologically mediated processes are influenced by variables such 
as organic substrate supply, temperature, hydrologie conditions, 
pH, redox potential, aeration, and salinity—all of which are 
affected by climate change. Increasing temperature can alter 
methane fluxes by changing the rate of methane formation in 
lakes and wetlands and by altering the ratio of methane synthe
sis to methane oxidation. In addition, increased NPP provides 
more substrate for methane production, either from decaying 
plant matter or root exudations, and will provide more conduits 
for methane escape from lake and wetiand sediments through the 
emergent plants, especially rice (Schiitz et a l , 1991). 

A . 3 . 2 . Soil N i t r o g e n Dynamics 

Nitrogen can be added to the soil as inorganic fertilizer and 
organic manures and by wet and dry deposition from the atmos
phere, or it can also be transferred from the atmosphere by bio
logical nitrogen fixation (e.g., Bradbury and Powlson, 1994). 
Niti-ogen is also released (mineralized) by the microbial decom
position of soil organic matter. Mineral nitrogen may be taken 
up by plants or re-absorbed by soil microorganisms; it may be 
leached as nitrate to ground and surface waters or emitted to the 

atmosphere in gaseous forms after nitrification, denitrification, 
or volatilization of NH3 (Bradbury and Powlson, 1994). These 
processes are strongly influenced by temperature, soil mois
ture, plant characteristics, and, indirectly, by atmospheric CO2 
concentrations. 

Nitrous oxide (N2O) is formed in soils by denitrification and 
nitrification. Natural soils emit about 6 Mt N y r i and cultivat
ed soils 3.5 Mt N yr-i; together they probably contribute more 
than half of the total NjO emitted to the atmosphere (Prather et 
a l , 1994; Chapter 23). Much of the recent increase of atmos
pheric concentration of N2O is attributed to increased use of 
legumes and N-fertilizers (Chapter 23). Soils also emit 12 Mt 
N y r ' as NOj, which constitutes about 25% of total N0^ emis
sions (Prather et a l , 1994). Numerous environmental variables 
and agricultural practices influence the biological processes 
responsible for N-emissions from soils (Armstrong Brown et 
a l , 1995). Environmental variables include soil temperature, 
moisture content, and aeration status, and agricultural manage
ment practices include fertilizer regime, cultivation method, 
and cropping systems (Chapter 23). Mineralization/immobi
lization requires moist soil, and denitrification requires water-
saturated (anaerobic) soil or, at least, saturated microsites. 
Denitrification rates consequently increase with increasing soil 
water content. Soils are also hkely to be a small sink for N2O, 
although the size of this sink has not yet been satisfactorily 
quantified. 

Nutrient-limited ecosystems, including most natural systems 
and many subsistence or low-input farming systems, are to 
some extent buffered against effects of global change: If cl i 
matic and atmospheric conditions become more favorable for 
plant growth, nutrient shortage will impose more serious limi
tations, whereas if climatic conditions change adversely, nutri
ents wi l l become less limiting (Shaver et a l , 1992). 
Consequently, NPP and total carbon storage of nutrient-limited 
systems is likely to be less affected by climate change tiian that 
of systems that are not nutrient limited. 

Rastetter et a l . (1992) have argued that NEP can only be posi
tive if the total amount of nutrients in the ecosystem increases, 
if nutrient distribution changes from components with low 
ratios of carbon to nutrients to those with higher ratios, or if the 
carbon-to-nutrient ratio changes within vegetation or the soil. 

The total amount of nutrients in an ecosystem may change as a 
result of altered rates of either inputs or losses. Nutrient losses 
may be prevented by immobilization in soil organic matter 
(although this also makes them temporarily unavailable for 
plants). Nitrogen gains may result from more favorable growth 
conditions that stimulate biological nitrogen fixation. Other 
nutrients may be gained through enhanced weathering of soil 
minerals. Nutrient availability may be increased through more 
extensive root growtii and enhanced activity of mycorthizal 
associations. 

Levels of nitrogen and sulfur deposition are also increasing 
in many regions of the world through inputs from industrial 
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pollution and other human activities such as agriculture. This 
may be having beneficial effects on NPP of many ecosystems, 
especially chronically nitrogen-deficient forests in high north-
em latitudes. While low rates of nitrogen input may have ben
eficial effects, ongoing inputs may reverse the initial gains 
through development of nutrient imbalances and further acidi
fication, of the soil (e.g., Ulrich, 1991, 1994; Under and 
Flower-ElUs, 1992; Heath et a l . , 1993). 

A shift of nitrogen from vegetation to the soil has frequently 
been observed in C02-enrichment studies (e.g., Norby et a l . , 
1992; Diaz et a l , 1993). This is consistent with the theoretical 
notion that transiently increased productivity could lead to 
greater nutrient immobilization in soil organic matter and 
thereby shift the nutrient capital from the vegetation to the soil 
(Comins and McMurtrie, 1993; Kirschbaum et a l . , 1994). 
Conversely, warming of soils with large organic-matter content 
may enhance decomposition rates and lead to the mineraliza
tion of nutrients (van Cleve et a l . , 1981, 1990; Melillo et a l . , 
1993). This may stimulate plant growth and redistribute nutri
ents from soils to plants. 

Carbon-to-nutrient ratios within soils are generally fairly sta
ble, although they may differ between different ecosystems. 
Post et a l . (1985), for example, document C : N mass ratios 
ranging from 9 to 30 in a comprehensive analysis of different 
global systems. 

Although chmate change may lead to small changes in the 
nutrient capital of soils or the ratio of carbon to nutrients, large 
changes are unlikely in the short term. Significant short-term 
changes in carbon storage are only possible where nutrient dis
tribution changes between the soil and high C:N components, 
such as wood. Hence, in most systems, nutrient limitations will 
cause total carbon storage and associated NPP to remain simi
lar to what they are currentiy. Only in the longer term (cen
turies) is the nutrient capital of soils likely to change so that cli
mate again provides the essential determinant for NPP and total 
ecosystem carbon storage. 

A . 3 . 3 . Soil Biodiversity 

Climate change could change the abundance of species within 
the soil microbial and faunal populations, although the direct 
effects from changes in soil moisture or temperature will be 
much smaller than those caused by changes in land use. It is 
not possible to predict whether there would be a change in bio
diversity. However, in mid-northern latitudes (especially 
Europe), high inputs of industrial nitrogen are associated with 
major losses of mycorrhizal fungi (e.g., Arnolds and Jansen, 
1992). These losses may make forests more vulnerable to 
drought and disease, which could be further exacerbated by cl i
mate change. The increasing concentration of atmospheric CO2 
could also change the composition of organic carbon com
pounds entering the soil from roots and root exudates, in addi
tion to increasing its quantity. This may alter the species com
position of the rhizosphere population—which, in turn, could 

alter the extent to which plant roots are infected by soil-borne 
pathogens. Whether such changes would be beneficial or harm
ful, however, is not known. 

The question of whether microflora will change in line with 
the conditions or lag well behind them has not yet been fully 
addressed. Previous comparisons of microbial communities 
across different biomes have been largely confined to fungi 
and show that species composition is clearly related to biome 
type, even for the same biome in different continents (Kjoller 
and Strawe, 1982). Soil organisms with more specific char
acteristics—such as plant pathogens, symbiotic organisms— 
and soil fauna, may well be slower in adjusting to new con
ditions and may generally have slower migration speeds than 
higher plants. For plant pathogens and symbiotic organisms, 
there is the additional complication that they are dependent, 
to varying degrees, upon specific types of vegetation. A veg
etation zone shift caused by temperature/precipitation 
changes will only have reached full equilibrium when both 
the vegetation and the appropriate microorganisms have 
established themselves together. 

A.4. Ecological Processes 

Organisms interact not only with their physical environment 
but also with other organisms. The complicated sequence of 
dependencies and interactions among organisms has led to the 
description of ecology as the study of the "web of life." 
Impacts on a component of this web may be absorbed by a 
small part of the web, or they may lead to a cascade of effects 
throughout the web. This uncertainty makes predictions about 
the effect of climate change on complex ecological systems 
very difficult. In the following sections, we discuss some of the 
processes and interactions that most affect the response of eco
logical communities to climate change. 

A . 4 . 1 . N i c h e 

A l l organisms have preferred places in which to live. These 
places, called the species' habitat, can be depicted on a map. A 
species' living requirements can be defined in a more abstract 
way based on aspects of the environment that define its habi
tat. These aspects may include a certain range of temperature, 
precipitation, soil conditions, and so forth. Each of these vari
ables can be thought of as describing an axis in a multidimen
sional space, and the area or volume that describes the pre
ferred habitat of a species is its niche (e.g., Austin et a i , 1990, 
Begon et a l . , 1990). A species' "fundamental niche" encom
passes all the environmental conditions in which it could 
potentially grow and reproduce if it were subject to no compe
tition or other effects from other species (e.g., herbivory, dis
ease). The fundamental niche is a consequence of an organ
ism's basic physiological tolerances and ecological traits. In 
most ecosystems, where organisms compete and interact with 
others, a species occupies a smaller space, called its "realized 
niche" (Hutchinson, 1957). 
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Climate change may cause the distribution of suitable habitats 
on a map to change. If temperature, moisture, or other climate 
variables at a particular location change, individuals at that 
location may find themselves now to be outside their funda
mental niche. If a particular location falls outside the funda
mental niche of a species, it is certain that individuals of this 
species will not be able to continue to reproduce and persist at 
this site. In other cases, the location may still fall within the 
fundamental niche but outside the realized niche. In this case, 
it is difficult to predict whether the species will be able to per
sist at this location because that will depend on which other 
species are able to persist or invade that site. In other cases, the 
location may still fall within the realized niche, and it is likely 
that the species will be able to continue to live at this site— 
although it may still be affected by changes in the distribution 
of other species. These assumptions are the basis of a number 
of models that attempt to predict the redistribution of organ
isms across the globe as a consequence of cUmate change 
(Box, 1981; Emanuel e t a l . , 1985; Prentice et a i , 1992, Cramer 
and Leemans, 1993). 

A . 4 . 2 . Interactions 

A . 4 . 2 . 1 . C o m p e t i t i o n 

Individual organisms compete with each other for essential 
resources such as light, nutrients, and food, and for specific 
needs such as nesting space. Climate change may alter the com
petitive balance between species at a site by differentially 
affecting their effectiveness in the capture of resources or their 
efficiency in using them. CUmate change may also result in the 
addition or loss of species from the site, thus changing the out
come of future competitive interactions. Higher CO2 concentra
tions are predicted to favor C3 species over C4 species. Limited 
experimental results have shown that, although high CO2 tends 
to favor C3 over C4 species, there is a wide range of responses 
and competitive outcomes even among C 3 species (Bazzaz, 
1990). The fertiUzing effect of widespread nitrogen deposition 
from industrial areas is a useful analogy for the impacts of cli
mate change on the competitive interactions between species. In 
areas affected by heavy deposition, rapidly growing species of 
grasses and forbs are favored over slower growing, nitrogen-
efficient shrubs (Chapin, 1980; Field et a l . , 1992). 

A . 4 . 2 . 2 . H e r b i v o r y 

Several aspects of herbivory might be affected by climate 
change. Some insect herbivores require cold periods during 
their life cycle, and these might be affected by warming. 
Higher rates of carbon fixation (see Section A.2.3) may pro
vide more food for herbivores, but the quality of the food wil l 
be affected. It is likely that increased atmospheric CO2 con
centration will lead plants to produce tissue with a higher ratio 
of carbon to nitrogen (C:N) than under current conditions 
(Bazzaz, 1990; Field et a l . , 1992). Many herbivores, especial
ly insects, are limited by not being able to gather enough 

nitrogen in their diet (Scriber and Slansky, 1981), and a higher 
C:N ratio will force them to consume more carbon in order to 
gain a given amount of nitrogen. Some herbivores wiU increase 
the amount of tissue they consume to maintain thek nitrogen 
uptake. In this case, damage by herbivores to their plant hosts is 
likely to mercase. In other cases, herbivores will not be able to 
consume and digest enough plant tissue to maintain thek requked 
nitrogen intake. Thek nuttition will suffer, and thek population 
numbers will fall; they may even die out (Watt et a l , 1995). Some 
plants may also produce more defensive compounds, such as tan
nins and phenolics, when grown in elevated CO2 (e.g., Lavóla 
and Julkunen-Tiitto, 1994). Thus, in those cases, damage by her
bivores will decrease in response to increased C : N ratios. 
Changes in the amount of herbivory will affect the nutrient cycle 
because nitrogen is cycled more rapidly but is also more likely to 
be lost to the atmosphere through volatilization when к passes 
through the guts of herbivores than through litter-decomposing 
organisms (Chapm and McNaughton, 1989). 

Many insect herbivores have a boom-bust population cycle. 
They build up through several generations, with each genera
tion larger, depleting their plant resources until the population is 
checked by lack of food, the onset of unsuitable weather (e.g., 
winter or drought), or natural enemies. If conditions after cli
mate change allow the herbivore population to build up faster, 
much higher population levels and much greater damage may 
occur before they are checked. Conversely, some insect herbi
vores may be disadvantaged by climate change if, for example, 
the new conditions are more favorable to their enemies or the 
timing of growth or flowering of their food plants change. There 
is some evidence tiiat stressful periods such as droughts that 
lead to reduced photosynthesis also lead to reduced production 
of compounds that normally help to control insect populations. 
Thus, some have predicted that under changed climatic condi
tions, stress periods will be more сопмпоп and insect outbreaks 
more frequent (Mattson and Haack, 1987). 

A . 4 . 2 . 3 . O t h e r I n t e r a c t i o n s 

There aie many other complex interactions within ecological sys
tems. Parasites, disease organisms, and mutuaUsts (i.e., organ
isms that mutually benefit each other, such as flowering species 
and thek pollinating insects) are subject to the same constraints in 
relation to niche as other species. Climate change may advantage 
or disadvantage these species, with significant consequences for 
thek host species. Schemes that help in the assessment of the like
ly effects of climate change on host-pest interactions are being 
developed (Landsberg and Stafford Smith, 1992). 

A . 4 . 3 . Communities and T h e i r Dynamics 

A.4.3.Î. C o m m u n i t y 

Any patch of land or ocean contains an assemblage of different 
species that interact with each other in a variety of different 
ways. These assemblages are called communities. Just which 
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species are part of a community depends on their niches—that 
is, whether they can tolerate the physical conditions of the 
patch and persist in interaction with the other species of the 
community. 

There has long been a debate about the nature of communities 
and the degree to which they could be described as discrete 
entities. Conununities were once compared with living organ
isms and described as tightly integrated assemblages of inter
acting species. Thus, a community was seen as an entity in its 
own right. If a community was perturbed by the loss or addi
tion of some species, it would tend to recover to its previous 
composition or change to another discretely recognizable 
assemblage. The alternative view is that communities are 
essentially a collection of species, with each species behaving 
and interacting according to its own physiological and ecolog
ical potential. In this view, a community is a more fortuitous 
collection of species. Species continually invade or are lost 
from the community as populations fluctuate in response to 
weather, disturbances, and competitors. 

These views about communities represent the end points of a 
continuum of ideas. Current thinking favors the view that com
munities are a collection of individual species, but an important 
ecological research theme is to identify rales that govern com
munity structure (Drake, 1990; Keddy, 1992) and to seek 
groups of species that are ecological equivalents (sometimes 
called functional types; Smith et a l . , 1993). 

A . 4 . 3 . 2 . Succession 

Communities are always changing, both as a result of a chang
ing balance of interactions between the component species and 
in responses to disturbances. However, there are some patterns 
in the way communities respond to disturbances and change 
over time (i.e., succession). Succession was originally 
described as a sequence of organism-like communities, with 
one replacing another according to more-or-less strict rules 
(Clements, 1936). The endpoint of this succession of commu
nities was called the cUmax community—determined, it was 
argued, by long-term climatic and soil conditions. Now suc
cession is more often described as the outcome of a series of 
species losses and invasions as disturbances occur and condi
tions change (Whittaker, 1975). More emphasis is now placed 
on the stochastic nature of vegetation change, especially in 
ecosystems where disturbances such as fire or intense winds 
are common (Noble and Slatyer, 1980; Shugart, 1984). 

The view of communities affects the methods used for predic
tions of ecological changes in response to global change. If 
communities change more like "organisms," it would be likely 
that under climate change one community will be replaced by 
another already known from elsewhere. This allows simple 
modeling by matching communities to environmental condi
tions and assuming that they wil l redistribute themselves with 
climate change (see the discussion of Holdridge, etc., in 
Section A.4.4.2). 

However, with a changed climate and disturbance regimes at a 
given location, conditions for some individuals wil l remain 
within their niche space, and they will continue to survive and 
reproduce at that location. Some species will be lost from the 
community relatively quickly as existing individuals die under 
the changed conditions (e.g., extreme temperatures, droughts, 
waterlogging) or disturbances (e.g., fires). Individuals of other 
species will be able to survive but not reproduce, and— 
although some individuals of long-lived species may persist at 
the site for decades or centuries—the species wil l eventually be 
lost from that location. 

The loss of individuals from a conununity creates opportunities 
for others to invade. However, species best adapted to new 
conditions will not necessarily be among the early invaders 
because they may lack the dispersal ability to reach the site. 
The ability of species to invade new suitable locations varies 
greatly. Thus, it is unlikely that communities will move en 
masse. What is more likely is a sequence of invasions and loss
es leading to completely new communities, as was apparentíy 
the case over the past 10,000 years following the last Ice Age 
(e.g., Davis et a l . , 1986; Webb and Bari:lein, 1992). 

A . 4 . 3 . 3 . M i g r a t i o n a n d D i s p e r s a l 

As the climate changes, zones with suitable habitats for species 
will move in space. For example, as a result of warmer condi
tions, a species' niche space will be displaced away from the 
equator or further up mountains. A n important issue in deter
mining the nature of communities in the future is which species 
will be able to keep up with shifting climate zones. 

Most plant species have poor dispersal ability, with the vast 
majority of seeds falling close to the parent plant. These 
species migrate very slowly—in most cases, far slower than 
anticipated shifts in climate zones—and they depend mainly on 
rare long-distance dispersal events to spread or invade new 
habitats. The rate at which many species spread after past dis
turbances, such as the ice ages, can be estimated by mapping 
the distribution of pollen left behind in bogs, lake sediments, 
and so forth (e.g., Davis et a i , 1986). Most species migration 
rates, estimated to be 10-30 km per century, are at least an 
order of magnitude less than the anticipated rates of shift in cli
mate zones of 100 to 6 0 0 km over the next century (e.g., 
Solomon and Cramer, 1993). However, past migration rates are 
only a poor guide to the future because past rates may have 
been limited by the rate at which the climate changed. Also, the 
ftiture potential for species migration is different than it was in 
the past. On the one hand, landscapes are now much more dis
sected by human activities than in the past, and this will hinder 
natural migration rates (di Castri and Hansen, 1992). On the 
other hand, human activities and technologies, such as motor 
vehicles and aircraft, provide sources of long-distance disper
sal that were not present in the past. 

Some species are akeady adapted to disperse widely and exploit 
any opportunity for invasion. They are often fast growing and 
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quick to mature. These are often called tramp or ruderal 
species. They might be expected to do well during any reorga
nization of communities. 

A . 4 . 4 . Ecosystems and Biomes 

A . 4 . 4 . 1 . Ecosystems 

A community and its abiotic environment is called an ecosys
tem. The abiotic and biotic components of an ecosystem inter
act, including significant effects of the biotic on the abiotic. For 
example, plant and animal communities often modify the soils. 
This process takes many decades or much longer but can even
tually resuh in soils with properties that are closely matched 
with the communities they support. Where cHmate change 
causes significant spatial shifts of the range of species, these 
relationships may not be retained. 

Ecosystem-level feedbacks may either dampen or amplify 
the growth response to individual climatic variables (Field et 
a l . , 1992). The response of the ecosystem may depend on 
how the complex chain of interactions affects the cycling of 
nutrients and the efficient use of light and water. For exam
ple, if the availability of any one resource, such as carbon, 
increases, then other resources, such as nutrients, become 
relatively more limiting. Plants may respond to this by 
increased root growth, and this allocation shift may reduce 
the growth response of aboveground biomass to increasing 
C O 2 concentration. 

Furthermore, i f growth is determined more by the rate at which 
nutrients rather than carbon can be obtained, then even total 
plant production may not be increased. These constraints might 
eventually restrict the growth response of whole ecosystems to 
less than might be expected from short-term experiments on 
single plants or small communities (Korner, 1993). The overall 
functioning of the ecosystem may sometimes be insensitive to 
changes in particular species composition. One or more species 
may be replaced by others with more appropriate temperature 
optima or responses to CO2, but the system as a whole may 
continue to function with broadly the same structure, physiog
nomy, and physiology. 

Conversely, biological nitrogen fixation may be stimulated by 
more favorable growing conditions and lessen nutrient limita
tions. In systems that are not strongly nutrient limited, initial 
growth responses may allow greater leaf-area development, 
which allows greater light interception and further increases 
growth responses beyond that predicted from leaf-level 
responses. 

More complex ecosystem responses may also occur. Initially 
increased growth may lead to reduced palatability of plant 
tissue for insect herbivores, which may either reduce or 
increase insect damage (see Section A.4.2.2) and thereby 
either act as positive or negative feedback on the initial 
response. 

A . 4 . 4 . 2 . Biomes 

Most observers readily recognize the similarity of ecosystems 
in the deserts of the world, no matter where they occur and how 
far apart they are. There are subtle differences between desert 
communities, such as the presence of cacti in some deserts and 
not in others and the diversity of reptiles between different 
deserts. However, all desert ecosystems operate within similar 
constraints, and their biota show similar adaptations to deal 
with these constraints. These similar ecosystems have been 
described with many different terms (e.g., biomes, life zones, 
biogeoclimatic zones) and emphases. Many studies relating to 
the global distribution of biomes and their redistribution under 
climate change define from 10 to 40 or more classes. 
Originally, their descriptions were based on the structure and 
appearance of the vegetation (Walter, 1962), but more recently 
climatic information has been used (e.g., Box, 1981; Cramer 
and Leemans, 1993). 

A classification of biomes commonly used in global-change 
research was developed by Holdridge (1947). He used annual 
biotemperature (a measure related to the sum of temperatures 
above freezing throughout the year) and total precipitation to 
classify the vegetation of the world into 14 life zones or bio
mes. His scheme has been used as the basis for some predic
tions of the global-scale impacts of changed climates (e.g., 
Emanuel et a l . , 1985), although more complex schemes have 
also been developed based on a wider range of climatic and 
soil parameters and a wider range of assumptions about the 
important variables delimiting the vegetation zones of the 
world (Box, 1981; Prentice et a l , 1992; Woodward, 1993; 
Neilson e t a l , 1992). 

As an example, Figure A-1 shows where some of the world's 
major biomes are found in relation to temperature and rainfall. 
In looking at the distribution of any biome in relation to cl i
mate, it must be recognized that annual mean values of tem
perature and precipitation provide only a rough guide to the 
requirements or tolerances of vegetation classes. In many 
instances, the distribution of classes also depends on seasonal 
factors, such as the length of a dry season or the lowest 
absolute minimum temperature, and on soil factors, such as 
water-holding capacity. 

A A . 4 . 3 . Ecosystem B r e a k d o w n 

There has been progress in modeling the equilibrium distribu
tions of biomes, which impUcitly assumes that communities 
have time to sort themselves out. But the process of migration 
and reassembly may well lag behind the rate of climate change. 
Thus, climate-change studies based on the use of these equi
librium models can provide only a first indication of the direc
tion or magnitude of expected changes. 

In addition, there might be rapid breakdown of the existing 
community structure via the loss of some species and invasion 
by others. The invading species will tend to be those best 
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Figure A-1: This figure illustrates that mean annual temperature and 
mean annual precipitation can be correlated with the distribution of 
some of the world's major biomes. While the role of these annual 
means in affecting this distribution appears to be important, it should be 
noted that the distribution of biomes may also strongly depend on sea
sonal factors such as the length of the dry or the lowest absolute mini
mum temperature, on soil properties such as water-holding capacity, on 
land-use history such as agriculture or grazing, and on disturbance 
regime such as the frequency of fire (modified from Whittaker, 1975). 

adapted to dispersing and invading, but not necessarily those 
best adapted to the most efficient use of resources in the pre
vailing conditions. This could lead to transient periods with 
less efficient use of light and water and less efficient recycling 
of nutrients. Temporarily lower biomass and transient release 
of carbon is likely to result from such a breakdown. 
Considerable scientific uncertainty remains about the length of 
these transients and the magnitude of the fluxes, but the fluxes 
could be significant (King and Neilson, 1992; Smith and 
Shugart, 1993). 

A.5. Conclusion 

The preceding discussion offers a very brief overview of some 
of the main factors to be considered in relation to chmate 
change. It describes the response of terrestrial ecosystems to 
the main aspects of climate change, and how these initial 
responses are affected by feedbacks from the soil and from 
interactions between different organisms. The importance of 
these factors varies greatly among different natural and socioe
conomic systems. This will be discussed in greater depth in the 
following chapters of this report. 
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B . l . Introduction 

This Energy Primer introduces concepts and terms used in the 
energy-related chapters of this Second Assessment Report that 
deal with adaptation to and mitigation of climate change. Some of 
the more hnportant terms also are defined m the Glossary. The 
Energy Primer also describes some of the more commonly used 
energy units; most measurements, including energy, are expressed 
in the International System of Units (SI) and Sl-derived units. 

Section B.2 describes the global energy system and documents 
1990 energy-consumption patterns and carbon dioxide (CO2) 
emissions. Thereafter, the concept of energy efficiency is intro
duced and 1990 global efficiencies are provided along with 
some estimates of maximum efficiencies that could be 
achieved under ideal conditions, indicating the theoretical effi
ciency improvement potential. Section B.3 describes and doc
uments the historical development of energy consumption and 
associated CO2 emissions for the world and for major regions. 
It concludes with a comparison of historical and current energy 
consumption, estimates of fossil and nuclear energy reserves 

and resources, and potentials of renewable energy sources. 
Section B.4 of this Energy Primer gives a brief introduction to 
the following chapters, which assess energy-related mitigation 
and adaptation options and measures. 

B.2. Energy Systems 

B . 2 . 1 . T h e G l o b a l Energy System 

An energy system comprises an energy supply sector and energy 
end-use. The energy supply sector consists of a sequence of 
elaborate and complex processes for extracting energy 
resources, converting these into more desirable and suitable 
forms of energy, and delivering energy to places where the 
demand exists. The end-use part of the energy system provides 
energy services such as cooking, illumination, comfortable 
indoor climate, refrigerated storage, transportation, and con
sumer goods. The purpose, therefore, of the energy system is the 
fulfillment of demand for energy services. Figure B-1 iUusttates 
schematically the architechire of an energy system as a series of 
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Figure B-1: The energy system: schematic diagram with some illustrative examples of the energy sector and energy end-use and ser
vices. The energy sector includes energy extraction, treatment, conversion, and distribution of final energy. The list is not exhaustive, 
and the links shown between stages are not "fixed" (e.g., natural gas is also used to generate electricity, and coal is not used exclusively 
for electricity generation). Source: Adapted from Rogner, 1994. 
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linked stages connecting various energy conversion and trans- 
formation processes that ultimately result in the provision of 
goods and services. A number of examples are given for energy 
extraction, treatment, conversion, distribution, end-use (final 
energy), and energy services in the energy system. The technical 
means by which each stage is realized have evolved over time, 
providing a mosaic of past evolution and future options. 

Primary energy is the energy that is embodied in resources as 
they exist in nature: the chemical energy embodied in fossil 
fuels (coal, oil, and natural gas) or biomass, the potential ener- 
gy of a water reservoir, the electromagnetic energy of solar 27383 
radiation, and the energy released in nuclear reactions. For the 
most part, primary energy is not used directly but is first con- 
verted and transformed into electricity and fuels such as gaso- 385EJ 
line, jet fuel, heating oil, or charcoal. 

Final energy is the energy transported and distributed to the 
point of final use. Examples include gasoline at the service sta- 
tion, electricity at the socket, or fuelwood in the barn. The next 
energy transformation is the conversion of final energy in end- 
use devices, such as appliances, machines, and vehicles, into 
useful energy, such as work and heat. Useful energy is mea- 
sured at the crankshaft of an automobile engine or an industri- 
al electric motor, by the heat of a household radiator or an 
industrial boiler, or by the luminosity of a light bulb. The appli- 
cation of useful energy provides energy services, such as a 
moving vehicle, a warm room, process heat, or light. 

Energy services are the result of a combination of various tech- 
nologies, infrastructures (capital), labor (know-how), materi- 
als, and energy carriers. Clearly, all these input factors carry a 
price tag and, within each category, are in part substitutable for 
one another. From the consumer's perspective, the important 
issues are the quality and cost of energy services. It often mat- 
ters little what the energy carrier or the source of that carrier is. 
It is fair to say that most consumers are often unaware of the 
"upstream" activities of the energy system. The energy system 
is service-driven (i.e., from the bottom up), whereas energy 
flows are driven by resource availability and conversion 
processes (from the top down). Energy flows and driving 
forces interact intimately. Therefore, the energy sector should 
never be analyzed in isolation: It is not sufficient to consider 
only how energy is supplied; the analysis also must include 
how and for what purposes energy is used. 

Figure B-2 illustrates schematically the major energy and car- 
bon flows through the global energy system across the main 
stages of energy transformation, from primary energy to energy 
services. Energy and carbon estimates represent global averages 
in 1990. For definitions of energy and carbon-emissions units, 
see Boxes B-1 and B-2. 

In 1990, 385 EJ of primary energy produced 279 EJ of final 
energy delivered to consumers, resulting in an estimated 112 
EJ of useful energy after conversion in end-use devices. The 
delivery of 112 EJ of useful energy left 273 EJ of rejected ener- 
gy. Most rejected energy is released into the environment as 

ENERGY CARBON CONTENT 

WASTE AND REJECTED CARBON DIOXIDE 
ENERGY EMISSIONS 

Figure B-2: Major energy and carbon flows through the global 
energy system in 1990, EJ and Gt C [(billion tons) or Pg C (10'5 
grams) elemental carbon]. Carbon flows do not include biomass. 
Sources: Marland et al., 1994; IEA, 1993; Marland and Rotty, 
1984; Nakicenovic et al., 1993; WEC, 1992a. 

low-temperature heat, with the exception of some losses and 
wastes such as the incomplete combustion of fuels. 

More than half of the anthropogenic greenhouse gas (GHG) 
emissions originate from the energy system (both in terms of 
mass and in terms of radiative forcing). The predominant gas is 
CO,, which represents more than half of the increase in radia- 
tive forcing from anthropogenic GHG sources. The majority of 
this CO, arises from the use of fossil fuels, which in turn make 
up about 75% of the total energy use. The global energy con- 
sumption of 385 EJ in 1990 was small compared with the solar 
radiation of about 5.4 million EJ intercepted annually by Earth. 
Although small in relation to natural energy flows, the emis- 
sions of energy-related GHGs create a danger of anthropogenic 
interference with Earth's radiative balance (energy budget). 

The carbon content of fossil energy in 1990 was about 6 ( a .5 )  
Gt C [(billion tons) or Pg C (1015 grams) elemental carbon], of 
which about 2.3 Gt C were emitted by the energy sector during 
conversion to fuels and electricity and distribution to final use. 
The remainder, about 3.7 Gt C, was emitted at the point of end- 
use. Included are 0.3 Gt C that were extracted from fossil sources 
without contributing directly to net carbon emissions. This car- 
bon was embodied in durable hydrocarbon-based materials such 
as plastics, asphalt, lubricants, and pharmaceuticals. The carbon 
flows in Figure B-2 are simplifications because the carbon in fos- 
sil fuels is not completely oxidized to CO, during combustion. 
Eventually, however, most hydrocarbons and other combustion 
products containing carbon are converted to CO,. There is some 
ambiguity concerning the amount of CO, emissions from feed- 
stocks embodied in chemical products, as well as the unsustain- 
able use of biomass. Carbon is released by the burning of biomass, 
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Box B-1. Energy Units and Scales 

Energy is defined as tlie capacity to do worlí and is measured in joules (J), where 1 joule is the work done when a force of 
1 newton (1 N = 1 kg ni/s2) is applied through a distance of 1 meter. Power is the rate at which energy is transferred and 
is commonly measured in watts (W), where 1 watt is 1 joule per second. Newton, joule, and watt are defined as units in 
the International System of Units (SI). Other units used to measure energy are toe (ton of oil equivalent; 1 toe = 41.87 x 
105 j)^ used by the oil industry; tee (ton of coal equivalent; 1 tee = 29.31 x 10^ J), used by the coal industry; and kWh 
(kilowatt-hours; 1 kWh = 3.6 x 10^ J), used to measure electricity. Figure B-3 shows some of the commonly used units of 
energy and a few examples of energy consumption levels, along with the Greek names and symbols for factors to power 
of ten (e.g., exa equals lO's and is abbreviated as E; in 1990, the global primary energy consumption was 385 EJ). 

joule 
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10'̂  
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world energy consumption in 1990 
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Quad (10" btu) 
New York City area, annual energy consumption 

- million ton of oil equivalent (Mtoe) 
- power plant (700 MW^), annual electricity generation 

small village in India, annual energy consumption 
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barrel of oil equivalent (boe) 
fuel consumption of a car per 100 km 

m' natural gas 
- cooking, for one hour 

kilowatt-hour (kWh) 

kilojoule (kJ) 

joule (J) 

10̂  British thermal unit (Btu) 

calorie (cal) 
newton-meter (Nm) = watt-second (Ws) 

Figure B-3: Examples of some human energy needs and energy conversion devices, in joules, on a logarithmic scale. Sources: Adapted 
from Starr, 1971; Swedish National Encyclopedia, 1993. 

including energy-related uses. Houghton and Skole (1990) esti
mate the latter to result in gross emissions of 0.7 Gt С per year. 
The extent of annual net emissions from nonfossil COj is difficuh 
to determine due to forest regrowth and the fact that the majority 
of biomass use is renewable. For simplification, we assume that 
feedstocks lead to CO2 emissions—^because even materials like 
asphalt and durable plastics will eventually be oxidized over a 
very long time—and that all biomass used as a source of energy 
is renewable and therefore does not result in net CO2 emissions. 

The 1990 global economic output is estimated at about US$21 
X 1012 (Worid Bank, 1993; U N , 1993); therefore, the average 

energy intensity was about 18 MJ/US$, and energy-related car
bon intensity was about 250 g C/US$. In 1990, the average per
son consumed about 73 GJ of energy and emitted about 1.11С 
(tons carbon or M g C). 

B . 2 . 2 . Energy Efficiency 

Energy is conserved in every conversion process or device. It 
can neither be created nor destroyed, but it can be converted 
from one form into another. This is the first law of thermody
namics. For example, energy in the form of electricity entering 
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Box B-2. CO2 Emission Factors 

CO2 emissions are measured in tons (10^ grams) of elemental carbon. For example, in 1990, global CO2 emissions were 
6 Gt С [(billion tons) or Pg С (10'5 grams) of elemental carbon]. In the literature, CO2 emissions also are reported as the 
mass of the actual molecule (1 kg С corresponds to 3.67 kg of CO2). 

T a b l e B ' l : C a r b o n - e m i s s i o n s f a c t o r s f o r some p r i m a r y energy sources, i n kg C/GJ. 

ОЕСОЛРСС 
1995 (1) 

Literature 
Range Sources 

Wood H H V 26.8-28.4 
L H V 28.1-29.9 (5),(3) 

Peat H H V — 30.3 (3) 
L H V 28.9 

Coal (bituminous) H H V _ 23.9-24.5 (2),(3) 
L H V 25.8 25.1-25.8 (2),(3) 

Crude Oil H H V ™ 19.0-20.3 (3),(4) 
L H V 20.0 20.0-21.4 (3),(4) 

Natural Gas H H V _ 13.6-14.0 (2),(5) 
L H V 15.3 15.0-15.4 (2),(5) 

Notes: H H V is the higher heating value and L H V the lower; the difference is that H H V includes 
the energy of condensation of the water vapor contained in the combustion products. 
Sources: 
(1) ОЕСОЛРСС, 1991 and 1995. 
(2) Marland and Pippin, 1990. 
(3) Grubb, 1989. 
(4) Marland and Rotty, 1984. 
(5) A u s u b e l et a l . , 1988. 

an electtic motor results in the desired output—say, kinetic 
energy of the rotating shaft to do work—and losses in the form 
of heat as the undesired byproduct caused by electric resis
tance, magnetic losses, friction, and other imperfections of 
actual devices. The energy entering a process equals the ener
gy exiting. Energy efficiency is defined as the ratio of the desired 
(usable) energy output to the energy input. In the electric-
motor example, this is the ratio of the shaft power to the ener
gy input electricity. In the case of natural gas for home heating, 
energy efficiency is the ratio of heat energy supplied to the 
home to the energy of the natural gas entering the furnace. This 
definition of energy efficiency is sometimes called first-law 
efficiency. 

A more efficient provision of energy services not only reduces 
the amount of primary energy required but, in general, also 
reduces adverse environmental impacts. Although efficiency is 
an important determinant of the performance of the energy sys
tem, it is not the only one. In the example of a home furnace, 
other considerations include investment, operating costs, life
time, peak power, ease of installation and operation, and other 

technical and economic factors. For entire energy systems, 
other considerations include regional resource endowments, 
conversion technologies, geography, information, time, prices, 
investment finance, operating costs, age of infrastructures, and 
know-how. 

The overall efficiency of an energy system depends on the indi
vidual process efficiencies, the structure of energy supply and 
conversion, and the energy end-use patterns. It is the result of 
compounding the efficiencies of the whole chain of energy 
supply, conversion, distribution, and end-use processes. The 
weakest link in the analysis of the efficiency of various energy 
chains is the determination of energy services and their quan
tification, mostly due to the lack of data about end-use devices 
and actual patterns of their use. 

In 1990, the global efficiency of converting primary energy 
sources to final energy forms, including electricity, was about 
72% (279 EJ over 385 EJ—see Figure B-2). The efficiency of 
converting final energy forms into useful energy is lower, with 
an estimated global average of 40% (Nakicenovic et a l . , 1990; 
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Gil l i et a l , 1995). The resulting average global efficiency of 
converting primary energy to useful energy, then, is the prod
uct of the above two efficiencies, or 29%. Because detailed sta
tistics for most energy services do not exist and many rough 
estimates enter the efficiency calculations, the overall efficien
cy of primary energy to services reported in the literature spans 
a wide range, from 15 to 30% (Olivier and Mial l , 1983; Ayres, 
1989; Wall, 1990; Nakicenovic et a l . , 1990; Schaeffer and 
Wirtshafter, 1992; and Wall et a l . , 1994). 

How much energy is needed for a particular energy service? 
The answer to this question is not so straightforward. It 
depends on the type and quality of the desired energy service; 
the type of conversion technology; the fuel, including the way 
the fuel is supplied; and the surroundings, infrastructures, and 
organizations that provide the energy service. Initially, energy-
efficiency improvements can be achieved in many instances 
without elaborate analysis through common sense, good 
housekeeping, and leak-plugging practices. Obviously, energy 
service efficiencies improve as a result of sealing leaking win
dow frames or installing a more efficient furnace. If the service 
is transportation—getting to and from work, for example— 
using a transit bus jointly with other commuters is more energy-
efficient than taking individual automobiles. After the easiest 
improvements have been made, however, the analysis must go 
far beyond energy accounting. 

Here the concept that something may get lost or destroyed in 
every energy device or transformation process is useful. This 
"something" is called "availability," which is the capacity of 
energy to do work. Often the availability concept is called 
"exergy."! 

The following example should help clarify the difference 
between energy and exergy. A well-insulated room contains a 
small container of kerosene surrounded by air. The kerosene is 
ignited and bums until the container is empty. The net result is a 
small temperature increase of the air in the room ("enriched" 
with the combustion products). Assuming no heat leaks from the 
room, the total quantity of energy in the room has not changed. 
What has changed, however, is the quality of energy. The initial 
fuel-air combination has a greater potential to perform useful 
tasks than tiie resulting slightiy warmer air mixture. For exam
ple, one could use tiie fuel to generate electricity or operate a 
motor vehicle. The ability of a slightly warmed room to perform 
any useful task other than space conditioning is very limited. In 
fact, the initial potential of the fuel-air combination or the "exer
gy" has been largely lost.2 Although energy is conserved, exergy 
is destroyed in all real-life energy conversion processes. This is 
what the second law of thermodynamics expresses. 

Another, more technical, example should help clarify the differ
ence between first-law (energy) and second-law (exergy) effi
ciencies. Fumaces used to heat buildings are typically 70 to 
80% efficient, with the latest, best-performing condensing fur
naces operating at efficiencies greater than 90%. This may sug
gest that little energy savings should be possible, considering 
the high fu:st-law efficiencies of fumaces. Such a conclusion is 

incorrect. The quoted efficiency is based on the specific process 
being used to operate the fumace—combustion of fossil fuel to 
produce heat. Because the combustion temperatures in a fur
nace are significantly higher than those desned for the energy 
service of space heating, the service is not well-matched to the 
source, and the result is an inefficient application of the device 
and fuel. Ratiier tiian focusing on the efficiency of a given tech
nique for the provision of the energy service of space heating, 
one needs to investigate the theoretical limits of the efficiency 
of supplying heat to a building based on the actual temperature 
regime between the desired room temperature and the heat sup
plied by a technology. The ratio of theoretical minimum energy 
consumption for a particular task to the actual energy consump
tion for the same task is called exergy or second-law (of ther
modynamics) efficiency. 

Consider an example: Providing a temperature of 30°C to a 
building while the outdoor temperature is 4°C requires a theo
retical minimum of one unit of energy input for every 12 units 
of heat energy dehvered to the indoors. To provide 12 units of 
heat with an 80% efficient fumace, however, requires 12/0.8, 
or 15, units of heat. The corresponding second-law efficiency 
is the ratio of ideal to actual energy use (i.e., 1/15 or 7%). 

The first-law efficiency of 80% gives the misleading impres
sion that only modest improvements are possible. The second-
law efficiency of 7% says that a 15-fold reduction in final heat
ing energy is theoretically possible.^ In practice, theoretical 
maxima cannot be achieved. More realistic improvement 
potentials might be in the range of half of the theoretical limit. 
In addition, further improvements in the efficiency of supply
ing services are possible by task changes—for instance, reduc
ing the thermal heat losses of the building to be heated via bet
ter insulated walls and windows. 

What is the implication of the second law for energy efficien
cies? First of all, it is not sufficient to account for energy-in 

1 Exergy is defined as the maximum amount of energy that under 
given (ambient) thermodynamic conditions can be converted into 
any other form of energy; it is also known as availability or work 
potential (WEC, 1992b). Therefore, exergy defines the minimum 
theoretical amount of energy required to perform a given task. 

2 An alternative example: In terms of energy, 1 kWh of electricity 
and the heat contained in 43 kg of 20°C water are equal (i.e., 3.6 
MJ). At ambient conditions, it is obvious that 1 kWh electricity has 
a much larger potential to do work (e.g., to turn a shaft or to pro
vide light) than the 43 kg of 20°C water. See also Moran, 1989. 

3 For example, instead of combusting a fossil fuel, Goldemberg et a l . 
(1988) give the example of a heat pump, which extracts heat from a 
local environment (outdoor air, indoor exhaust air, groundwater) 
and delivers it into the building. A heat pump operating on electrici
ty can supply 12 units of heat for 3 to 4 units of electrical energy. 
The second-law efficiency improves to 25-33% for this particular 
task— still considerably below the theoretical maximum efficiency. 
Not accounted for in this example, however, are energy losses dur
ing electricity generation. Assuming a modern gas-fired, combined-
cycle power plant with 50% efficiency, the overall efficiency gain is 
still a factor of two compared with a gas fumace heating system. 
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versus energy-out ratios witliout due regard for tiie quality dif
ference (i.e., the exergy destroyed in the process). Minimum 
exergy destruction means an optimal match between the ener
gy service demanded and the energy source. Although a natural-
gas heating furnace may have an energy efficiency of close to 
100%, the exergy destruction may be very high, depending on 
the temperature difference between the desired room tempera
ture and the temperature of the environment. The second-law 
efficiency, defined as exergy-out over exergy-in, in this natural-
gas home heating furnace example is some 7%—that is, 93% 
of the original potential of doing useful work (exergy) of the 
natural gas entering the furnace is lost. Here we have a gross 
mismatch between the natural-gas potential to do useful work 
and the low-temperature nature of the energy service, namely 
space conditioning. 

There are many difficulties and definitional ambiguities 
involved in estimating the exergy efficiencies for compre
hensive energy source-to-service chains or entire energy sys
tems. There are many examples for the analysis of individual 
conversion devices; for instance, losses around a thermal 
power plant are described in Yasni and Carrington (1989). A 
few attempts have also been made to analyze energy systems 
efficiencies to useful energy or even to energy services. A l l 
indicate that primary-to-service (second-law or exergy) effi
ciencies are as low as a few percent. AIP (1975) and Olivier 
and Mia l l (1983) were among the first to give detailed 
assessments of end-use exergy efficiencies, including service 
efficiencies. Ayres (1989) calculates an overall primary exer
gy to service efficiency of 2.5% for the United States. Wall 
(1990) estimates a primary-to-useful exergy efficiency in 
Japan of 21%, and Wall et a l . (1994) calculate a primary-to-
useful exergy efficiency of less than 15% for Italy. Schaeffer 
and Wirtshafter (1992) estimate a primary-to-useful energy 
efficiency of 32% and an exergy efficiency of 23% for 
Brazil. Other estimates include Rosen (1992) for Canada, 
and Ozdogan and Arikol (1995) for Turkey. Estimates of 
global and regional primary-to-service exergy efficiencies 
vary from ten to as low as a few percent (Gill i et a l . , 1990, 
1995; Nakicenovic e t a l , 1990, 1993). 

The theoretical potential for efficiency improvements is very 
large; current energy systems are nowhere close to the maxi
mum levels suggested by the second law of thermodynamics. 
However, the full realization of this potential is impossible. 
Friction, resistance, and similar losses never can be totally 
avoided. In addition, there are numerous barriers and inertias to 
be overcome, such as social behavior, vintage structures, 
financing of capital costs, lack of information and know-how, 
and insufficient pohcy incentives. 

The principal advantage of second-law efficiency is that it 
relates actual efficiency to the theoretical (ideal) maximum. 
Although this theoretical maximum can never be reached, 
low-exergy efficiencies identify those areas with the largest 
potentials for efficiency improvement. For fossil fuels, this 
suggests the areas that also have the highest emission-mitigation 
potentials. 

B.3. Energy Use, CO2 Emissions, and Energy Resources 

B . 3 . 1 , Past and Present Energy Use 

Global primary energy consumption has grown at an average 
annual rate of about 2% per year for almost 2 centuries— 
doubling, on average, about every 3 decades. This estimate 
includes all sources of commercial energy and fuelwood. There 
is a considerable variation in energy consumption growth rates 
over time and between different regions. For example, the glob
al fossil energy consumption grew at 5% per year between 1950 
and 1970, 3.3% annually between 1970 and 1990, and only 
0.3% per year between 1990 and 1994. Emissions and other 
environmental effects of energy supply and end-use increased at 
somewhat slower rates than primary energy consumption. 

Figure B-4 shows global annual primary energy consumption 
by source since 1860; Figure B-5 shows the relative shares of 
each source in total consumption. With the emergence of the 
coal age and steam power, global primary energy use evolved 
from a reliance on traditional energy sources, such as fuel-
wood, to fossil energy. Subsequently, coal was replaced by oil 
as the dominant primary energy source. Energy conversion 
also changed fundamentally with internal combustion, electric
ity generation, steam and gas turbines, and chemical and ther
mal energy conversion. The dynamics of structural changes in 
the global energy system, illustrated in Figure B-5, can be char
acterized by relatively slow rates of change, which are typical 
for infrastructures. It took about half a century before coal was 
replaced by crude oil as the dominant global energy source. At 
the global level, the "time constant" for fundamental energy 
transitions has been on the order of 50 years. At the regional 
level and for individual energy technologies and devices, the 
characteristic time constants are usually shorter, as a result of 
faster capital turnover, among other factors. 

Much of the historical increase in global primary energy con
sumption has occurred in the more developed countries. About 

1860 1880 1900 1920 1940 1960 1980 
Year 

Figure B-4: Global primary energy consumption by source, and 
total in EJ/yr (data for crude oil include non-energy feedstocks). 
Sources: BP, various volumes; ША, 1993; Marchetti and 
Nakicenovic, 1979. 
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Figure B-5: Shares of energy sources in total global primary energy 
consumption, in percent of the total. 

25% of the world's population consume almost 80% of the 
global energy. Cumulative consumption is even more uneven
ly distributed: About 85% of all energy used to date has been 
consumed by less than 20% of the cumulative global popula
tion (measured in cumulative person-years) since 1860. The 
differences in current per capita commercial energy consump
tion are more than a factor of 20 between the highest (North 
America) and the lowest (Africa) energy-consuming regions in 
the world—but more than a factor of 500 between individual 
countries. Another important difference is in the structure of 
energy supply, especially the strong reliance on traditional and 
noncommercial sources of energy in the developing countries 
(Hall, 1991). 

Table B-2 shows the 1990 energy balance for the world from 
primary to final energy consumption, by energy carrier and 
sector. Crude oil is the dominant primary energy source in the 
world, accounting for 33% of the total, followed by coal and 
natural gas with 24 and 18% shares, respectively. Hydropower 
and nuclear energy are regionally important; they contribute 
more than 19 and 15% to global electricity supply, respective
ly. About 13% of the final energy is delivered as electricity. 

The largest final energy share of 38% is taken by oil products, 
half of them being used in the transport sector and constituting 
96% of all the energy needs in this sector. The largest final 
energy carrier in industry is coal at 30%, accounting for almost 
70% of all the direct uses of coal. Two-thirds of primary coal 
is used for electricity generation. About 30% of natural gas is 
used for electricity generation; the rest is divided almost equal
ly between industrial uses and those in the household, com
mercial, and agricultural sectors. Electricity is also almost 
equally divided between these end uses. Most traditional bio
mass is used locally, with little or no conversion, and is shown 
under the "other" sector category in Table B-2. Primary energy 
consumption is well-documented in both national and interna
tional statistics. A n exception is the use of traditional noncom
mercial energy (biomass). Larger uncertainties surround sec
toral disaggregations of final energy consumption, due to a 
lack of detailed statistics in many countries. The numbers on 
sectoral final energy use given in Table B-2 are estimates. In 
some cases, alternative estimates are presented in individual 
chapters that deal with sectoral energy issues. 

The historical shifts from traditional energy sources and coal to 
crude oil and natural gas were accompanied by the develop
ment of elaborate conversion systems for the production of 
more suitable forms of final energy, such as electricity. These 
structural changes, together with improvements in the perfor
mance of individual energy technologies, have resulted in sig
nificant efficiency improvements. Efficiency improvements in 
converting primary sources to final and useful energy forms, 
along with economic structural change, have contributed to a 
reduction of specific primary energy needs for generating a 
unit of economic output, usually measured in terms of gross 
domestic product (GDP) or gross national product (GNP). This 
ratio is often called energy intensity. Figure B-6 illustrates the 
changes in energy intensity for a number of world regions and 
countries and shows that, on average, 1% less energy per year 
was required every successive year to generate a unit of eco
nomic output. Actual variations of energy intensities and their 
improvement rates are large—depending, for instance, on the 

Table B - 2 : G l o b a l energy c o n s u m p t i o n i n 1 9 9 0 by energy s o u r c e a n d by sector, i n EJ/yr. 

Coal Oil Gas Nuclear Hydro^ Electricity Heat Biomass Total 

Primary 91 128 71 19 21 — - 55 385 
Final 36 106 41 - - 35 8 53 279 

Industry 25 15 22 - - 17 4 3 86 
Transport 1 59 0 - - 1 0 0 61 
Others 10 18 18 - - 17 4 50 117 
Feedstocks'' 0 14 1 - - - - 0 15 

Notes: Primary energy is recovered or gathered directly from natural sources (e.g., mined coal, collected biomass, or harnessed 
hydroelectricity), then is converted into fuels and electricity (e.g., electricity, gasoUne, and charcoal), resulting in final energy 
after distribution and deUvery to the point of consiimption. 
Sources: l E A , 1993; Hall, 1991, 1993; U N , 1993; W E C , 1983, 1993a, 1993b; Nakicenovic et a l , 1993. 
''Nuclear and hydropower electricity have been converted into primary thermal equivalent, with an average factor of 38.5% 

(WEC, 1983). 
''Feedstocks represent non-energy use of hydrocarbons. 
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Figure B-6: Primary energy intensity (including wood and biomass) of value added in MJ per constant GDP in 1980 doUars [at market 
exchange rates (mexr) and purchasing power parities (ppp)]. Source: Grubler, 1991. 

measure adopted to compare GDP between countries and 
regions, geographical factors, energy prices, and policies. 

B . 3 . 2 . Past a n d Present CO2 Emissions 

CO2 emissions from fossil energy consumption in 1990 are 
estimated at about 6.0 (±0.5) Gt С (Marland et a l . , 1994; Subak 
et a l . , 1993). This represents 70 to 90% of all anthropogenic 
sources of CO2 in that year (IPCC, 1992). 

Figure B-7 shows fossil energy CO2 emissions by major world 
regions (emission factors are given in Box B-2). Developed 
countries contribute most to present global CO2 emissions and 
also are responsible for most of the historical increase in con-
centi:ations. Although they are at lower absolute levels, emis
sions are growing more rapidly in developing countries than in 

developed regions. The largest single source of energy-related 
carbon emissions is coal, with about a 43% share, followed by 
oil with about 39%, and natural gas with 18%. Adding non-
energy feedstocks reverses the shares to 40% for coal and 42% 
for oil. Due to the lack of data, these shares do not include 
energy-related deforestation or CO2 emissions from unsustain
able use of biomass. 

Figure B-8 shows 1990 per capita CO2 emissions in a number 
of world regions by source and relates these to the respective 
population size. Estimates of nonfossil sources of CO2 are 
included.'* The current levels of per capita fossil-fuel carbon 

Including CO2 emissions from land-use changes such as deforesta
tion (1.6±1 Gt C—IPCC, 1992). The extent of annual net emissions 
from nonfossil CO2 sources is difficult to determine due to forest 
regrowth and the fact that the majority of biomass use is renewable. 
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Figure B-7: Global energy-related C02 emissions by major world region in Gt Clyr (Pg Clyr). Sources: Keeling, 1994: Marland et al., 
1994; Griibler and Nakicenovic, 1992; Etemad and Luciani, 1991; Fujii, 1990; UN, 1952. 

emissions in the world regions shown in Figure B-8 differ by a 
factor of 30. A persistent per capita emission gap remains after 
including carbon emissions from tropical deforestation, cur- 
rently estimated to range between 0.6 and 2.6 Gt Clyr through- 
out the 1980s (IPCC, 1990, 1992; Ferreira and Marcondes, 
1991; Houghton et al., 1987). 

The CO, emission intensity of both energy and economic 
activities is decreasing. Figure B-9 illustrates the extent of 
"decarbonization" in terms of the ratio of average carbon emis- 
sions per unit of primary energy consumed globally since 
1860. The ratio has decreased due to the replacement of fuels 
with high carbon content, such as coal, by those with lower 
carbon content, such as natural gas, and by those with zero car- 
bon content, such as nuclear power (see Figure B-5).5 Energy 

5 It should be noted that so-called zero-carbon energy sources can 
result in some C02 and other GHG emissions, either because fossil 
energy is embodied in their construction materials (e.g., concrete in 
the structures of a nuclear power plant or a hydroelectric dam) or 
because fossil energy is required for operation and maintenance of 
energy facilities (e.g., gasoline and diesel vehicles). Some renew- 
able sources also can entail C02 and other GHG emissions during 
operation. Examples include C02 emissions from geothermal; CH, 
emissions from anaerobic decay of biomass in flooded hydropower 
reservoirs; or CH,, CO, and N20 emissions from biomass burning. 

development paths in different countries and regions have var- 
ied enormously and consistently over long periods. The overall 
tendency has been toward lower carbon intensities, although 
intensities are currently increasing in some developing coun- 
tries. At the global level, the reduction in carbon intensity per 
unit value added has been about 1.3% per year since the mid- 
1800s-about 1.7% short of that required to offset the growth 
in global economic output of about 3% per year during that 
period (hence, global CO, emissions have grown at approxi- 
mately 1.7%/yr). 

B.3.3. Energy Reserves, Resources, and Potentials 

Energy occurrences and their potential recoverability cannot 
be characterized by a simple measure or single numbers. They 
comprise quantities along a continuum in at least three, inter- 
related, dimensions: geological knowledge, economics, and 
technology. McKelvey (1972) proposed a commonly used dia- 
gram with a matrix structure for the classification along two 
dimensions: decreasing geological certainty of occurrence and 
decreasing economic recoverability. 

Reserves are those occurrences that are identified and mea- 
sured as economically and technically recoverable with current 
technologies and prices. Resources are those occurrences with 
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Figure B-8: 1990 per capita CO2 emissions by region and source, fossil fuels, and range for biota sources (includes sustainable use of biomass 
that does not contribute to atmospheric concentration increase). Sources: lEA, 1993; Marland et a l . , 1994; Nakicenovic et a l . , 1993; Subak et 
a l . , 1993; IPCC, 1990, 1992; Bos et a l . , 1992; Houghton étal, 1987. 

less-certain geological and/or economic characteristics, but 
which are considered potentially recoverable with foreseeable 
technological and economic developments. The resource base 
includes both categories.^ Additional quantities with unknown 
certainty of occurrence and/or with unknown or no economic 
significance in the foreseeable future are referred to here sim
ply as "additional occurrences." For example, such additional 
occurrences include methane hydrates and natural uranium in 
seawater, both inferred to exist in large quantities but with 
unknown economic and/or technological means for extraction. 
Occurrences comprise all of the above three categories: 
reserves, resources, and additional occurrences. 

from resources to reserves require investments. This adds a 
financial constraint on the expansion of reserves, so that from 
an economic point of view it makes little sense to invest in 
maintaining reserves for more than 20 years of production. For 
oil, this has indeed been the case. Therefore, there is a lot of 
exploration that still can be done but that has been deferred to 
the future for economic reasons. This is an important point 
when trying to understand energy reserves and why significant 
discoveries are still being made. 

B . 3 . 3 . 1 . F o s s i l a n d N u c l e a r Reserves a n d Resources 

Improved geological knowledge, both scientific and experi
mental (e.g., reservoir theories and exploration); improved 
technology; and changing prices have continuously served to 
increase the fossil energy resource base and have led to numer
ous large discoveries. Additions to reserves from resources 
have historically outpaced consumption. However, transfers 

б The fossil fuel resource-base estimates include potentially recover
able resources of coal, conventional oil, natural gas, unconvention
al oil (oil shale, tar sands, and heavy crude), and unconventional 
natural gas (gas in Devonian shales, tight sand formations, geo-
pressured aquifers, and coal seams). 

Currently identified global fossil energy reserves are estimated 
to be about 50,000 EJ. This quantity is theoretically large 
enough to last 130 years at the 1990 level of global energy con
sumption of 385 EJ. It is five times larger than cumulative fos
sil energy consumption since the beginning of the coal era in 
the mid-19th century. Coal accounts for more than half of all 
fossil reserves. Table B-3 summarizes past and current con
sumption levels and estimates of global fossil and nuclear ener
gy reserves, resources, and additional occurrences. 

Estimates of resources and additional occurrences of fossil ener
gy are much larger but more uncertain than reserves. Table B-3 
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Figure B-9: Global decarbonization of energy since 1860 (including 
gross carbon emissions from fuelwood), in g C/MJ of primary energy. 
Source: Nakicenovic e t a l . , 1993. 

shows the global fossil resource-base estimate to be about 
186,000 EJ, with additional occurrences of almost 1 million EJ. 
Included in the conventional resources are estimates of ultimately 

recoverable conventional oil and gas resources remaining to be 
discovered at 95%, 50%, and 5% probability levels, ranging 
between from 1,800 and 5,500 EJ for oil and 2,700 and 10,900 
EJ for gas (Masters et a l . , 1991, 1994). 

Methane resources are of particular interest because they have 
the lowest specific carbon emissions per unit energy of all fos
sil fuels. They are also of interest because methane is the sec
ond most important G H G associated with energy use and with 
anthropogenic activities in general. Because methane has a 
higher radiative forcing than CO2 as a G H G , its climate effects 
are significantly reduced if it is oxidized into CO2 (i.e., burned) 
instead of being released into the atmosphere. The reserves of 
unconventional gas are of the same magnitude as those for oil. 
The unconventional gas resource base is larger than that of 
unconventional oil, whereas the conventional resource bases 
are about the same. Additionally, there are large gas occur
rences in the form of hydrates in permafrost areas and offshore 
continental-shelf sediments—in the range of 800,000 EJ 
(Kvenvolden, 1993; MacDonald, 1990). 

The fossil resource base and additional occurrences are the ulti
mate global "carbon endowment" available to future genera
tions, a number larger than 25,000 Gt С (Pg C). Fossil energy 
reserves correspond to 1,000 Gt С—exceeding the current 
carbon content of Earth's atmosphere (about 770 Gt C, or an 

Table B - 3 : G l o b a l f o s s i l energy reserves, r e s o u r c e s , a n d o c c u r r e n c e s , i n EJ. 

Unconventional 
Conventional Resources Resources 

Remaining to Recoverable 
be Discovered w/ Techno-

Consumption^ Reserves at Probability'' Currently logical Resource Additional 
1860-1990 1990 Identified 95% 50% 5% Recoverable Progress Base^ Occurrence 

Oil 
Conventional 
Unconventional 

Gas 
Conventional 
Unconventional 
Hydrates'' 

Coal 
Total 

3343 

1703 

5203 
10249 

128 

71 

91 
290 

6000 
7100 

4800 
6900 

25200 
50000 

1800 2500 5500 

2700 4400 10900 
2200 

9000 

17800 

8500 
16100 

9200 
26900 

13900 86400 125500 
>4500 >6900 >16400 >16100 >113200 >186200 

>10000 
>15000 

>10000 
>22000 
>800000 
>130000 
>987000 

Nuclear^ 212 19 1800 2300 4100 >6000 >14200 >1000000 

Notes: A l l totals have been rounded; - = negligible amounts; blanks = data not available. 
Sources: Nakicenovic et a i , 1993; W E C , 1992a; Grubler, 1991; MacDonald, 1990; Masters et a i , 1994; Rogner, 1990; BR 
various volumes; BGR, 1989; Delahaye and Grenon, 1983. 
a Grubler and Nakicenovic, 1992. 
''Masters e t a l , 1994. 
с Resource base is the sum of reserves and resources. Conventional resources remaining to be discovered at probabihty of 50% 

are included for oil and gas. 
d MacDonald, 1990. 
e Natural uranium reserves and resources are effectively 60 times larger if fast breeder reactors are used. Calculated from natural 

uranium reserves and resources (OECD/NEA and IAEA, 1993) into thermal equivalent for once-through fuel cycle with average 
factor of 1,700 g per TJ thermal or 4,440 g natural uranium per TJ of electricity (16 M g natural uranium per TWh^ electricity). 
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atmospheric concentration of 358 ppm in 1994). The resource base 
of conventional oil, gas, and coal, with some 3,500 Gt C, is about 
five trnies as large as the current atmospheric carbon content. 

Uranium reserves, recoverable at costs less than US$130/kg, were 
evaluated at 3 million tons of natural uranium in January 1993 
(OECD/NEA and IAEA, 1993). This corresponds to about 600 EJ 
of electricity—or about 1,800 EJ thermal equivalent if used m 
convertor reactors with a once-through fuel cycle (i.e., without 
reprocessing or final disposal of spent fuel) or to more than 
100,000 EJ if used in fast breeder reactors (see Table B-3). In addi
tion, some 4 million tons of natural uranium (correspondmg to 
2,300 EJ thermal) are known to exist; part of this supply is in 
countties where recovery costs have not been estimated. Uranium 
resources recoverable from unconventional ore bodies or as a 
byproduct amount to some 7 milhon tons of natural uranium (4,100 
EJ thermal). Resources, estimated tiirough geological assessment, 
amount to some 10 to 11 million tons of natural uranium (5,800 to 
6,400 EJ tiiermal). Additional occurrences tiiat cannot be exploited 
with current technologies mclude seawater, with an estimated nat
ural uranium energy content exceeding one million EJ. Thorium 
reserves and resources are reported only for a few countries, and on 
that basis are esthnated at 4 million tons. Geological information 
suggests that the resources may be much larger. 

B . 3 . 3 . 2 . Renewable E n e r g y P o t e n t i a l s a n d N a t u r a l F l o w s 

In contrast to fossil energy sources, renewable energy forms 
such as solar, wind, and hydro can be either carbon-free or 

carbon-neutral. The sustainable use of biomass, for example, 
is carbon-neutral. Solar photovoltaic electricity generation is 
carbon-free. One must be careful, of course, to examine the 
full life cycle of the system when comparing the G H G impli
cations of different energy systems because, for example, all 
energy systems currently rely on fossil fuels to construct 
devices, transport material, and dispose of waste. 

Figure B-10 provides a schematic illusttation of annual global 
energy flows without anthropogenic interference (S0rensen, 
1979), and Table B-4 gives a summary of the annual (global) 
natural flows of renewable energy worldwide and their techni
cal recovery potentials, as well as estimates for more practical 
potentials that could be achieved by 2020-2025 with current 
and near- to medium-term technologies and cost structures. 
The concept of technical potential can be used in a similar 
fashion as the concept of energy resources, and potentials by 
2020 as the concept of energy reserves. The fundamental dif
ference, of course, is that renewable potentials represent annu
al flows available, in principle, on a sustainable basis indefi
nitely, whereas fossil energy reserves and resources, although 
expanding in time, are fundamentally finite quantities. Life-
cycle analyses remain important because although the energy 
flows are sustainable they still require materials like concrete 
and copper and the commitment of land and other resources. 
The renewable energy potentials identified in Table B-4 are 
theoretically large enough to provide the current primary ener
gy needs for the world, and the technical potentials are large 
enough to cover most of the conceivable future growth of glob
al energy demand. 

Table B - 4 : G l o b a l r e n e w a b l e energy p o t e n t i a l s by 2 0 2 0 - 2 0 2 5 , m a x i m u m t e c h n i c a l p o t e n t i a l s , a n d a n n u a l n a t u r a l f l o w s , i n EJ 
t h e r m a l e q u i v a l e n t . ^ 

Consumption'' 
1860-1990 1990 

Potential by 
2020-2025C 

Long-Term 
Technical 

Potentials'̂  
Annual 
Flows 

Hydro 560 21 35-55 >130 >400 
Geothermal - <1 4 >20 >800 
Wind — — 7-10 >130 >200000 
Ocean - - 2 >20 >300 
Solar — - 16-22 >2600 >3000000 
Biomass 1150 55 72-137 >1300 
Total 1710 76 130-230 >4200 >3000000 

Sources: Hall et a l . , 1993; Morena and Poole, 1993; Grubb and Meyer, 1993; Johansson et a l . , 1993; Swisher and Wilson, 
1993; W E C , 1993b, 1994; Dessus et a l . , 1992; Grübler and Nakicenovic, 1992; Hall, 1991; IPCC, 1992; Jensen and S0rensen, 
1984; S0rensen, 1979. 
Notes: A l l totals have been rounded; - = negligible amounts; blanks = data not available. 
^ A l l estimates have been converted into thermal equivalent with an average factor of 38.5%. 
b Grübler and Nakicenovic, 1992. 
^ Range estimated from the literature. Survey includes the following sources: Johansson et a l , 1993; W E C , 1993b; Dessus et 

a i , 1992; EPA, 1990. It represents renewable potentials by 2020-2025, in scenarios with assumed policies for enhanced 
exploitation of renewable potentials. 

d Long-term technical potentials are based on the Working Group II evaluation of tiie Uterature sources given in this table. 
This evaluation is intended to correspond to the concept of fossil energy resources, conventional and unconventional. 
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Figure B-10: Global energy balance and flows without anthropogenic interference. The energy flows are in units of 1,000 EJ/yr. Numbers 
in parentheses are uncertain or rounded. Source: S0rensen, 1979. 

Hydropower is currently the most-developed modem renew
able energy source worldwide. Table B-4 shows that the maxi
mum technical potential is almost as large as the total final 
electricity consumption in 1990 as given in Table B-2 (WEC, 
1993b; Moreira and Poole, 1993). 

The technology to harness geothermal resources is estab
lished. Its current total use is about 0.2 EJ of electricity (Arai, 
1993; Hafele et a l . , 1981). There are four types of geothermal 
occurrences: hydrothermal sources, hot dry rock, magma, and 
geopressurized sources. The total accessible resource base of 
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geothermal energy to a depth of 5 km is more than 126 million 
EJ (Palmerini, 1993), but occurrences within easily accessible 
layers of the crust reduce the technical potential. The annual 
flow from Earth is estimated at about 800 EJ/yr (S0rensen, 
1979). The long-term technical potential could be greater than 
20 EJ—especially i f deep drilling costs can be reduced, as 
these are a major limitation to this energy source. 

The energy flux of the atmosphere corresponds to about 
200,000 EJ/yr of wind energy. The height limitations of wind 
converters, the distance of offshore sites, and insufficient wind 
velocities and land use all limit the practical potential. The ulti
mate potential of wind-generated electricity worldwide could 
indeed be very large: Some estimates place it at 50 times cur
rent global final electricity consumption (Grubb and Meyer, 
1993; W E C , 1993b; Cavallo e t a l . , 1993; Gipe, 1991; Hafele et 
a l . , 1981). Wind electricity is produced at many sites, and it is 
often also an economic option for electricity generation. The 
conversion efficiency is not the real barrier to the successful 
operation of wind-powered electricity generators. The techno
logical challenge is that wind velocity is not constant in mag
nitude and direction. To utihze much higher windspeeds off
shore, one option is to install floating windmills and to trans
port the electricity generated directly to the location of con
sumption or to use it for on-board hydrogen production. 

Ocean energy flows include thermal energy, waves, tides, and 
the sea-freshwater interfaces as rivers flow into oceans. The 
low temperature gradients and low wave heights lead to an 
annual flow up to 300 EJ/yr of electricity. The technical poten
tial is about 10 to 100 times smaller (Cavanagh et a l . , 1993; 
W E C , 1993b; Baker, 1991; S0rensen, 1979). 

A l l conceivable human energy needs could be provided for by 
diverting only a small fraction of the solar influx to energy use, 
assuming that a significantly large area could be devoted to 
solar energy gathering because of low spatial energy densities. 
Solar thermal and photovoltaic demonstration power plants are 
operating in a number of countries. Many gigawatts (GW) of 
installed electric capacity could be constructed after a few 
years of development. The main challenge is to reduce capital 
costs. Other proposals also have been made—for instance, 
placing solar power satellites in space. 

Four general categories of biomass energy resources are used 
for fuels: fuelwood, wastes, forests, and energy plantations. 
Biomass wastes originate from farm crops, animals, forestry 
wastes, wood-processing byproducts, and municipal waste and 
sewage. The potential of biomass energy crops and plantations 
depends on the land area available, the harvestable yield, its 
energy content, and the conversion efficiency. Biomass poten
tials by 2020-2025 in Table B-4 are based on a literature sur
vey of estimates and scenarios (Johansson et a l . , 1993; W E C , 
1993b; Hall, 1991). The technical potential of biomass energy 
crops and plantations is especially difficult to estimate. Based 
on land-use capacity studies, estimates of the land available for 
tropical plantations range between 580 and 620 million ha 
(Houghton e t a l , 1991; Grainger, 1990). 
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B.4. Energy-Related Chapters 

A number of chapters in this report are devoted to the assessment 
of energy-related impacts of and adaptation to climate change and 
to energy-related mitigation options. Vuberability to climate 
change (includmg impacts and adaptation) concemmg the energy, 
industry, and transportation sectors is considered in Chapter 11; 
human settlements are covered in Chapter 12. The general con
clusion is that the sensitivity of the energy, industty, and trans
portation sectors is relatively low, whereas the capacity for 
autonomous adaptation is expected to be high if climate change is 
relatively gradual and not too drastic. Infrasfructure and activities 
in these sectors would be susceptible to sudden changes and siu--
prises; however, the subsectors most sensitive to chmate change 
include agroindustry, renewable energy production including 
hydroelecttic generation, construction, and manufacturing heavily 
dependent on water supplies. The most vuhierable human settle
ments are located in damage-prone areas of the developing world 
that do not have resources to cope with impacts. 

Energy-related options for controlling the sources and enhanc
ing the sinks of GHGs have an important role, to a varying 
degree, in all of the mitigation chapters. Chapter 19 assesses 
energy supply mitigation options, and the following three 
chapters, 20 through 22, consider individual sectors—industry, 
transportation, and human settlements, respectively. In addi
tion, mitigation options related to energy supply and use (e.g., 
biomass) are considered in Chapters 23 and 24 on agriculture 
and forestry, respectively. 

Energy-related emissions account for the largest share of CO2 
sources and have varying importance in the emissions of other 
GHGs. Global primary energy needs are expected to increase 
anywhere between 540 and 2,500 EJ by 2100, according to the 
IS92 IPCC scenarios. A detailed assessment and evaluation of 
IPCC and other energy and emissions scenarios is provided in 
A n E v a l u a t i o n of t h e I P C C IS92 E m i s s i o n S c e n a r i o s (Alcamo 
et a l , 1995). With increases in global primary energy, G H G 
emissions will continue to grow unless they are mitigated. The 
general conclusion in Chapters 19 to 24 is that the technologi
cal potential to achieve significant emission reductions is 
indeed large, but there are important uncertainties regarding 
the ease, timing, and cost of implementing mitigation options 
and measures. 

Implementation depends on successful research and develop
ment, the existence of the right market and institutional condi
tions, and timely market penetration, as well as the adoption of 
new technologies and practices by firms and individuals. 
Government pohcies are an important element in the creation 
of appropriate market conditions and incentive structures. 

Chapter 25, the last of the mitigation options chapters, evalu
ates strategies that emphasize land use and highlights some key 
cross-cutting themes related to implementation and energy 
supply and use. It concludes with a discussion of nontradition-
al mitigation options such as "geoengineering," which might 
be involved as "last resort options" for the future. 
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The last two chapters of the report, Chapters 27 and 28, 
describe methods for assessing mitigation options and offer an 
inventory of mitigation technologies, respectively. These meth
ods can be used to develop mitigation strategies and evaluate 
mitigation projects and, together with the inventory, are avail
able to all countries. 
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EXECUTIVE SUMMARY 

Forests are highly sensitive to climate change. This has been 
shown by observations from the past, experimental studies, and 
simulation models based on current ecophysiological and eco
logical understanding. In particular, the following was concluded: 

• Sustained increases of as little as 1°C in mean annual 
air temperature can be sufficient to cause changes in 
the growth and regeneration capacity of many tree 
species. In several regions, this can significantly alter 
the function and composition of forests; in others, it 
can cause forest cover to disappear completely 
(Medium Confidence). 

• Suitable habitats for many species or forest types are 
likely to shift faster with chmate change than the maxi
mum natural rate at which many species can migrate and 
establish. Consequently, slow-growing species, such as 
late successional species, or those with resfricted seed 
dispersal will be replaced by faster-growing, highly 
adaptable or more mobile species (High Confidence). 

• Forests are particularly vulnerable to extremes of 
water availability (either drought or waterlogging) 
and will decline rapidly if conditions move toward 
one of the extremes (High Confidence). 

• Forced by a doubled carbon dioxide (2 x CO2) cli
mate, global models project that a substantial fraction 
of the existing forests will experience climatic condi
tions under which they do not currentiy exist; eventu
ally, large forested areas will have to change from the 
current to new major vegetation types (High 
Confidence). Averaged over all zones, the models pre
dict that 33% of the currently forested area could be 
affected by such changes; in the boreal zone, one 
model projects it to be as high as 65% (Medium 
Confidence). Yet it is currentiy not possible to predict 
tiansient forest responses at a regional to global scale. 

• Although net primary productivity may increase, the 
standing biomass of forests may not increase because 
of more frequent outbreaks and extended ranges of 
pests and pathogens and increasing frequency and 
intensity of fires (Medium Confidence). 

• Mature forests are a large store of terrestrial carbon. 
Because the maximum rate at which carbon can be 
lost is greater than the rate at which it can be gained, 
large amounts of carbon may be released transiently 
into the atmosphere as forests change in response to a 
changing climate and before new forests replace the 
former vegetation. The loss of aboveground carbon 
alone has been estimated to be 0.1-3.4 Gt yr-i or a 
total of 10-240 Gt (Medium Confidence). 

The following regional assessments were primarily based on 
ti-ansient climate-change scenarios for 2050 (Greco et a l , 1994). 

Tropical Forests 

• Tropical forests are likely to be more affected by 
changes in land use than by climate change as long as 
deforestation continues at its current high rate (High 
Confidence). 

• Any degradation of tropical forests, whether it is 
caused by climate or land-use changes, will lead to an 
irreversible loss in biodiversity (High Confidence). 

• CO2 fertilization may have its greatest effect in the trop
ics and may lead to a gain in net carbon storage in undis
turbed forests, especially in the, absence of nutrient lim
itations (Medium Confidence). 

• Tropical forests are likely to be more affected by 
changes in soil water availability (caused by the com
bined effects of changes in temperature and rainfall) 
than by changes in temperature per se. Decreases in 
soil moisture may accelerate forest loss in many areas 
where water availability is already marginal. In other 
areas, increasing precipitation may be more than ade
quate to meet increased evaporative demand and may 
even lead to erosion (Medium Confidence). 

Temperate Forests 

• Compared with other latitudinal zones, the potential 
area for temperate forests is projected to change the 
least; however, many existing forests will still under
go significant changes in their species composition 
(High Confidence). 

• Water availability will change in many regions, and in 
some regions where water supply is already marginal, 
forests may be lost in response to increased summer 
droughts (Medium Confidence). 

• While warming and elevated C O 2 are likely to 
increase net primary productivity of many forests, net 
carbon storage may not increase because of the asso
ciated stimulation of soil organic matter decomposi
tion by soil warming (Medium Confidence). 

• Temperate forests are currentiy a carbon sink, mainly 
because of regrowth that started in many regions in the 
19th century. However, these forests could become a 
source if they degrade due to climate change or other 
causes such as air pollution (Medium Confidence). 



• Most temperate forests are located in developed coun
tries with resources to reduce the impacts of climate 
change on their forests through integrated fire, pest 
and disease management, and/or encouraging refor
estation (Medium Confidence). 

Boreal Forests 

• Because warming is expected to be particularly large 
at high latitudes, and boreal forests are more strongly 
affected by temperature than forests in other latitudi
nal zones, climate change is likely to have its greatest 
impact on boreal forests (High Confidence). 

• Northem treelines are likely to advance slowly into 
regions currently occupied by tundra. (High Confidence). 

• Increased fire frequency and pest outbreaks are likely 
to decrease the average age, biomass, and carbon 
store, with greatest impact at the southern boundary 
where the boreal coniferous forest is likely to give 
way to temperate-zone pioneer species or grasslands 
(Medium Confidence). 

• The net primary productivity of forests not limited by 
water availability is likely to increase in response to 
warming, partly mediated by increased nitrogen mineral
ization. However, there may be a net loss of carbon from 
the ecosystem because of associated increases in soil 
organic matter decomposition (Medium Confidence). 
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1.1. Introduction 

Forests are among those ecosystems on Earth that remain 
the least disturbed by human influences. They are of great 
socioeconomic importance as a source of timber, pulpwood for 
paper making, fuel, and many non-wood products (see Chapter 
15). Furthermore, forests provide the basis for a broad range of 
other economic and non-economic values, such as resources 
for tourism, habitat for wildlife, or the protection of water 
resources. Forests harbor the majority of the world's biodiver
sity (mainly in the tropics) and, as such, they represent indis
pensable, self-maintaining repositories of genetic resources. 
These are essential for improvements in crop and timber selec
tion and in medicine. Finally, aside from special economic 
interests, forests are also of spiritual importance to many 
indigenous people. 

Globally, forests in 1990 covered about one-fourth of the 
Earth's land surface (3.4 Gha: FAO, 1993b), although estimates 
differ due to the exact definition of forests (e.g., 4.1 Gha: Dixon 
et a l . , 1994; or, in a very wide definition, 5.3 Gha: Sharma et a l . , 
1992). About 17% of high-latitude, 20% of mid-latitude, and 
4% of low-latitude forests can be considered actively managed 
(see Chapter 24), but only about 100 Mha (-2%) consist of 
intensively managed plantations (Dixon et a l . , 1994). The for
est regions have been broadly subdivided into latitudinal zones 
(i.e., the tropical, temperate, and boreal zones). 

Forests are ecosystems in which trees interact with each other, 
with other plants like shrubs and grasses, and with animals or 
other heterotrophic organisms such as insects or fungi. At a 
broad scale, forest structure is modified by processes ranging 
from almost continuous change due to the death of individual 

trees and the subsequent recruitment of seedlings, to cata
strophic events such as fire, insects, wind-fall or logging that 
kil l whole stands of trees simultaneously. At any given 
moment, a forest represents the outcome of long-lasting past 
processes, often covering many centuries. 

As components of the global climatic system, forests play a 
major role in the present and projected future carbon budget, 
since they store about 80% of all aboveground and 40% of all 
belowground terrestrial organic carbon (e.g., Melillo et a l . , 
1990; Dixon et a i , 1994) and can act as sources through 
deforestation and degradation, as well as sinks through foresta
tion and possibly enhanced growth (see Chapter 23 on the role 
of forests for mitigation of greenhouse gas emissions). 
Moreover, forests can directly affect the climate system from 
local up to continental scales: They influence ground tempera
tures, évapotranspiration, surface roughness, albedo, cloud for
mation, and precipitation (e.g., Henderson-Sellers et a l . , 1988; 
Gash and Shuttleworth, 1991). 

Forest ecosystems respond to environmental changes with time 
constants ranging from hours to decades and up to millennia 
(see Box 1-1); they are among the components of the biosphere 
that respond most slowly to climatic change. The role of forest 
dynamics in the global climatic system is likely to be long last
ing, complex, and difficult to predict. Because of their longevi
ty and because adaptive measures, such as replacement of 
species, are harder to implement than in agricultural systems, 
forests may be particularly vulnerable to climatic change. 

Sections 1.2.1 and 1.2.2 present assessments of direct forest 
responses to climatic change, including possible secondary effects 
on forest pests, fire, and other issues, which may cause forests 

Box 1-1. Scales and Equilibrium Assumptions 

Climatic changes affect forests on spatial scales ranging from leaves to the canopy and on temporal scales from minutes 
to centuries; relevant climatic changes occur at all levels, from short-term weather fluctuations creating disturbances 
(such as frosts) to longer-term changes in average climatic conditions (such as moisture availability or the length of the 
growing season) or the frequency of extreme events (such as droughts, fires, or intense storms). Current climate models 
(GCMs) do not fully match these levels, since they are best at simulating average conditions at a relatively coarse spatial 
resolution and are usually not yet run for longer than a century. Changes in frequencies of extreme events are highly 
uncertain, as are local-scale climate changes, although both are of high relevance to forests. 

Some of the limitations caused by this problem can be overcome in local analyses using downscaling techniques (e.g., 
Gyalistras et a i , 1994), but for global applications the implicit assumption must be made that the probability of extreme 
events will remain unchanged. Most transient changes in the structure of forests, such as the decline of certain tree 
species, are driven by a combination of climatic changes and are modified by local, biological interactions acting on tem
poral scales ranging from months to centuries. It is currentiy very difficult, therefore, to assess the likely rates of climate-
driven, transient change in forests. However, possible future equilibrium conditions can be more adequately predicted. 

Equilibrium projections of forest responses implicitly assume the climate to have stabilized at a new steady state, which 
is not likely to occur soon in reality. However, GCM-derived climate scenarios arbitrarily held constant (e.g., for 2050) 
allow an assessment of the direction and magnitude of the expected change. Equilibrium projections for future forests, 
therefore, represent conservative interpretations of minimal changes likely to occur sooner or later and hence include the 
potential of even greater biospheric changes than the ones currently simulated by the forest models. 
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Box 1-2. Temperature Thresholds 

Trees have widely differing responses to temperature. Some tropical tree species suffer chilling injury at temperatures 
below +12°C (Lyons, 1973; Lyons et a l . , 1979), whereas species of colder regions can survive -5°C without ice forma
tion but are sterile at lower temperatures. Classic examples for this phenomenon are Hex and Hederá (Iversen, 1944). 
Broad-leaved evergreen perennials can survive to a limit of about -15°C by supercooling, whereas broad-leaved decidu
ous trees can supercool to about -40°C (Arris and Eagleson, 1989). Evergreen needle-leaved trees can survive to about 
-60°C, below which only deciduous species survive. Apart from these killing temperatures, many species require certain 
minimum numbers of degree days to complete essential life-cycle processes such as bud initiation, pollen formation, 
flowering, or others (Stem and Roche, 1974). Others require particular sequences of cool temperatures to become frost-
hardy at the optimum time and a minimum duration of chilling temperatures to break winter dormancy (Cannell, 1990). 
Insect pests and other biotic agents that affect forest health may have critical threshold subzero temperatures for winter 
survival and thermal times to complete a generation. Warming may have positive effects on the growth of many trees 
and their survival, but by being beneficial to insect pests it also may reduce tree survival or put cold-adapted species at a 
competitive disadvantage. 

either to grow more vigorously or to decline' in a changing cli
mate. These assessments are based on the current general under
standing of the basic ecophysiological and ecological responses; 
the latter wiU be addressed on levels ranging from the stand to the 
globe. In the three remaining sections, we summarize more spe
cific effects in the tropical, temperate and boreal forest zones. 

1.2. Climate and Forests 

1 . 2 . 1 . Sensitivities to Expected C l i m a t e Change 

Forests are highly dependent on climate in their function (e.g., 
growth) and structure (e.g., species composition). Forest distii-
butíon is generally limited by either water availability or tem
perature. The ratio of actual évapotranspiration (the amount 
allowed by available precipitation) to potential évapotranspira
tion (the amount the atmosphere would take up if soil moisture 
were not limiting) determines the maximum leaf area index 
that can be supported (Woodward, 1987). Forests are also usu
ally absent where the mean temperature of the warmest month 
falls below 10°C (Koppen, 1936) or where the temperature 
sum above a 5°C threshold is less than 350 degree-days 
(Prenticeef a/., 1992). 

The survival of many species depends critically on temperature 
thresholds ranging from -i-12'> to -60°C (e.g.. Woodward, 1987; 
Prentice et a l . , 1992; Box 1-2). Many species have narrow tem
perature niches for growth and reproduction. A sustained increase 
in mean annual temperature of 1°C may cause significant 
changes in the species composition of stands and hence the dis
tribution of many tree species (Davis and Botkin, 1985; see also 
Section 1.3). Trees are also sensitive to changes in water avail
ability during the growing season, and leaf area indices, volume 
growth, and the range boundaries of most tree species are strong
ly related to water availability (Holdridge, 1967; Hinckley et a l . , 
1981; Gholz, 1982; Austin e t a l . , 1990; Stephenson, 1990). 

In addition to thresholds for growth, reproduction, and survival 
at a given site, there are limitations to the rate at which species 

can migrate unassisted. Current projected rates of climatic 
change may exceed these thresholds, as discussed in Section 
1.3.5. Climatic warming and associated lower humidities and 
increase in the frequency and severity of droughts would 
increase the incidence and severity of wildfires, especially in 
the boreal region. Changes in fire or storm frequencies are like
ly to have major impacts on the composition, age-distribution, 
and biomass of forests (see Sections 1.5.4.5 and 1.6.4.4). 

1.2.2. Expected C l i m a t i c Changes i n Forested Areas 

Future forest characterisfics are likely to depend on a few spe
cific aspects of the range of climatic changes that could occur. 
The most relevant are the following: 

• Changes in the regional or seasonal pattern of climate, 
such as the temperature increases that are expected to 
be greatest at high latitudes, and there, greatest in win
ter (Greco et a l . , 1994). Due to this, impacts on forests 
at high latitudes may be greater than elsewhere. 

• Water shortages during the growing season. 
Decreasing summer precipitafion together with 
increased evaporative demand would lead to decreas
es in soil water, especially in many mid-latitude 
regions where water is most critical for growth. It is 
important to note that water shortages can develop 
even with unchanged rainfall amounts, due to 
increasing temperatures causing increased evapora
tive demand. We expect significant regional varia
tion, with water availability changing only marginal
ly in some regions and improving in others, whereas 
in many other regions water availability may 
decrease drastically. 

' Decline is defined here as "an episodic event characterized by pre
mature, progressive loss of tree and stand vigor and health over a 
given period without obvious evidence of a single clearly identifi
able causal factor such as physical disturbance or attack by an 
aggressive disease or insect" (Ciesla and Donaubauer, 1994). 
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• Changes in chmate forcing are expected to be one or 
two orders of magnitude faster than rates of climatic 
change experienced by forests during most of the past 
100,000 to 200,000 years, except, perhaps, during the 
Younger Dry as Event 10,000 years ago (Dansgaard et 
a l . , 1989; Webb III and Bartlein, 1992; Gates, 1993). 
Such rapid climatic change would have particular 
impacts on forests. For example, there may be forest 
decline, interruption of tree life cycles, loss of slowly 
migrating species, and increasing abundance of more 
aggressive, early successional species. 

1.3. Forests in a Changing Climate 

For a detailed assessment of the effects of a changing climate 
on forest ecosystems, it is necessary to investigate this 
response to the simultaneous changes in several climatic vari
ables (e.g., temperature, moisture availability, and ambient 
CO2 concentrations). Current understanding of ecological rela
tionships and ecophysiological mechanisms allows a compre
hensive study of forests at three hierarchical levels of scale, 
connecting temporal and spatial resolution to the nature of the 
processes that are being considered (Table 1-1). 

At the ecophysiological level, plant organs like stomata and 
leaves respond almost instantaneously to their environment. 
This mainly affects forest functions, such as net primary pro
ductivity. Some structural aspects, such as leaf area, may 
respond over a number of years, whereas others, such as species 
composition, may take centuries to respond to altered condi
tions. Typically, each species or plant functional type (PET) is 
affected differentiy by climatic change: Some species or PFTs 
will remain unaffected, some will become more and others less 
competitive (Smith et a i , 1993). Dynamic forest models can be 
used to simulate this transient behavior of forests (e.g., Shugart, 
1984; Prentice et a i , 1993). Landscape-scale processes such as 
the lateral interactions between neighboring patches (e.g., 
migration or fire) play an important role for possible changes in 
the local to regional pattern of many forest ecosystems. 
However, they become less relevant when aggregated to nation
al or continental assessments. At the global level, it is currentiy 
possible to investigate only how climatic change might affect 

the potential geographic equilibrium distribution of biomes—i.e., 
biogeographic regions (e.g., Emanuel et a l . , 1985; Prentice et a l . , 
1992)—or to study the major fluxes of trace gases into and out of 
tiiese biomes (Melillo et a l . , 1993; Plôchl and Cramer, 1995), with 
research underway on dynamic modelling (see also Chapter 9, 
T e r r e s t r i a l B i o t i c Responses t o E n v i r o n m e n t a l C h a n g e a n d 
Feedbacks t o C l i m a t e , in the Working Group I volume). 

The current models can be used with climatic inputs generated 
by general circulation models (GCMs) for future climate sce
narios, including regionally differentiated, high-resolution sce
narios (e.g., Gyalistras et a l . , 1994). However, current under
standing of the physical and biological interactions between 
environment and organisms is still rather limited, so these tech
niques enable us only to project future responses as conse
quences of given assumptions and scenarios and not to make 
precise forecasts. 

1 . 3 . 1 . Ecophysiological Responses 

1 . 3 . 1 . 1 . Tree Responses t o Temperature a n d Water A v a i l a b i l i t y 

When they are well supplied with water, trees of most temper
ate and boreal species respond to increased temperature (e.g., 
from year to year, or when planted at a slightly warmer loca
tion) by growing faster (e.g., Cannell et a l . , 1989; Beuker, 
1994), and they reach their largest mass near the warmest 
boundaries of their geographic ranges (Korzukhin et a l . , 1989). 
Generally, there is a positive correlation between net primary 
productivity and temperature (Box, 1978; Kauppi and Posch, 
1985; Kokorin et a l , 1993; Morikawa, 1993) or between 
net primary productivity and actual évapotranspiration 
(Rosenzweig, 1968; Raich et a l . , 1991). 

However, these potential growth responses to warming may be 
constrained by other factors. Increasing temperature increases 
evaporative demand; if rainfall does not increase, more severe 
water stress will result, which will adversely affect growth and 
may increase the risk of drought and fire. To what extent this 
can be compensated by increased water-use efficiency due to 
increasing CO2 concentration is not yet known (see Section 
1.3.1.2 and Chapter A). Photoperiodic limitations might also 

Table I - l : H i e r a r c h i c a l l e v e l s a t w h i c h it i s c u r r e n t l y p o s s i b l e t o study a n d m o d e l t h e i m p a c t of c l i m a t i c c h a n g e o n f o r e s t 
ecosystems. N o t e t h a t t r a n s i e n t responses of trees a n d f o r e s t s c a n c u r r e n t l y o n l y be s t u d i e d a t t h e first t w o l e v e l s . 

Time Space 
Level Focus Resolution Scope Resolution Scope 

Ecophysiological Processes Plant Metabolism min..h L . l O y r 0..100m locations 

Individuals, Populations, Forest Stands Ecosystem 
Dynamics 

d..yr I..103 yr -100 m regions to 
continents 

Plant Functional Types, Vegetation, 
Vegetation Complexes, Biomes 

Biospheric 
Equilibrium 

- >103 yr ~10..103 km globe 
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apply in areas where temperature becomes warm enough for 
tree growth (e.g., Heide, 1974, 1993), and increasing tempera
ture might increase the range of insect pests, which could cause 
considerable damage. 

GCMs suggest a globally averaged increase in precipitation of 
about 2.5% per degree warming (Mitchell et a l . , 1990; Greco 
et a l , 1994), which may not be sufficient to meet the increased 
water requirements of forests. Most GCMs indicate significant 
declines in net soil moisture over continental areas during the 
growing season (e.g., Manabe and Weatherald, 1987; Greco et 
a l , 1994). There are likely to be considerable regional differ
ences, however, with some regions likely to receive increased 
rainfall sufficient to meet increased evaporative demand and 
other regions receiving even less rainfall than at present. 
Because the present distribution of species and plant function
al types is strongly determined by the total (Holdridge, 1967; 
Box, 1981; Hinckley et a l , 1981; Austin et a l , 1990) and sea
sonal availability of water (Stephenson, 1990; Prentice et a l , 
1992), any changes in water availability are likely to greaüy 
affect the distribution of species (see Section 1.3.2). 

1.3.1.2. Tree Responses t o I n c r e a s e d CO2 C o n c e n t r a t i o n 

The importance of CO2 fertilization continues to be controver
sial (e.g., Korner, 1993; Idso and Idso, 1994; see also Chapter 
A). While the response of photosynthesis to CO2 concentration 
can be readily observed at the single-leaf or isolated plant level 
(Kimball, 1983; Cure and Acock, 1986; Mooney et a l , 1991; 
Luxmoore et a l , 1993; WuUschleger et a l , 1995), it has been 
argued that this initial benefit may be negated by the various 
feedbacks in the plant and soil (e.g., Bazzaz and Fajer, 1992; 
Diaz et a l , 1993; Korner, 1993). Quantification of some of 
these feedbacks has been attempted (e.g., Comins and 
McMurtrie, 1993; Kirschbaum et a l , 1994) but has not yet 
been possible for the great diversity of natural habitats, in 
which most of the feedback effects are still inadequately under
stood and poorly quantified. Experimental approaches have not 
yet resolved this controversy because of the enormous costs 
and technical difficulties involved. Only a small number of 
open-air CO2 enrichment experiments have been conducted 
with mature natural populations—and none on forests. 

Because atmospheric CO2 has already increased from a prein-
dustrial concentration of about 280 ppmv to about 360 ppmv at 
present, increased growth should be observable in the growth 
of plants under natural conditions. However, the evidence from 
tree-ring chronologies is unclear, and no generalizations can be 
made (Innes, 1991). Where growth increases have been 
observed, part or all of that probably could be explained by 
more favorable temperatures, water relations, successional age, 
or nitrogen fertilization by moderate levels of industrial pollu
tion (Innes, 1991; Luxmoore et a l , 1993). 

When plants have access to limiting amounts of water, growth 
is limited by the amount of CO2 that can be obtained in the dif
fusive gas exchange during photosynthesis. Once the available 

water has been used up, tissue water potentials fall below 
threshold levels and growth ceases. Growth under these condi
tions is determined by the amount of available water multiplied 
by water use efficiency (WUE). Because W U E can be greatly 
enhanced by increased CO2 concentration (Rogers et a l , 1983; 
Tolley and Strain, 1985; Morison, 1987; Eamus and Jarvis, 
1989), relative plant responses to increases in ambient CO2 
should be most pronounced under water-limited conditions 
(e.g., Gifford, 1979; Allen, 1990). While increasing COj con
centration may be beneficial for plant growth, some 
researchers rank it of less importance than changes in temper
ature and/or precipitation, which can have large impacts when 
critical thresholds of drought, chilling, or degree-days are 
reached (e.g., Solomon, 1988). 

1.3.1.3. C a r b o n S t o r a g e a n d N u t r i e n t A v a i l a b i l i t y 

Although increasing temperature may lead to higher net pri
mary productivity (NPP), net ecosystem productivity (NEP) 
may not increase, and may even become negative, because 
warmer temperatures also greatly stimulate soil organic matter 
decomposition (e.g., Raich and Schlesinger, 1992; Lloyd and 
Taylor, 1994; Kirschbaum, 1995; Chapter A) . This could 
release large amounts of CO2 to the atmosphere (e.g., 
Jenkinson et a l , 1991; Kirschbaum, 1993, 1995; Schimel et 
a l , 1995; Chapter 9, T e r r e s t r i a l B i o t i c Responses t o 
E n v i r o n m e n t a l C h a n g e a n d Feedbacks t o C l i m a t e , in the 
Working Group I volume). However, the direct effect of 
increasing CO2 concentrations may partly offset or in some 
cases even reverse this effect and make NEP positive. 

Enhanced decomposition of soil organic matter also should 
have the effect of mineralizing nutrients—especially nitrogen 
and phosphorus—that are held in soil organic matter and mak
ing them available for plant growth (e.g.. Shaver et a l , 1992; 
Melillo et a l , 1993). This is likely to be of greatest importance 
in cool regions of the world, which are mostly nitrogen-limited 
and often contain large amounts of organic matter (Post et a l , 
1982). This could sometimes lead to an increase in total carbon 
storage in systems if nutrients are redistributed from compo
nents with low C : N ratios (i.e., soil organic matter) to compo
nents with high C : N ratios (i.e., woody stems) (Rastetter et a l , 
1992; Chapter 9, T e r r e s t r i a l B i o t i c Responses t o E n v i r o n m e n t a l 
C h a n g e a n d Feedbacks t o C l i m a t e , in the Working Group I 
volume). In industrialized regions, nitrogen deposition from 
the atmosphere may enhance NPP and NEP, leading to 
increased total carbon storage in forest ecosystems (Kauppi et 
a l , 1992), provided deposition has not reached levels that 
cause forest decline (Durka et a l , 1994). 

1.3.2. Species Distributions 

Species have responded individually to past environmental 
changes (Huntley and Birks, 1983; Davis and Zabinski, 1992; 
Solomon and Bartlein, 1992; Gates, 1993). The set of all possi
ble environmental conditions in which a given species survives 
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Box 1-3. Ecological Niches and Climatic Change 

Any species' survival is influenced by many factors, and the set of environmental conditions in which it can exist and 
reproduce is called its niche. A distinction must be made between a species' fundamental niche and its realized niche 
(Hutchinson, 1957; Malanson et al., 1992). The fundamental niche encompasses all environmental conditions in which a 
species could potentially grow and reproduce with its specific physiological characteristics. The realized niche encom- 
passes those conditions in which a species is actually found. The latter is usually a subset of the fundamental niche due 
to competition by other species (see Chapter A). Only rarely does the realized niche coincide with the fundamental one 
(Woodward, 1987; Booth et al., 1988; Austin et al., 1994). Examples of typical environmental factors that determine a 
species' niche are temperature and precipitation (see Figure 1-1). 

Species with narrow niches are potentially very sensitive to climatic changes. A sustained temperature increase of only 
1°C could have a major effect on the probability of occurrence of many species (e.g., Arolla pine, Figure 1-I), and in 
some instances a temperature increase of 2°C can be sufficient to change the environment for some species from very 
suitable to totally unsuitable (e.g., Whitehead et al., 1993). 
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Figure 1-1: Simulated realized niches of three tree species [Pinus cembra L. (Arolla Pine), Picea abies (L.) KARST. (Norway 
Spruce), and Fagus sylvatica L. (Common Beech)] plotted as biomass versus annual means of temperature (T) and precipitation 
(P) (after Bugmann, 1994). The realized niches can be rather narrow (e.g., Arolla pine) and are usually smaller than the corre- 
sponding fundamental niches. For example, Norway spruce can easily be planted in climatic conditions where it naturally 
would be outcompeted by beech. 
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and reproduces (but without evolving—^that is, changing its 
inherited characteristics such as physiological ttaits), is called its 
fundamental ecological niche (Hutchinson, 1957; Malanson et 
a l , 1992). In field conditions, species often survive only in a sub
set of the fundamental niche, the realized niche (Grubb, 1977; 
Booth et a l , 1988; Malanson et a l , 1992), owing especially to 
competitive interactions with other species (see Box 1-3). 

With rapid chmatic change, conditions may become unsuitable 
to complete one or more stages of the life cycle, especially if 
some chmate variables were to change significantly more than 
other variables. For example, pollen and seed development 
require minimum heat sums and are sensitive to frosts (Stern 
and Roche, 1974). Seedlings are particularly vulnerable to 
short-term droughts, saplings to the presence or absence of 
sunlight, and mature trees to the availability of growing-season 
soil water. Populations could appear quite healthy while losing 
the ability to complete their life cycles. 

Trees whose seedlings can now survive at a particular site will 
grow into adults in climates that may be unsuitable in 50-100 
years; conversely, adults that could grow in an area in 50-100 
years time must grow from seedlings that may be unable to sur
vive current climatic conditions at those sites. A net ecosystem-
level impact may be the loss of slow-growing species and the 
selection of species that complete their life cycles more quick
ly, such as early successional trees and shrubs. The ability to 
reach reproductive maturity in a short time favors early suc
cessional species that grow in full sun, whereas slower-grow
ing species that begin their life cycles as understory species 
under closed canopies may be lost. Some model simulations 
have indicated that this opening of closed forests could result 
in the loss of three quarters of the trees and aboveground car
bon in current temperate-zone forests (e.g., Solomon, 1986). 

1 . 3 . 3 . T r a n s i e n t Responses i n Species Compositions 

Concerns about the future of forest ecosystems relate not only 
to the geographic distribution of areas potentially suitable for 
forests and the performance of trees under different environ
mental conditions but also to the effect of climate change on 
the functioning and structure of ecosystems during the tran
sient phase. For instance, it is well known that changing ambi
ent conditions can reduce growth in forest ecosystems (e.g., 
Solomon and Webb III, 1985; Shugart et a l , 1986; Solomon, 
1986; Woodwell, 1987; Prentice et a l . , 1991b; Botkin and 
Nisbet, 1992; Davis and Zabinski, 1992). Moreover, the mag
nitude of climate change will subject many species assem
blages, within a life cycle of their main species and in most of 
their distribution area, to climates that now occur outside their 
current ecological range (e.g., Solomon et a l , 1984; Roberts, 
1989; Davis and Zabinski, 1992). 

The transient response of species to such climatic changes can 
currentiy be assessed only with forest succession models (see 
Box 1-4). Despite some of their deficiencies (e.g., Moore, 
1989; Bonan, 1993; Bugmann and Fischlin, 1994; Fischlin et 

a l , 1995), these models can be used to project transient changes 
in species composition of selected forest types for scenarios of 
climatic change in the past (Solomon et a l , 1981; Lotter and 
Kenast, 1992) or future (Pastor and Post, 1988; Kienast, 1991; 
Friend et a l , 1993; Bugmann, 1994; Bugmann and Fischlin, 
1994; Smith et a l , 1994; see Box 1-4). These simulations sug
gest that climate change could cause widespread tree mortality 
within a few decades (Solomon et a l , 1984; Solomon, 1986; 
Solomon and West, 1987; Pastor and Post, 1988; Kienast, 1991; 
Prentice et a l , 1991b; Bugmann, 1994; Bugmann and Fischlin, 
1994). Solomon and Bartlein (1992) and Pastor and Post 
(1993), for example, show how lags in population responses to 
climatic change could resuh in transient decreases in NPP 
before better-adapted species eventually replace the original 
vegetation and result in enhanced growth. It also should be 
noted that many simulations show species compositions that are 
not present in existing forests (Bugmann, 1994; Bugmann and 
Fischlin, 1994; Smith e t a l , 1994). 

Regrowth of better-adapted species or forest types requires many 
decades to cenhiries (Dobson et a l , 1989; Kienast and Krauchi, 
1991; Bugmann and Fischlin, 1994). Consequently, regions with 
forests in decline could release large amounts of carbon (e.g., 
Smith and Shugart, 1993), producing a large ttansient pulse of 
CO2 into the atmosphere (e.g., Neilson, 1993; Chapter 9, 
T e r r e s t r i a l B i o t i c Responses t o E n v i r o n m e n t a l C h a n g e a n d 
Feedbacks t o C l i m a t e , in the Working Group I volume). Whereas 
some authors have estimated this carbon pulse from aboveground 
carbon alone to fall within a range of 0.1 to 3.4 Gt yr ' for the 
annual flux, or 10 to 240 Gt for the accumulated pulse (King and 
Neilson, 1992), others have estimated a total carbon pulse from 
above and belowground С as high as 200 to 235 Gt, to be released 
to the atinosphere during a few decades to a century (see Section 
1.3.4; Neilson, 1993; Smith and Shugart, 1993). Such responses, 
although debatable in their magnitude, are plausible because cli
matic changes also have been implicated in past episodes of for
est and species decline (Cook et a l , 1987; Hamburg and Cogbill, 
1988; Johnson et a l , 1988; Auclair et a l , 1992). 

1 . 3 . 4 . P o t e n t i a l Biome Distributions 

Patch dynamics models cannot currentiy be used to simulate the 
transient behavior of forests in a changing climate on a global 
scale. This is because they require a large set of species-specific 
information that is not available from all regions of the world, 
especially not from the ti-opical zone. However, on the bios-
pheric level (Table 1-1), several static global vegetation models 
have recently become available that enable us to make estimates 
of vegetation-climate equilibria (Box, 1981; Emanuel et a l , 
1985; Prentice et a l , 1992; Smith et a l , 1992a; Cramer and 
Solomon, 1993; Leemans and Solomon, 1993; Monserud et a l , 
1993b; Tchebakova et a l , 1993; Leemans and van den Bom, 
1994; Neilson et a l , 1994) based on earlier related studies (e.g., 
Koppen, 1936; Holdridge, 1947; Woodward, 1987). 

Given any past or present climate, such vegetation models can 
be used to map the distribution of biomes (e.g.. Prentice et a l . 
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Box 1-4. Forest Succession Models 

Most forest succession models are based on the gap dynamics hypothesis (Watt, 1947; Bray, 1956; Shugart, 1984). They 
simulate the establishment, growth, and death of individual trees as a mixture of deterministic and stochastic processes 
within small--often I / , ,  ha-patches and average the actual forest succession at the ecosystem level from the successional 
patterns simulated for many individual plots (Shugart, 1984). Earlier work on the potential effects of climatic change on 
forests had to rely on spatial correlations between forest composition and climatic variables (e.g., Davis, 1986). Similarly, 
models that do not explicitly account for the differential effects of climatic change on different species may give opti- 
mistic projections of the effect of climatic change on ecosystem productivity. The more complex succession models that 
include the feedbacks between climate and ecosystem processes provide a more pessimistic outlook (see Figure 1-2). 

On the other hand, most of these models do not include direct effects of increasing CO, concentration, which can ame- 
liorate projected forest decline (e.g., Post et al., 1992). Also, because of the limited availability of data on the fundamen- 
tal niche of most species, these models are parameterized with information about the realized niche only (Austin, 1992). 
It has been argued that this might cause succession models to overestimate the extent of forest decline during the tran- 
sient phase (e.g., Malanson et al., 1992). Despite these caveats, patch models are the best tools currently available to 
study transient effects during climatic and other changes. Their simulations for current forests in response to past climat- 
ic changes provide fairly realistic assessments of likely future conditions (e.g., Solomon and Bartlein, 1992; Bugmann, 
1994), although they cannot be interpreted as actual forecasts. 
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Figure 1-2: Transient response in species compositions simulated by the model FORCLIM-E/P (Bugmann, 1994; Fischlin er al., 
1995) at a site in Switzerland (47.5ON18.5"E) under current climatic conditions (years 0-800) and under a scenario of climatic 
change derived from output of the GFDL GCM (years 900-1,800). A linear change of climatic parameters was assumed for the 
years 800-900. The graph shows the average cumulative biomass from 200 simulation runs (after Bugmann and Fischlin, 1996). 

1992) or biospheric carbon storage (e.g., Solomon et al., 1993) 
and to compare the simulated patterns with the present vegeta- 
tion as provided by the few available global databases 
(Matthews, 1983; Olson et al., 1983); see Figures 1-3, 1-5 
(top), 1-6 (top), and 1-7 (top). Although these models are at an 
early stage of development (Leemans et al., 1995), there is 
good statistical agreement between simulated and observed 
distributions of vegetation classes (e.g., Prentice et al., 1992), 
except in areas where agriculture dominates. Although global 
models never can be strictly validated, their recent develop- 
ment toward inclusion of improved bioclimatic driving vari- 
ables and mechanistic response functions offers increasing 
confidence in the magnitude of the results they generate. More 

about the nature and limitations of these models can also be 
found in Chapter 15. 

The more recent models, such as BIOME (Prentice et al., 
1992), MAPSS (Neilson et al., 1992), or TVM from IMAGE 
2.0 (Leemans and van den Born, 1994), all attempt to simulate 
vegetation distribution considering ecophysiological traits and 
their relationship to particular climatic variables. This makes it 
possible to generate projections of vegetation distributions 
under past (Prentice, 1992; Prentice et al., 1994; Figure 1-4), 
present [Prentice et al., 1992; Neilson, 1993; Solomon et al., 
1993; Prentice and Sykes, 1995; Figures 1-5 (top), 1-6 (top), 
and 1-7 (top)], or future climates [Cramer and Solomon, 1993; 
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Leemans and Solomon, 1993; Neilson, 1993; Solomon et al., 
1993; Leemans et ai, 1995; Figures 1-5 (bottom), 1-6 (bottom), 
and 1-7 (middle)]. Apart from being used for climate-change 
impact assessment studies, they are now also used as a dynam
ic representation of the land siuface for sensitivity studies of 
GCMs (see Claussen, 1994; Claussen and Esch, 1994; Chapter 
9, Terrestrial Biotic Responses to Environmental Change and 
Feedbacks to Climate, in the Working Group I volume). 

The models differ in their emphasis on particular processes 
and relationships (Leemans et al., 1995). For example, 
BIOME (Prentice et al., 1992) includes physiologically impor
tant aspects such as seasonality and moisture balance, and is 
based on PFTs, which to some extent simulate interspecific 
competition. MAPSS, on the other hand, couples the rate of 
transpiration to the conductance of the canopy by simulating 
maximum leaf-area index and stomatal conductance (Neilson 
et al, 1994; Neilson and Marks, 1994). The latter makes it pos
sible to incorporate ecophysiological responses such as CO2 
fertilization and WUE, but all species-specific information is 
lumped. These models use somewhat different vegetation clas
sification schemes [e.g., compare Prentice et al. (1992) and 
Neilson (1993)], which usually makes direct comparisons pos
sible only if some classes are aggregated (compare Figures 1-
5 to 1-7 and Table 1-2 with Prentice etal, 1992; Neilson, 1993; 
or Leemans and van den Bom, 1994). Consequently, the vege
tation distributions projected for a changed climate may differ 
substantially (Table 1-2). 

One of these models, IMAGE 2.0, also has been used to incor
porate the effect of climate change superimposed to the 
impacts of land-use changes (Alcamo, 1994; Figure 1-7). Its 
vegetation part (Leemans and van den Bom, 1994) makes it 
possible to assess global forest distributions for tiie present 
[Figure 1-7 (top)] as well as the future [e.g., according to the 

conventional wisdom scenario of Figure 1-7 (middle and bot
tom)]. However, the potential natural vegetation is essentially 
modeled in a manner similar to BIOME (Prentice et al, 1992).2 

Although none of these models deals with transient forest 
responses, they offer the advantage of providing quantitative esti
mates for changes in a future cUmate on the scale of tiie distin
guishable vegetation classes (Table 1-2; Figures 1-3 to 1-7). Due 
to the limited range of vegetation classes—^BIOME and IMAGE, 
for instance, distinguish 20 (Prentice et al, 1992; Leemans and 
van den Bom, 1994; Prentice et al, 1994); MAPSS distinguish
es 33 (Neilson, 1993)—the projected changes (Table 1-2) tend to 
imderestimate actual changes. Changes within a class remain by 
definition undetected and would have to be modeled by means of 
more detailed vegetation models. 

The total area currentiy forested is likely to change significant
ly, if the changes occur according to any of the three models, 
from its present to a new vegetation class (Table 1-2, D). These 
estimates range from small changes [e.g., 7.5% (tropical rain 
forest)] to large ones [e.g., 65.1% (boreal forest)]—both esti
mated using the BIOME model. Net changes (Table 1-2, D*)— 
that is, the difference between the total forested area in the 
future versus the current climate—range from losses of 50.0% 
(IMAGE/TVM—tropical dry forest) to gains as large as 22.2% 
(MAPSS—ti-opical dry forest). 

Except for MAPSS in the version shown here (i.e., without con
sidering the partially compensating, increased WUE; Neilson 
and Marks, 1994), for the tropical zone models project a net 

More information about this class of biosphere models can be found 
in Chapter 9, Terrestrial B i o t i c Responses t o E n v i r o n m e n t a l Change 
a n d Feedbacks t o C l i m a t e , in the Working Group I volume, and in 
Chapters 15 and 24 of this volume. 

Table 1-2: Likely changes i n forested areas (Mha) within four biogeographical zones according to three different vegetation 
models: B I O M E (Prentice et al., 1 9 9 2 ) , MAPSS (Neilson, 1 9 9 3 ) , and terrestrial vegetation model (TVM) (Leemans and van 
den Bom. 1 9 9 4 ) from IMAGE 2.0 (Alcamo, 1 9 9 4 ) . 

BIOME 2 X CO2 MAPSS 2 x CO2 
(GFDL) (GFDL) IMAGE-TVM 2050 Mean 

Forest lype D So D* D So D* D So D* %D %D* 

Tropical Rain 57 706 19 281 1243 -234 129 296 -129 18.8 -14.4 
Tropical Dry 153 640 -2 353 528 196 324 294 -309 37.2 -9.3 
Temperate 346 1607 544 1007 1039 -155 388 583 -65 35.7 4.5 
Boreal 952 511 -379 1231 1117 -529 42 1128 -33 40.4 -17.1 

Notes: The first two models are used with a 2 x CO2 equilibrium climate-change scenario generated by the GFDL GCM 
(Wetherald and Manabe, 1986). T V M from IMAGE 2.0 generated the changed climate internally, based on comparable assump
tions (Conventional Wisdom Scenario) about greenhouse gas concenttations (Alcamo, 1994) and land-use changes as driven by 
population developments. All numbers relate to a potential forest vegetation in equilibrium with die climate, a steady state that 
is unlikely to be reached for many centuries. All figures were compiled by using the maximum number of vegetation classes as 
suppoited by the models (i.e., more than the 10 classes shown in Figures 1-3 to 1-7). D = Total forested area in fransition from 
current type into a new one; ŝ  = Total forested area remaining within the same vegetation class; D* = Net change (data com
piled by R. Leemans). The last two columns show means over all models as percentages of the currentiy forested area. 
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Figure 1-3: Present observed distribution of global vegetation complexes redrawn from the database compiled by Olson et al. (1983). For 
comparison, the vegetation classes have been aggregated to the same classification system as that used for all other model results shown here. 

Figure 1-4: Past equilibrium vegetation according to BIOME (Prentice et al., 1992) during the last glacial maximum [i.e., 18,000 years BP 
(Prentice et al., 1994)]. The climate used for this simulation is derived from a GCM (not from paleoecological data, as this would lead to a 
circular argument). Note that according to this simulation, boreal forests cover only about 20% (Solomon et ai, 1993) of today's potential 
distribution (Prentice et ai, 1994). 
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Figure 1-5: Present (top) and future (bottom) potential natural vegetation according to the BIOME model (Prentice et al., 1992; Prentice et 
al., 1994). The present climate is given by the IIASA climate database (Leemans and Cramer, 1991). The projected shifts in the boundaries of 
the vegetation classes are due to climatic changes as projected by the difference between a GFDL GCM control run and a 2 x CO2 scenario 
(Wetherald and Manabe, 1986). They represent responses of plant functional types to cold tolerance, chilling requirements, and heat and 
water requirements of global vegetation (Solomon et ai, 1993; Prentice and Sykes, 1995). 
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Figure 1-6: Present (top) and future (bottom) equilibrium potential natural vegetation according to the MAPSS model (Neilson, 1993). The 
present climate is given by the II AS A climate database (Leemans and Cramer, 1991). The projected shifts in the boundaries of the vegetation 
classes are due to climatic changes as projected by the difference between a GFDL GCM control run and a 2 x CO2 scenario (Wetherald and 
Manabe, 1986). The model simulates climate responses due to a simulated steady-state leaf-area index, calculated from a site water and heat 
balance submodel (Neilson, 1993). 
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gain in thie potential area of forest distribution. Mainly I M A G E -
T V M projects large net losses in the tropical rainforests. These 
losses are not due to climatic change, however, but are mainly 
caused by deforestation and other land-use changes (Zuidema et 
a l , 1994). 

Although BIOME and MAPSS indicate relatively small net 
changes (Table 1-2, D*) in tropical dry forests, the actual 
changes encompass large gross losses (D), which are compen
sated by similarly large gross gains (not shown in Table 1-2). 
This is also partly true for the temperate zone, where MAPSS, 
for example, projects only relatively small net losses (D*); 
however, the associated gross losses (D) irrespective of gains 
(not shown) are more than six times larger. Mapped distribu
tions indicate that temperate forests are likely to replace a large 
area of boreal forest, mainly due to the increase in winter tem
peratures (Figures 1-5 and 1-6). This allows temperate-zone 
vegetation to expand poleward into regions from which it is 
currently excluded by the -40°C threshold for the coldest 
month (Figures 1-5, 1-6, and 1-7). 

The boreal regions, especially, are expected to undergo large 
vegetation shifts, with both MAPSS and B I O M E projecting 
large changing areas (Table 1-2, D). Both models show large 
losses in area for current boreal forests, despite their encroach
ment into current tundra. Shrinkage in total area due to the geo
graphically limited poleward shift leads to a net loss between 
379 Mha (25.9%) and 529 Mha (22.5%).з The I M A G E model 
is an exception in this case; it projects much smaller losses of 
only 33 Mha (2.9%) (Figures 1-5, 1-6, and 1-7). This is main
ly due to the structure of the model, in which vegetation change 
is primarily driven by human land use—which is not an impor
tant factor in the boreal zone. 

In summary, all models suggest that the world's forests are like
ly to undergo major changes in the future, affecting more than a 
third of tropical dry (37.2%), temperate (35.7%), and boreal 
(40.4%) forests. Except in the temperate zone, the models sug
gest that there may be a net loss of forest area (Table 1 -2, %D*). 

•< Figure 1-7: Present (top), fiiture (middle), and differing (bottom) 
potential natural vegetation influenced by human land use as generated 
by the terrestrial vegetation module (TVM; Leemans and van den 
Bom, 1994) from the integrated chmate change assessment model 
IMAGE 2.0 (Alcamo, 1994). The areas shown represent a projection 
starting with the year 1970 (top) and the internal, dynamic changes cal
culated by IMAGE 2.0 by the year 2050 (middle). The bottom graphic 
shows the new class for all areas that are predicted to change from one 
to another vegetation class. The simulation results generated by 
IMAGE 2.0 incorporate the effect of land-use changes (e.g., deforesta
tion) as driven by the dynamics of human populations and economic 
development. Note that IMAGE 2.0, unlike the other models, simulates 
climatic change independently from a GCM, since it generates its cli
mate internally. The vegetational part (Leemans and van den Bom, 
1994) of the IMAGE model is similar to BIOME (Prentice et a l , 1992) 
and represents a mixture between a transient and a static response of 
vegetation to internally as well as externally generated changes. 

Averaged over all zones, this net loss amounts to 9.1% of the 
currentiy forested area. This is partly due to die fact that some 
regions are likely to lose forests for climatic reasons, while cli
matic gains in other regions might not be realized due to land-
use pressures (IMAGE), and some models even predict a net 
loss (MAPSS). Averaged over all zones and all models, the pro
jections indicate that 33% of the currentiy forested area is like
ly to change from the current vegetation class to a new one in 
response to climate forcing as generated by the G F D L 2 x COj 
scenario. Compared with other GCMs, the latter represents a 
medium global warming scenario. 

A l l models tend to underestimate potential changes, since they 
model only transitions among a limited number of vegetation 
classes. More importantly, as equilibrium models, none of 
them reflects the asymmetry between a temporary loss and the 
subsequent, much slower regrowth of forests in a new climate 
(see Section 1.3.3). 

7.5.5. Past and F u t u r e Species M i g r a t i o n Rates 

Shifts in the dishibution of forest zones take place with signif
icant time lags. The area occupied by different forest types has 
been quite plastic in the past 100,000 years, responding to 
changing environments with changes in species associations, 
structural properties of stands, and areas occupied (Solomon 
and Webb III, 1985; Webb III and Bartlein, 1992). Unlike the 
Pleistocene climatic changes, which occurred over thousands 
of years, future climatic changes of about the same magnitude 
are expected to take place oyer 100 years or less. 

The change in annual mean temperature that occurs when one 
moves 100 km poleward may be as high as 0.7°C in mid- and 
high latitudes, but less at low latitudes. For summer tempera
tures and toward the interior of the continents, this value may 
be higher. With altitude, temperature changes of about 
0.5-0.7°C per 1 0 0 m are also common (see also Chapter 5). 
With an expected warming between 0.1 and 0.35°C per decade, 
this means that species would have to migrate 1.5-5.5 km 
toward the poles per year or increase elevation by 1.5-5.5 m 
per year in order to remain within similar climatic conditions. 
Many studies of past changes have estimated natural rates of 
migrations of trees ranging from 40 to 500 m per year (Davis, 
1976, 1981, 1986; Huntley and Birks, 1983; Solomon et a l , 
1984; Gear and Huntley, 1991; Torrii, 1991). Similarly Gear 
and Huntley (1991) calculated from several sites in Britain 
migration rates for Scots pine of only 40-80 m y r ' . However, 
for other species, such as white spruce, much faster dispersal 
rates of up to 1-2 km y r ' also have been reported (e.g., Ritchie 
and MacDonald, 1986). It is not always clear whether the 
observed past rates were maximal rates of migration or 
whether they were limited by the rate at which the climate 

3 The apparent lack of coincidence between relative and absolute 
changes is due to different definitions of the vegetation class "boreal 
forest." The MAPSS model has a greater area characterized as 
boreal forest than the BIOME model. 
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changed (Prentice e t a l , 1991a; Prentice, 1992). Nevertheless, 
it is unlikely that future rates of species migration could match 
those required by the currently expected rates of climatic 
change in large areas. Pollen, on the other hand, may be dis
persed much faster than seeds (e.g., Ennos, 1994), so the move
ment of genes of different ecotypes within a species might be 
able to match the speed of climatic change. 

Migration of a tree species involves movement of propagules to 
new locations, estabhshment of seedlings, growth of individu
als to reproductive maturity (which may take from years to 
decades), and production of new propagules. For long-distance 
migration, these stages need to be repeated. Several bottlenecks 
may be encountered: Strong competitors along the route may 
suppress the completion of full life cycles or specific, mandato
ry biological symbionts [e.g., the right species of mycorrhizal 
fungi (Perry et a l . , 1987, 1990)], or specific pollinators for 
cross-fertilization may be absent at some point. Seed produc
tion, in particular, often depends on a phased sequence of devel
opment over at least 2 years, including many steps from floral 
bud differentiation to seed ripening (Fenner, 1991). Many 
stages in this sequence could be disrupted by unsuitable climat
ic conditions (Innes, 1994): With further warming, some 
species may fail to be chilled sufficiently to release dormancy 
(Murray et a l , 1989; Cannell, 1990), or dormancy may be 
released too early, which paradoxically could result under some 
circumstances in greater frost damage (Hânninen, 1991). 
Conversely, many trees flower profusely following hot, dry 
conditions (Stem and Roche, 1974). Hence, differential seed 
production by different species may limit rates of migration and 
drive substantial changes in species distributions. 

Since each stage of a tree's life cycle requires specific envi
ronmental conditions, rapid climatic change is less likely to 
offer sufficiently favorable conditions to complete complex 
life cycles. This is especially true for some slow-growing 
species. More flexible species, such as those with wider seed 
dispersal, or a more invasive growth habit, may be able to 
move to more favorable habitats, whereas less mobile species 
are likely to be left behind and would be at a disadvantage as 
their former habitat becomes climatically unsuitable. Such a 
decoupling of climate determinants from species and commu
nity distributions probably has occurred already many times 
and at many places during the last millennia (Davis, 1986). The 
result has been a temporary absence of certain species for hun
dreds and thousands of years from regions in which they were 
previously capable of growing. Despite this, species diversity 
also could be transiently enhanced during a time of change 
because forests might form a richer mosaic of patches, consist
ing of some remaining old trees and a variety of invaders that 
are successful because of locally more favorable conditions. 

In the future, human activities may to a certain extent enhance 
the migration of certain species, especially that of commercial
ly important ones. On the other hand, natural migration of all 
other forest species will be further hampered by the fragmen
tation of natural habitats by human infrastructure, farmland, or 
exotic tree plantations, especially at mid-latitudes. 

1.3.6. Biodiversity 

To date, only about 1.4-1.7 million of an estimated total of 
5-30 million species have been scientifically described 
(Wilson, 1985, 1992; May, 1990; Ehriich and Wilson, 1991; 
Erwin, 1991;Gaston, 1991;Pimm e t a l , 1995), and fewer than 
100,000 are known well (e.g., Wilson, 1988; Pimm et a l , 
1995). About 20% of the estimated total of 250,000 plant 
species are woody or tree species (e.g., Groombridge, 1992; 
Reid, 1992; Pimm et a l , 1995). There is poor understanding of 
the factors responsible for maintenance of high biodiversity 
(e.g., Gnibb, 1977; Stork, 1988; Groombridge, 1992; Norton 
and Ulanowicz, 1992; Myers, 1995; Pimm et a l , 1995), but it 
is understood that biodiversity can only be managed indirectly 
through habitat and ecosystem management (e.g., Wilson, 
1992). In this respect, forests are of paramount importance 
because they harbor about two-thirds of all species on Earth 
(Ehrlich and Wilson, 1991); tropical forests alone harbor at 
least half of all species (Raven, 1988; Ehriich and Wilson, 
1991; Webb, 1995). Species diversity generally increases 
strongly as one moves from colder to warmer sites (e.g., 
Groombridge, 1992), although the reasons for that trend are not 
well understood. When the size of an ecosystem is reduced to 
about 10% of its former size, about 50% of the species origi
nally present generally will become extinct. Based on that rela
tionship, it has been estimated, for instance, that a temperature 
rise of 2°C would cause 10-50% of the animals cunently 
extant in the boreal Great Basin mountain ranges to be lost 
(Dobson e t a l , 1989). 

Climatic change can affect biodiversity either directly through 
altering the physiological responses of species or indirectly by 
altering interspecific relationships (e.g.. Woodward, 1987; 
Tallis, 1990; Peters and Lovejoy, 1992). Whenever these 
changes lead to a habitat degradation, biodiversity will eventu
ally be adversely affected (e.g., Peters and Lovejoy, 1992; 
Vitousek, 1994). Furthermore, biodiversity is affected not only 
by climate change but also by deforestation and other land-use 
changes that cause further habitat degradation and fragmenta
tion (Janzen, 1988; Dobson et a l , 1989; Wilson, 1989; Ehriich 
and Wilson, 1991; Myers, 1991, 1993; Postel, 1994; Daily, 
1995; Pimm et a l , 1995). The combination of climate change 
with other pressures on ecosystems produces a particularly sig
nificant threat to biodiversity due to the following reasons: 

• Climate change, together with other causes of habitat 
degradation, may locally decrease species diversity 
(Peters and Darling, 1985; Romme, 1991; Myers, 
1992; Peters, 1992; Daily, 1995; Pimm et a l , 1995; 
Rind, 1995). Disturbance also may create opportuni
ties for opportunistic or pioneer species, which will 
become more abundant (Myers, 1993) and, over time, 
replace many species that are slower growing and 
require more stable conditions. In some cases, this 
may lead to a temporary increase in species diversity 
(e.g., Lugo, 1988; Mooney, 1988; Vitousek, 1988). 

• Species may become permanentiy extinct when local 
extinction cannot be reversed by reimmigration from 
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surrounding areas. Tiiis problem would be most 
severe where the climate in a species' reserve 
changes from being favorable to being completely 
unsuitable (Peters, 1992), rendering "sanctuaries" 
into "traps" (Myers, 1993). Thus, an increasing frag
mentation of habitats in combination with climate 
change may cause significant and irreversible species 
loss, a situation with which many of the current poli
cies on reserves have large difficulties coping ade
quately (Ehrlich and Wilson, 1991; Botkin and 
Nisbet, 1992; Franklin et a i , 1992; Myers, 1992; 
Peters, 1992). 

Although the effects of climatic change on biodiversity are still 
poorly understood, many authors anticipate a significant loss 
of species due to climatic change (e.g., Peters and Lovejoy, 
1992; Reid, 1992; Myers, 1993; Vitousek, 1994). Due to its 
permanency, this must be considered as one of the most impor
tant impacts of climate change, not only in economic terms 
(e.g., Daily, 1995) but also in terms of all other utilitarian and 
spiritual values that have been attributed to species (e.g., 
Ehrlich and Wilson, 1991; Sharma e t a l . , 1992; Myers, 1993). 

1.3.7. Adaptation 

Forests themselves may to some extent acclimate or adapt to 
new climatic conditions, as evidenced by the ability of some 
species to thrive outside their natural ranges. Also, elevated 
COj levels may enable plants to use water and nutrients more 
efficiently (e.g., Luo et a l . , 1994). Nevertheless (see Sections 

1.3.3 and 1.3.5), the speed and magnitude of climate change 
are likely to be too great to avoid some forest decline by the 
time of a CO2 doubling. 

Consideration may therefore be given to human actions that 
minimize undesirable impacts. Special attention may be given 
to poor dispersers, specialists, species with small populations, 
endemic species with a restricted range, peripheral species, 
those that are genetically impoverished, or those that have 
important ecosystem functions (Peters and Darling, 1985; 
Franklin, 1988; Davis and Zabinski, 1992; Franklin et a i , 
1992). These species may be assisted for a time by providing 
natural migration corridors (e.g., by erecting reserves of a 
north-south orientation), but many may eventually require 
assisted migration to keep up with the speed with which their 
suitable habitats move with climate change. Some mature 
forests may be assisted by setting aside reserves at the pole
ward border of their range, especially if they encompass 
diverse altitudes, and water and nutrient regimes (Botkin and 
Nisbet, 1992; Peters, 1992; Myers, 1993), or by lessening pol
lutant stresses and land-use changes that result in forest degra
dation (e.g., Vitousek, 1994; Daily, 1995). 

1.4. Tropical Forests 

1 . 4 . 1 . C h a r a c t e r i z a t i o n and Key L i m i t a t i o n s 

Tropical forests cover about 1,900 Mha (FAO, 1993a) and are 
found between 25°N and 25°S. They are distributed over five 
continents and are situated mainly in developing countries. 

Box 1-5. Ъ-opicaI Forests and Land-Use Changes 

Tropical forests are endangered more by land-use practices than by gradual climatic change. Already at present much of 
the tropical forest is affected by deforestation due to land conversion and resource use (UNESCO, 1978; FAO, 1982; 
Brown et a i , 1993; Dixon et a l . , 1994). Such anthropogenic tropical forest disturbances are expected to continue in 
response to economic development, population growth, and the associated need for agricultural land (DENR-ADB, 
1990; Starke, 1994; Zuidema et a l , 1994). 

Tropical rainforests have been cleared for agriculture since at least 3,000 BP in Africa and 7,000 B P in India and Papua 
New Guinea (Flenley, 1979). Africa has lost at least 50% of its rainforest, while tropical America and Asia have lost at 
least 40% (Mabberley, 1992). In addition to deforestation, large areas of previously undisturbed forest are being affected 
by removal of wood for timber and fuel (Brown et a l , 1993; Richards and Flint, 1994). Chapter 24 presents a detailed 
account of these deforestation trends in tropical forests. 

The influence of tropical forests on local and regional climate may be as important as the effects of climate on forests 
(Lean and Warrilow, 1989). About 20% of the water flux to the atmosphere derives from évapotranspiration from the 
land, mostly from forested areas with high annual rainfall (Westall and Stumm, 1980; Lean and Wartilow, 1989). 
Deforestation can significantly reduce global évapotranspiration and increase runoff This could affect the amount and 
distribution of precipitation over wide areas (Salati and Jose, 1984). For instance, in the Amazon basin, at least 50% of 
precipitation originates from évapotranspiration from within the basin (Salati et a l , 1979; Salati and Jose, 1984). 
Deforestation there will reduce évapotranspiration, which could reduce precipitation by about 20%—producing a season
al dry period and increasing local surface temperatures by 2°C (Gash and Shutdeworth, 1991). This could result in a 
decline in the area of wet tropical rainforests and their permanent replacement by floristically poorer drought-deciduous 
or dry tropical forests or woodlands. 
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The forests consist of rainforests, drought-deciduous forests, 
and dry forests. In areas with prolonged dry seasons, especial
ly where water limitations are intensified by edaphic condi
tions (Cole, 1986), there are savannas (Richards, 1966; Odum, 
1971; Borota, 1991). Evergreen or partially deciduous forests 
occur in areas with a mean annual temperature greater than 
24°C and with high regular rainfall throughout the year. Most 
of the closed tropical forests are found in the moist and wet 
zones, with precipitation to potential évapotranspiration ratios 
of 1-2 and greater than 2, respectively. The dry zone, with a 
ratio of precipitation to potential évapotranspiration of less 
than 1, covers about 40% of the total tropical region. In most 
of these forests, typical monthly temperatures fall between 24 
and 28''C; daily extremes rarely exceed 38°C or fall below 
10°C (Longman and Jenik, 1987). 

Tropical forests represent about 40% of the world's forested 
area, containing about 60% of the global forest biomass and 
one-quarter of total soil carbon (210 Gt С in biomass and 220 
Gt С in soils and litter) (FAO, 1982; Longman and Jenik, 1987; 
Brown et a l , 1993; Dixon et a l , 1994). Tropical forests cover 
only 6% of the world's surface but contain about half of all 
plant and animal species of the world (Bierregaard et a l , 1992; 
Mabberley, 1992; Riede, 1993). Thousands of species in tropi
cal forests are utilized by humans. It is of particular concern 
that tropical forests are currently being clear-cut, burned, or 
otherwise degraded by human activity (see Box 1-5). 

An important characteristic of tropical forests is that they main
tain a tightly closed nutrient cycle and often grow on a mass of 
very infertile soil, in which only the uppermost few centimeters 
have substantial amounts of plant-available nutrients. 
Phosphorus is generally the main limiting nutrient (Jordan, 
1985). Therefore, any disturbance that results in loss of nutri
ents due to leaching, erosion, or timber harvesting can result in 
decreased growth rates, biomass, and diversity (Whitmore, 
1984; Jordan, 1985; Vitousek and Sanford, 1986). 

Fire significantly influences the structure, composition, and 
age diversity of tropical forests. In dry forests, fires tend to be 
frequent, which excludes fire-sensitive species. In tropical 
rainforest, fire is usually rare and does not usually spread over 
wide areas because there is insufficient dry and flammable 
plant material (Chandler et a l , 1983a, 1983b). However, there 
have been instances in the past when thousands of hectares of 
tropical rainforest were burned following long dry periods 
(Goldammer and Seibert, 1990; Goldammer, 1992). Such fires 
are likely to significantly affect species diversity (Goldammer 
and Seibert, 1990) and may help prevent forest deterioration by 
promoting new growth and regrowth (Goldammer and 
Peñafiel, 1990). 

Strong winds associated with tropical cyclones in tropical Asia, 
Central America, and northern Australia can profoundly influ
ence the structure and floristic composition of forests 
(Whitmore, 1974; Hartshorn, 1978; Lugo et a l , 1983; 
Longman and Jenik, 1987; D E N R - A D B , 1990; Mabberiey, 
1992; O'Brien et a l , 1992). Strong winds frequently damage 

tree canopies, create gaps in the forest, and modify the forest 
structure and micrometeorological environment. This may 
increase litter quality, allow more radiation to reach the forest 
floor, increase soil temperature, and make more soil water and 
nutrients available, which could promote the growth of new 
vegetation (Waring and Schlesinger, 1985). 

1Â.2. Projected C l i m a t i c Changes 

The climatic changes projected for the regions covered with 
tropical forest over the period 1990-2050 are increases in tem
perature of around 0.5-1.0°C, with no general change in sea
sonal amplitude; an increase in rainfall averaged over the region 
but with highly uncertain regional shifts in rainfall (differing 
greatly among GCMs), in the range -40% to +60%; and uncer
tain increases or decreases in soil water content (Greco et a l , 
1994). These projections imply the potential for an increased 
occurtence of droughts in some regions and floods in others. 

We also must consider the possibility of changes in the fre
quency of ENSO (El Niño Southern Oscillation; see Glossary) 
events, which may increase rainfall seasonality in semi-tropical 
regions and could lead to a longer dry season in some areas and 
bring more rains in other places. Fire frequencies may increase 
in some areas in association with drought (Rind et a l , 1990). 
Fires may further reduce local precipitation because fire-emitted 
aerosols increase the number of cloud condensation nuclei, 
producing smaller cloud droplets that are less likely to fall as 
rain (Andreae and Goldammer, 1992). 

1 . 4 . 3 , Impacts of C l i m a t e and Land-Use Changes 

1 . 4 . 3 . 1 . F o r e s t A r e a , D i s t r i b u t i o n , a n d P r o d u c t i v i t y 

A l l forests are expected to experience more frequent distur
bance, with greater and possibly permanent impacts, such as 
increased soil erosion, and other forms of degradation and 
nutrient depletion. A study of 54 countries suggested that, 
between 1990 and 2050, a further 660 Mha are likely to be 
deforested, reducing the 1990 area by one-third and releasing 
41-77 Gt С (Trexler and Haugen, 1995; see also Chapter 24). 
Rates of deforestation eventually must decrease as less and less 
of the original forest remains. There are, however, proposals to 
slow the loss of tropical forests (e.g., Deutscher Bundestag, 
1990; U N C E D , 1992), and many nations have large-scale 
plans for the protection or restoration of their forests (e.g., 
Brazil, India, and China: Winjum et a l , 1993). 

Global vegetation models do not agree on whether climatic 
change (in the absence of land-use change) will increase or 
decrease the total area of tropical forests (depending on the cal
culation of transpiration and vegetation properties; see Section 
1.3.4), but any major shifts in rainfall pattern due to climate 
and land-use change are certain to change the present distribu
tion of vegetation types within and among biomes (Neilson, 
1993). Henderson-Sellers and McGuffie ( 1994) show that in an 
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enhanced-C02 climatic regime, tropical evergreen broadleaf 
forests could readily re-establish after deforestation. In some 
areas, decreased rainfaU may accelerate the loss of dry forests to 
savanna, while in others, increased rainfall and increased water-
use efficiency with elevated CO2 may favor the expansion of 
forests and agroforestry. In both cases, the outcome will be 
strongly influenced by human activities. Overall, shifts in rain
fall patterns in the tropics could increase the rate of conversion 
of forests to agricultural land by increasing human migration 
from areas affected by droughts, erosion, or other forms of land 
degradation to non-degraded and more productive forest land. 

The productivities of different areas of tropical forest are likely 
to increase or decrease in accordance with changes in rainfall, 
as indicated by simulation studies (Raich et a l , 1991). The 
overall effect of predicted changes in climate (excluding elevat
ed CO2) on the net primary productivity of tropical evergreen 
forests may be a decrease due to increased temperature and con
sequently increased respiration (in the absence of acclimation) 
and decreased photosynthesis due to increased cloudiness, but 
elevated CO2 levels may cause an increase in productivity (in 
contrast to boreal regions) unless limited by phosphorus supply 
(Melillo et a l . , 1993). CO2 enhancement of photosyntiiesis and 
growth, particularly below ground (e.g., Norby et a l . , 1986, 
1992; Luxmoore et a l . , 1993), is favored by. high temperatures 
in species witii C3 photosynthesis (i.e., in trees) (Long, 1991; 
Kirschbaum, 1994) and possibly by vegetation disturbance and 
consequent fast nutrient cycling (Peterson and Melillo, 1985). 
This is also consistent with studies of the spatial distribution of 
CO2 concentrations across the globe, which also suggest that 
the tropics constitute a biospheric sink that partially offsets tiie 
carbon release due to deforestation (Enting and Mansbridge, 
1991 ; Schimel et a l . , 1995). An alternative view is that elevated 
CO2 levels will accelerate carbon and nutrient cycles in tropical 
ecosystems without increasing growth and biomass (Korner and 
Amone, 1992). Researchers are agreed, however, tiiat increased 
water-use efficiency by plants in response to elevated CO2 is 
likely to enhance the productivity of vegetation in the drier trop
ical regions. 

Land-use change is obviously the greatest threat to species 
diversity of tropical forests, but Cramer and Leemans (1993) 
speculate that climatic change alone could decrease the diver
sity of plant types at the boundaries of biomes, particularly in 
the tropics. Losses are likely to be greatest where the pres
sures of population and'socioeconomic forces are greatest 
and least controlled (see also Section 1.3.6). 

1.4.3.2. T e m p e r a t u r e 

In general, temperatures in non-montane tropical regions are 
already high enough for rapid growth year round, and a 
2°-3°C increase in temperature alone will have a marginal 
effect on rates of photosynthesis, growth, decomposition, and 
nutrient cycling. However, i f plants experience temperatures 
above 35°-40°C over extended periods, especially in combi
nation with water shortage, tissue damage from desiccation 

and sunscald can occur (Fitter and Hay, 1987). In drier areas, 
the severity and duration of dry spells could be aggravated by 
increasing temperature. Also, some species sustain damage 
from temperatures below 10°-12°C or even below 15°-20°C, 
and there may be some limited future expansion of those 
species into regions from which they are currently excluded 
by cool temperatures (e.g.. Smith et a i , 1992b). 

1.4.3.3. Water 

In the semi-arid tropical regions, climate-induced desertifica
tion will be a critical issue i f precipitation decreases (Mitchell 
et a l . , 1990; Greco et a l . , 1994). Seasonally dry deciduous 
forests could bum more frequentiy and be permanentiy 
replaced with thom scrub or savannah vegetation. It should be 
noted that changes in forest cover can have effects on ground
water supplies, surface ranoff, sedimentation, and river flows 
(Brooks et a l . , 1991), with potentially serious socioeconomic 
effects (see also Chapter 5). Also, hydrological changes that 
include shifts in atmospheric circulation could threaten the 
survival of cloud forests. 

Some evergreen species of the humid forest clearly will be at a 
disadvantage in those areas that experience more severe and 
prolonged droughts. Significantiy, drought affects the survival 
of individuals: Those witiiout morphological or physiological 
adaptations to drought often die. In contrast, an abundance of 
moisture (in the absence of flooding) more often acts through 
changed competitive abiHty. Drought-adapted species are out-
competed by those that lack growth-Umiting drought-adaptive 
tiaits. Species in moist ti'opical forests, including economically 
important hardwoods, are the least drought-adapted in the h-op-
ics, and their survival (with the attendant loss in diversity) in 
some areas must be considered at risk from climatic change. 

1.4.3.4. S o i l N u t r i e n t s 

Climatic change (including elevated CO2 levels) could enhance 
the supply of nutrients to plants in the h-opics by, for instance, 
increasing root and mycorrhizal growth and thereby increasing 
access to soil phosphoras and enhancing nitrogen fixation by 
legumes, which are abundant in the ti-opics. On the other hand, 
the more important considerations are likely to be nutiient 
leaching and soil erosion wherever tree cover is lost (because 
of droughts or fire) or removed (by logging, clearing, or graz
ing)—especially where high-rainfall events occur in hilly 
areas—and immobilization of nutiients in soil organic matter 
in response to elevated CO2. 

1.4.3.5. Pests a n d Pathogens 

Tropical rainforests contain large numbers of insects and 
pathogens that can cause serious damage to some plant species 
and may play a role in regulating species diversity (Coley, 1983). 
Many factors have been associated witii the susceptibility of 
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tropical plants to pests and diseases and with the virility of pests 
and pathogens. Some of these factors include suboptimal cU
mate, availability of water and nutrients, and the presence of sec
ondary metabolites that act as defensive compounds (Lambert 
and Turner, 1977; Levitt, 1980a, 1980b; Mattson, 1980; Mattson 
and Haack, 1987; Jones and Coleman, 1991). Drought stress can 
sometimes increase host plant suitability due to increases in sol
uble nitrogen and sucrose (White, 1974), whereas high tempera
tures and humidities (> 30°C and relative humidity of 50-90%) 
can decrease the growth rate, survival, and fecundity of some 
insects (Wilson et a l . , 1982). Consequently, there is still great 
uncertainty as to whether the impacts of climate change on the 
relationship between host plants and pests and pathogens will 
lead to forest loss or gain. 

However, the diversity of species in most tropical forests 
appears to confer some protection against widespread out
breaks of pests and diseases. The low population density of 
potential hosts prevents Ihe. rapid multiplication and spread of 
pests and pathogens (Longman and Jenik, 1987). Hence, most 
cases of debiUtating outbreaks of pests and diseases—which 
can, for instance, affect entire stocks of some mahoganies— 
occur in plantations, agroforests, or stands that are dominated 
by one species (UNESCO, 1978). 

1.4.3.6. F i r e a n d Wind 

It is clear from recent events that wherever there are more 
droughts, there will be more fires due to the accumulation of 
more combustible dry organic matter, with major potential eco
nomic costs in highly populated areas. In the exti-eme, recur
rent fires will lead to the permanent loss of fire-prone species 
and the invasion and maintenance of fire-resistant species such 
as savanna vegetation. Fires, together with the action of 
wind—especially in regions where storms are frequent—will 
increase the dominance of pioneer species, including vines and 
herbs, preventing forests from developing to maturity. 

1.5. Temperate Forests 

1 . 5 . 1 . C h a r a c t e r i z a t i o n 

Temperate forests occur approximately from 25-50° N and S 
and are found primarily in developed countries in discontinu
ous blocks on five continents, sharing the landscape with agri
cultural land and urban areas. Closed forests originally covered 
about 1,400 Mha but have been reduced to about 700 Mha, 
56% of which is in North America and 24% in Europe (see 
Chapter 15). Humans have had an impact on almost all of these 
forests; about 20% are managed for wood production or otiier 
uses, and many are being affected by pollutants, with both 
potentially positive and some obvious negative effects on 
growtii (Innes, 1993). 

These forests contain broadleaved and needle-leaved species 
that may be evergreen or deciduous. The most extensive types 

of temperate forests are the northem deciduous forests, com
monly dominated by members of the F a g a c e a e , with leaf-
shedding as an adaptation to winter frosts; the temperate conif
erous forests of Europe, western and southeastern North 
America, and eastern Asia; warm evergreen forests in Australia 
dominated by E u c a l y p t u s species; and other forests in the 
Southem Hemisphere dominated by N o t h o f a g u s species. 

Temperate forests occur within a range of mean annual tem
peratures of 6-17°C, where average total precipitation exceeds 
500 mm, with broad transition zones to boreal and subtropical 
forests. Within any region there are often steep gradients in for
est types along climate gradients of rainfall and temperature, 
with change in altitude, and from oceanic to continental areas. 
At the low-rainfall margin, temperate forests change into 
savanna-type woodlands or Mediterranean shrublands. 
Temperate forests exist on a wide range of soils and have 
diverse ecological properties (EUenberg, 1971; Bormann and 
Likens, 1979; Reichle, 1981; Edmonds, 1982). 

The standing biomass and carbon content of temperate forests 
is currentiy increasing (at 0.2-0.5 Gt С yr ' ) , largely due to 
reforestation (about 0.6 Mha yr ' ) , underharvesting and 
regrowth after wood removal during the 19th and eariy 20th 
centuries (Armentano and Ralston, 1980; Heath et a l . , 1993; 
Kurz and Apps, 1993; Sedjo, 1993; Sundquist, 1993; Dixon et 
a i , 1994; Galinski and Küppers, 1994; Kohlmaier et a i , 
1995), and mainly fertilization effects of nitrogen deposition 
(Kauppi et a l . , 1992). The temperate forests therefore are con
sidered to be a carbon sink (Heath et a l . , 1993). However, if 
the loss of carbon from decaying forest products and logging 
debris is taken into account, the net flux of carbon to the 
atmosphere from, northern temperate forests is close to zero 
(Houghton, 1993) and, in the coming century, increased 
demand for wood may change the temperate forests to a net 
carbon source (Heath et a l . , 1993). 

Forest fires occur in most seasonally dry forests, despite con
trol measures, and play an important role in ecosystem 
dynamics in these forests, especially in parts of North 
America, Australia, and Mediterranean Europe (Kozlowski 
and Ahlgren, 1974; G i l l et a l . , 1981; Goldammer and 
Jenkins, 1990). Fire affects species distribution by favoring 
fire-resistant species at the expense of those more sensitive 
to fire. Fire also creates conditions conducive to the estab
lishment of new seedlings. 

1.5.2. Key L i m i t a t i o n s 

The ranges and growtii of temperate tree species in wetter, mar
itime, and high-latitude regions often can be related to the 
length of the growing season, measured in degree-days, and to 
absolute minimum temperatures in more continental areas. The 
temperature niches of individual species are often narrow 
(Figure 1-1) and are commonly determined by critical thermal 
requirements of the reproductive cycle (e.g., Pigott and 
Huntley, 1981). 
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In drier regions closer to the equator, the existence and growth 
of temperate forests are controlled largely by water availabili
ty. Variation in leaf-area indices and ring widths often is relat
ed to available water (Gholz, 1982). A minimum ratio of actu
al to potential évapotranspiration of approximately 0.65 is con
sidered necessary to support the growth and regeneration of 
temperate-zone trees (Prentice et a l . , 1992). Slight shifts to 
smaller ratios lead to open woodlands, savannahs, and grass
lands. Soil water availability also strongly influences forest 
density, leaf area, growth, and standing biomass. 

Seedling establishment is most vulnerable to shifts in precipi
tation patterns or amounts. Most temperate-zone seedlings can 
survive and become established only within narrow limits of 
soil moisture and sunhght. Slight changes in soil moisture can 
lead to the loss of a season's seedling crop, although losses in 
tree establishment cohorts may not lead to changes in forest 
structure for decades. 

Like high-latitude populations experiencing low temperature, 
mid-latitude populations that are often subject to low soil water 
availability may be very plastic in their response to environ
mental variation. This plasticity enables temperate-zone trees 
to survive most weather variations that may be encountered 
only once every 200 years (Bugmann, 1994). Reproduction at 
these locations may be possible if conditions in rare years are 
favorable for the species' reproductive requirements (Pigott 
and Huntley, 1981). 

1 . 5 . 3 . Projected C l i m a t i c Changes 

The climatic changes projected for most of the temperate for
est region over the period 1990-2050 are increases in both 
summer and winter temperatures of 1-2°C; regional changes in 
precipitation in summer and winter, mostly in the ±20% range; 
and drier soils in summer (mostly with 2-8 mm less water) 
and, in winter, changes toward drier soils in some regions and 
wetter soils in others (Greco et a l , 1994). These projections 
imply longer and warmer growing seasons, less extreme sub
zero temperatures in winter, more frost-free winters in mar
itime areas, and more summer droughts, particularly in mid-
continental regions (Manabe and Weatherald, 1987). 

Possibly more important to temperate biotic communities than 
the magnitude of warming or precipitation change is the speed 
of climatic change (see Section 1.3.5). The projections imply 
that it will take less than a century for the summers to be 
warmer than now throughout the curtent geographic range of 
many temperate species. 

1 . 5 . 4 . Impacts of C l i m a t i c Change 

1 . 5 . 4 . 1 . F o r e s t A r e a , D i s t r i b u t i o n , a n d P r o d u c t i v i t y 

As long as the current agricultural surpluses in temperate regions 
persist, the temperate forest area is likely to be increased by 

afforestation. In Europe, the potential area for afforestation has 
been estimated as 44 Mha, and in the United States 100 Mha 
(Heath era/., 1993). 

Climatic change will enable the temperate forest to advance 
poleward, in many northern areas displacing boreal forest, and 
also potentially to expand in wet, maritime regions (Kellomaki 
and Kolstrom, 1992; Leemans, 1992; Morikawa, 1993). Eariy 
successional, pioneer species will be favored, and opportuni
ties will exist for foresters to introduce species and ecotypes 
from warmer regions (Cannell et a l , 1989). However, in drier, 
continental regions, repeated summer droughts may lead to the 
loss of temperate forests. The rate of loss in biomass and car
bon in these areas could exceed the rate of carbon gain in 
newly forested areas (Smith et a l . , 1992a). 

The net primary productivity of temperate ecosystems is pre
dicted to increase in response to rising CO2 concentrations, 
warming, and increased nitrogen mineralization rates; howev
er, i f drier areas, such as those west of the Appalachians, 
receive just 7% less rainfall, decreased productivity is predict
ed because of a decrease in the ratio of rainfall to potential 
évapotranspiration (Running and Nemani, 1991; Melillo et a l . , 
1993; Lüdeke et a l , 1995). Similariy, warming of 2°C and 
slightly decreased precipitation have been predicted to cause 
forest decline in Missouri (Bowes and Sedjo, 1993). Many 
experiments have confirmed that elevated CO2 enhances the 
growth of young trees and that the effect is sustained over sev
eral years (WuUschleger et a l , 1995). However, it has proven 
difficult to detect COz-enhanced stem growth of mature trees 
over the last century (see Section 1.3.1.2 and Chapter A). 

Forests that are not in decline may show little change in net 
carbon storage because, in temperate climates, increases in net 
primary productivity may be offset by increased soil respira
tion due to higher temperatures (Thornley et a l , 1991; 
Kirschbaum, 1993). That is, the net ecosystem productivity 
may not change, and may even decrease. Forests suffering 
from wildfire, pest outbreaks, or decline events will lose car
bon and may become a major source of carbon (King and 
Neilson, 1992; Smith and Shugart, 1993). 

1.5.4.2. T e m p e r a t u r e a n d Water 

Species in the temperate zone differ in their temperature opti
ma for growth, their timing and degree of frost hardening and 
dehardening, their winter chilling requirements, and the num
ber of degree-days needed to complete dilïerent stages in their 
reproductive development (Cannell, 1990). A l l of these differ
ences are likely to be involved in driving changes in the distri
bution and productivities of species. Most studies predict sub
stantial change during the next century, but confidence in our 
predictions is limited by knowledge of adaptive responses of 
species and the need to consider interactions among responses 
to temperature, COj, changed water relations, and pests and 
pathogens. Moderate temperature increases alone often can be 
beneficial, as evidenced by the faster growth and greater seed 



1 1 8 C l i m a t e C h a n g e I m p a c t s o n F o r e s t s 

production of some commercial tree species when transferred 
to slightly warmer climates. But chilling requirements may not 
be met, and delayed budburst may limit the amount of light 
intercepted in the growing season while total respiration 
increases (LeBlanc and Foster, 1992). It also has been shown 
that frost hardiness can decrease in response to CO2 enrich
ment (Barnes et a l . , 1996), so that winter damage could even 
increase. 

Species that are growing in regions where growth is limited by 
water shortages for at least part of the year may be adversely 
affected by intensification of summer soil water deficits (Greco 
et a l . , 1994), as a result of decreases in the ratio of rainfall to 
potential évapotranspiration (e.g., Addison, 1991). 

Warm winters will result in less precipitation falling as snow 
and reduced regional snow packs, resulting in less carry-over 
of water from the winter to the growing season (Mitchell et a l . , 
1990). Thus, less water will be available for vegetation in the 
following growing season, which may lead to drought-induced 
forest decline (King and Neilson, 1992). 

1.5.4.3. Pests a n d Pathogens 

Warming in winter may allow destructive insects and pathogen
ic fungi to survive at higher latitudes than at present, enabling 
subtropical or warm-temperate pests and pathogens to invade 
vegetation from which they are now excluded (Dobson and 
Сафег, 1992). Some insects also will be able to complete more 
generations per year in warmer climates. Increased incidences 
of pests and diseases may further limit the growth of stands that 
are already declining from the effects of climate change or pol
lution. Summer droughts and other climatic stresses have been 
associated with outbreaks of bark beetles like the southern pine 
beede ( D e n d r o c t o n u s f r o n t a l i s ) in southern parts of the United 
States, bark beetles in western Canada (Kimmins and Lavender, 
1992), and bronze birch borers on paper birch in northem 
Michigan (Jones et a l . , 1993). Elevated COj can change the 
palatability of leaves and either promote or discourage insect 
herbivory (Overdieck et a l . , 1988; Mueller-Dombois, 1992). In 
areas where forestry practice has led to the establishment of 
mono-specific stands, forests are particularly vulnerable to out
breaks of pests and diseases, especially where that combines 
with poor site quality or exposure to industrial pollutants. 

1.5.4.4. S o i l N u t r i e n t s 

Nitrogen supply generally limits the productivity of many tem
perate forests (Tamm, 1991). Climatic warming will increase 
rates of turnover of soil nitrogen and carbon. In Europe and the 
United States, nitrogen fertility also may be improving through 
inputs from industrial and agricultural pollution. While a low 
level of nitrogen input may have a beneficial effect (Kauppi et 
a l , 1992), further inputs could reverse the initial gains through 
the development of nutrient imbalances and further acidifica
tion of the soil (Heath et a l . , 1993). 

1.5.4.5. F i r e 

The projected increase in the incidence of summer droughts in 
much of the temperate zone will increase the risk of forest fires 
and extend the hazard to areas that are not now affected, par
ticularly where forests are defoliated or killed by drought, 
pests, or pathogens. Some species that are not adapted to with
stand or regenerate after fire may be lost from fire-affected 
areas. However, large-scale fires may continue to be rare in the 
temperate zone and confined to drier parts of North America, 
Australia, and the Mediterranean region because temperate 
forests mostly occur in dissected landscapes in countries that 
can afford fire-control measures. 

1.6. Boreal Forests 

1 . 6 . 1 . C h a r a c t e r i z a t i o n 

The boreal forest covers approximately 17% of the world's 
land surface area in a circumpolar complex of forested and par
tially forested ecosystems in northern Eurasia and North 
America. It contains about 90 Gt С in living biomass and 470 
Gt С in soils and detritus (Dixon et a l . , 1994); the boreal region 
is estimated currently to be a sink of 0.4-0.6 Gt С yr> (Apps et 
a l . , 1993; Dixon et a i , 1994). 

The boreal forest consists primarily of evergreen and decidu
ous coniferous species and is floristically poor, being dominat
ed by only about 15 tree species in both Eurasia and North 
America (Nikolov and Helmisaari, 1992). Many species have 
transcontinental distributions and are adapted to withstand 
extremes of climate and to regenerate after fire or insect attack. 
Three forest zones are often recognized (from south to north): 
closed-crown forest, open-crown forest (or lichen woodland), 
and forest-tundra. The closed-crown forest borders on 
steppe/prairie in continental areas, whereas in areas under mar
itime influence the boreal/temperate forest boundary consists 
of a relatively species-rich community—often in a mosaic of 
deciduous species on favorable soils and conifers at less favor
able or colder sites (Apps et a l . , 1993). Much of the boreal for
est is embedded in a mosaic of wetlands and peatlands that 
may act as natural fire breaks. Mosses and lichens also play an 
important role in boreal ecosystem processes. 

The northern limit of the boreal forest is largely determined by 
temperature (Garfinkel and Brubaker, 1980; Larsen, 1980, 
1989; Amo, 1984), while both temperature and water supply 
determine the forest/steppe and forest/prairie boundaries. In 
general, the length of the vegetative period (related to the 
length of the frost-free period or July mean temperature) is of 
great importance in maritime regions. In more continental 
regions, drought or extreme subzero temperature may be more 
important—for instance, the apparent -40°C limit of sap super
cooling of hardwood species (Arris and Eagleson, 1989) and 
the winter or drought tolerance of evergreen conifers. This tol
erance may be exceeded in Siberia, which supports large areas 
of deciduous conifers ( L a r i x ) (Woodward, 1987). Drought is 
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an important factor in interior Alaska and Siberia, where annu
al precipitation may be as low as 100-200 mm. Throughout the 
boreal region, droughts are generally necessary for the onset 
of fires. Some species, notably P i n u s s y l v e s t r i s , are drought-
tolerant, whereas others such as P i c e a abies are dominant on 
wetter soils. A further factor determining the limits of species 
may be their winter chilling requirements. 

The boreal forest consists of a patchwork of small to very large 
areas that are in various stages of recovery from fire or insect 
attack (van Cleve et a l . , 1983a). Stands rarely reach maximum 
biomass or carbon content (Apps and Kurz, 1994), and many 
areas are dominated by one or a few species in a narrow age-class 
range. Also, it may be noted that the boreal forest is less than 
12,000 years old and still may be expanding in some areas (Tallis, 
1990), and even recovering from cool temperatures in the Little 
Ice Age (AD 1200-1850) (Campbell and McAndrews, 1993). 

1.6.2. Key L i m i t a t i o n s 

Low air temperatures and small heat sums restrict growth and 
the production and germination of seed, which is a major fac
tor limiting regeneration in the forest-tundra zone (Henttonen 
et a i , 1986). Unseasonal frosts can damage growth and repro
ductive cycles. Low soil temperature and permafrosts (in non-
oceanic regions) have been demonstrated experimentally to 
Hmit growth and nutrient availability (van Cleve et a l . , 1981, 
1983b). Permafrost can restrict root growth and create an 
impervious layer that impedes soil drainage but can also be 
responsible for raised areas that permit drainage, producing 
islands where trees can grow within wetiands. 

Low nutrient availability (except after fire) is characteristic of 
most boreal forests. Low soil temperatures limit the rate of lit
ter decomposition and mineralization (Shaver et a l . , 1992; 
Berg e t a l . , 1993; Kobak and Kondrasheva, 1993), and the tit
ter of most coniferous boreal tree species is relatively resistant 
to decomposition because of its high lignin and low nutrient 
content. Nitrogen availability in boreal coniferous forests is 
generally in the range of 5 ^ 0 kg N ha-' y r ' , compared to 
80-120 kg N ha ' y r ' in northern hardwood stands (Pastor and 
Mladenoff, 1992). 

Natural wildfires are ubiquitous throughout the boreal region 
because of the buildup of large amounts of litter, much of 
which is not only resistant to decomposition but is also highly 
flammable. In the absence of fire-suppression measures, the 
interval between fires (the fire cycle) ranges from 50 to 200 
years from south to north but may be over 1,000 years in wet 
northern ecosystems (Viereck, 1983; Payette et a l , 1989b; 
Payette, 1992). There are well-established relationships 
between fire-cycle length, species composition, age-class dis
tribution, and carbon storage (Johnson and Larson, 1991; 
Kasischke et a l , 1995; Kurz e t a l , 1995). 

Boreal forests also are characterized by periodic outbreaks of 
insect pest populations. For many insect species, outbreaks have 

been clearly associated with climatic conditions and weather 
events (e.g., Martinat, 1987; Mattson and Haack, 1987; Volney, 
1988), and outbreaks are often most common in the southern
most (warmest) part of the tree-host range (Kurz et a l , 1995). 
On sites where forests have remained unaffected by fire or 
insect damage for extended periods, they are characterized by 
muhi-aged stands where tree-faU constitutes tiie most important 
disturbance. Tree falls create a variety of microenvironments 
that enhance diversity and affect regeneration patterns (Jonsson 
and Esseen, 1990; Liu and Hyttebom, 1991; Hofgaard, 1993). 

The net primary productivity of boreal forests tends to be 
low—commonly 3-8 t (dry matter) ha-' y r ' , compared with 
7-121 ha-' y r ' for northern hardwoods (Cannell, 1982; Melillo 
et a l , 1993). Productivity is controlled in a complex way by 
interactions between various factors as discussed in Section 
1.6.4 (Bonan and Shugart, 1989). As a boreal forest stand 
develops after fire, litter accumulates, more and more nutrients 
are immobilized in the litter, the depth of thaw is reduced 
because of the insulating properties of the litter, drainage may 
then be impaired by permafrost, and moss growth may impair 
regeneration from seed—some of which may be held within 
serotinous cones that release their seed only after fire (Bonan, 
1992). Fire interrupts this process by burning litter on the for
est floor, releasing mineral nutrients, leading to deeper thaw, 
improving drainage, and often removing the moss layer—all of 
which improves conditions for seed germination (Landhausser 
and Wein, 1993). 

1 . 6 . 3 . Projected C l i m a t i c Changes 

The climatic changes projected for most of the boreal region 
over the period 1900-2050 are increases in temperature of 
around 1-2°C in summer and 2-3 °C in winter; regional changes 
in precipitation in summer and winter, mostly in the ±20% 
range; and drier soils in summer (averaging about 2-8 mm less 
water) (Greco et a l , 1994). These projections imply longer and 
warmer growing seasons, appreciably milder winters with the 
possibility of less extreme minimum temperatures, and less per
mafrost, which is related to annual mean temperatures. 

Most importantiy, the changes in temperature, soil water, and 
vapor pressure deficit may increase the frequency (shorten the 
return-time) of fires. Flannigan and van Wagner (1991) predict 
a 40-50% increase in the area burned each year in Canada in a 
2 X CO2 climate scenario, and others have predicted more fre
quent fires of higher intensity in the forest-tundra (Stocks, 
1993; F IRESCAN Science Team, 1995). In Russia, an addi
tional 7-12 million hectares of boreal forest are projected to 
burn annually within the next 50 years, affecting 30-50% of 
the land area (Dixon and Krankina, 1993). 

1 . 6 . 4 . Impacts of C l i m a t i c Change 

There is a general consensus that climatic change will have 
greater impact on boreal forests than on tropical and perhaps 
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temperate forests, and that more frequent or changed patterns of 
disturbance by fire and insect pests may be more important 
agents of change than elevated temperatures and COj levels per 
se (Shugart et a l . , 1992; Dixon and Krankina, 1993). Overall, 
the boreal forest is likely to decrease in area, biomass, and car
bon stock, with a move toward younger age-classes and consid
erable disruption at its southern boundary (Neilson et a l . , 1994; 
Kurz et a l , 1995). COj enrichment itself may have less effect 
than in warmer climates. In Sections 1.6.4.1 through 1.6.4.4, we 
consider the likely changes in the distribution and composition 
of the forest and then elaborate on the factors driving change. 

1 . 6 . 4 . 1 . F o r e s t A r e a , D i s t r i b u t i o n , a n d P r o d u c t i v i t y 

On its southern border, the boreal forest may give way to north
ern deciduous forest (or agriculture) in areas with a maritime 
influence and to grassland or xerophytic steppe vegetation in 
midcontinental areas, and species shifts may occur in the mid-
boreal region (Emanuel et a l . , 1985; Kellomaki and Kolstrom, 
1992; Rizzo and Wiken, 1992; Dixon and Krankina, 1993; 
Monserud et a l . , 1993a; Tchebakova et a l . , 1994; Prentice and 
Sykes, 1995). Near tree lines in many areas, there is potential 
for existing populations of suppressed individuals to grow 
taller and more vigorously, as has apparently happened in 
response to past climatic changes (Kullman, 1986; Payette et 
a l . , 1989a; Hofgaard e t a l . , 1991). 

Over the next century, the potential (or preferred) geographic 
ranges of species may shift approximately 300-500 km, imply
ing changes in forest-based industries and considerable 
socioeconomic impacts. In the early Holocene (about 8,000 
years ago), when the climate became warmer, fire-adapted 
hardwood species expanded northward to new sites after fire 
(Green, 1987). Where northern deciduous species, such as 
sugar maple, migrate northward, forest productivity may be 
increased on soils that retain adequate water, whereas produc
tivity may decrease on dry soils where boreal forest may give 
way to oak-pine savanna (Pastor and Post, 1988). 

There is concern that the maximum potential migration rates 
may be too slow to keep up with the rate of climatic change 
(see Sections 1.3.3 and 1.3.5)—in which case some researchers 
consider that there may be areas of transitory forest decline, 
especially i f soils change slowly, are unfavorable for immi
grating species, and lack necessary microbes and symbionts 
(Dixon and Turner, 1991; Davis and Zabinski, 1992; Solomon, 
1992; Smith and Shugart, 1993), or where growth by more 
southem species is limited by photoperiodic constraints. The 
future of the transitory forest is likely to be determined by 
increasing occurtence of extended high-intensity wildfires 
until a new cUmate-vegetation-fire equilibrium is established 
(Cratzen and Goldammer, 1993). Other researchers suggest 
that there may be litfle forest decline. Intraspecific genetic 
diversity will buffer change, and species that are no longer in a 
favorable climate will simply grow and regenerate poorly and 
be overtaken by invading species either gradually or after dis
turbance (Malanson et a l . , 1992; see also Section 1.3.3). 

Increasing temperatures are likely to stimulate soil organic mat
ter decomposition and increase nutrient (especially nitrogen) 
availability, leading to an increase in net primary productivity of 
non-stressed stands, averaging perhaps 10% in the boreal zone 
in a 2 x CO2 climate (Melillo et a l . , 1993). However, despite 
increasing productivity, there may be a net carbon loss from the 
ecosystem because a small temperature rise wil l greatiy 
enhance decomposition rates (Jenkinson et a l . , 1991), whereas 
CO2 fertilization will be of low effectiveness because of low 
temperatures (Kirschbaum, 1993). Also, productivity may not 
increase in dry areas if water limitations were to increase due to 
increased evaporative demand. Hydrological and landscape 
changes in the patterns of bogs and forest also may be expect
ed. In the north, melting of permafrost would favor the expan
sion of wetiands, while drier conditions in the south would 
lower the water tables (Apps et a l , 1993). 

In the forest-tundra, rising temperatures are likely to enhance 
the development and germination of seeds of many species, 
increasing forest cover and enabling a northward migration to 
occur, probably after fire (Kullman, 1990; Kellomaki and 
Kolstrom, 1992; Landhausser and Wein, 1993)—but again, 
hampered to some extent by slow changes in soil conditions 
(Rizzo and Wiken, 1992). There is clear evidence in the fossil 
pollen and macrofossil record of expansion and recession of 
boreal forest in both Eurasia and North America in response to 
temperature changes over the past 10,000 years (Ritchie, 
1987). However, it will take more than 100 years for any new 
forest areas to mature in the forest-tundra, so the northward 
expansion of mature boreal forest is likely to be slower than the 
rate at which it is lost to grassland and temperate deciduous 
forest at its southern boundary (Rizzo and Wiken, 1992). The 
tundra itself is likely to become a carbon source in response to 
warming (Billings et a l . , 1984; Oechel et a l . , 1993). 

1.6.4.2. T e m p e r a t u r e 

The productivity of boreal forests—except those at the warmer 
and drier edge of their species ranges—is likely to respond 
favorably to increases in temperature, as shown by long-term 
soil warming experiments and models (van Cleve et a l . , 1990; 
Melillo et a l . , 1993). It has long been known that trees in the 
boreal forest exhibit positive relationships between annual 
growth-ring widths and summer temperatures (Mikola, 1962) 
and between volume growth and number of degree-days 
(Kauppi and Posch, 1985; Worrell, 1987). Also, most prove
nance-transfer studies suggest that some southward movement 
of ecotypes to warmer climates promotes their volume growth 
(Beuker, 1994; Matyas, 1994). The magnitude of the growth 
response will depend on the effect of increased temperatures 
on nutrient availability, évapotranspiration, and the frequency 
of fires. Subtie interactions may be important. For instance, 
Bonan et a l . (1990) and Bonan (1992) show how increased 
temperatures combined with increased évapotranspiration 
could result in a faster build-up of Utter and a shallower per
mafrost zone, but an increased probability of fire. The net 
effect could be to reduce nutrient availability except after 



C l i m a t e C h a n g e I m p a c t s o n F o r e s t s 1 2 1 

fires—wfiereas on the basis of temperature increases alone, 
nutrient availability would have been expected to increase 
(Shaver et a l , 1992). 

Forest simulation models suggest large shifts in species 
composition in boreal forests (Shugart et a l , 1992). Large 
increases in temperature would cause annual heat sums to 
exceed the minimum thresholds for seed production, favoring 
the northward spread of species, especially in the forest-tun
dra zone. On the other hand, reduced winter chilling may dis
rupt both vegetative growth and reproductive processes of 
species at the southern edges of their ranges (Kimmins and 
Lavender, 1992). 

1.6.4.3. N u t r i e n t s 

Nitrogen is the nutrient that most limits the productivity of 
boreal forests (e.g., van Cleve et a l , 1983a, 1983b; Tamm, 
1991). The critical factor is the rate at which nitrogen is recy
cled through the litter—which, as noted earlier, is a function of 
both temperature and litter quality (Berg et a l , 1993). Species 
differ in both their response to nitrogen and their litter quality. 
P i c e a sites in cold locations have forest floors with a high 
lignin content, litüe available nitrogen, and slow decomposi
tion rates, whereas B e t u l a or P o p u l u s sites, especially in 
warmer locations, have forest floors with less lignin. Thus, 
whereas small increases in temperature will increase rates of 
decomposition and nitrogen cycling, large or prolonged tem
perature increases also will lead to a shift from coniferous to 
deciduous tree species, and—because of the greater decom-
posability of deciduous litter—this may have a further positive 
effect on nitrogen availability, leading to increased productivi
ty. On the other hand, increasing COj concentration could 
increase the C : N ratio of litter, and the reduced Htter quality 
might slow the rate of nutrient cycling (Taylor et a l , 1989; van 
de Geijn and van Veen, 1993). 

1.6.4.4. F i r e a n d Insects 

In Canada over recent years, about 1 to 2 Mha have burned 
each year (Kurz and Apps, 1993), and in Russia, between 1.4 
and 10 Mha burned each year between 1971 and 1991 (Dixon 
and Krankina, 1993). If fires occur very frequently, late suc
cessional species become unable to outcompete pioneer 
species, which will thereby become more common. A threefold 
increase in wildfire frequency in Canada between a high-fire 
year (1989) and a reference year (1986) resulted in an 86% 
reduction in the net ecosystem carbon sink (Kurz et a l , 1992). 
However, fires also have a beneficial effect on subsequent 
ecosystem function and facilitate regeneration (Landhausser 
and Wein, 1993). Fires may have most impact in the forest-tun
dra zone; indeed, Payette and Gagnon (1985) conclude that the 
modem forest-tundra boundary of northeastern North America 
is the result of fires during the last 3,000 years, which were fol
lowed by lower temperatures that limited forest regeneration. 
If future fires were followed by higher temperatures, the fires 

could be catalysts for a return to coniferous forests that appear 
to have existed there 7,000-10,000 years ago. 

Defoliating insects play an important role in boreal forests, and 
there are many instances where the proportion of different 
boreal tree species is related to the intensity of insect pest out
breaks. Pests usually are maintained at a low population equi
librium by a combination of host resistance, natural enemies, 
and weather conditions. Any one of these factors could be 
affected by climatic change, particularly tree resistance in 
response to environmental stress. Once an outbreak exceeds a 
certain patch size, it can become self-propagating and can 
spread largely independently of weather conditions. Following 
climatic warming, it seems very likely that insect outbreaks 
will expand northward and that new pest and pathogen prob
lems will arise (Kurz and Apps, 1993). 

1.7. Research and Monitoring Needs 

Our capability to assess the likely fate of the world's forests 
under altered climatic conditions has been limited because the 
conceptual modeling framework for such an assessment is still 
in an early stage of development. It needs to be refined to 
improve the understanding of climate change impacts at the fol
lowing three levels: (1) the ecophysiological responses of trees 
to changing climate and COj concentrations, (2) the relation
ship between tree growth and transient forest dynamics, and (3) 
the influence of changing forest characteristics on the global 
carbon balance and hence their feedback to the greenhouse 
effect. The predictive power of current modeling approaches 
decreases from (1) to (3). A consistent research strategy to over
come these limitations needs to be accompanied by a monitor
ing program that can provide appropriate databases for initial
ization, calibration, validation, and application of the models. In 
particular, future work should address the following: 

• E c o p h y s i o l o g y , specifically the influence of tempera
ture, water availability, ambient COj concentration, 
photoperiod, and nitrogen availability on the establish
ment, growth, water use efficiency, stomatal conduc
tance, biomass allocation, and survival of trees under 
natural conditions. Urgently required also are studies of 
belowground plant and soil processes such as the 
decomposition of organic residues under changing 
environmental conditions. Most previous studies have 
been limited to short-term responses of young trees and 
therefore have ignored longer-term processes influ
enced by more than one factor, as well as the adaptive 
potential of plants. There is a need for more long-term 
studies that investigate simultaneously a well-defined 
set of key factors. The ecophysiological responses 
should be measured at experimental sites within a 
range of forest types, and those experiments should fol
low protocols that support modeling research. 

• F o r e s t d y n a m i c s . Studies should focus on the stabili
ty of natural and managed forests under different 
types of climatic (temperature, water availability) and 
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chemical (CO2, nitrogen) regimes, including the influ
ence of changing disturbance conditions (wind, 
drought, fire, pest frequencies). Because the direction 
and magnitude of possible climatic change is not 
known for all factors relevant to ecosystem dynamics, 
simulations and experimental studies should focus 
upon a broad range of such conditions. The potential 
rate of species migration (either assisted or unassis
ted) needs to be investigated further using appropriate 
models. A significant part of this activity should be 
devoted to further development of monitoring strate
gies that would allow the collection of data on realis
tic forest responses through all major forest regions. 

• M o n i t o r i n g . The development and application of for
est models requires improved global databases on the 
present conditions of the world's forests, as well as 
their associated site characteristics. It is crucial that 
these data-gathering activities are intensified, both 
through the global network of ground observations 
that can be made in many research institutes world
wide and through the collection of data from space-
borne sensors. For ground-based data collection, stan
dardization and worldwide availability are key issues, 
as is the continuation of already ongoing observation
al series. Satellite remote sensing is in a promising 
stage of development, with respect to both enhanced 
processing protocols of existing time series of satellite 
data (such as AVHRR) and the development of sen
sors with improved capacity to measure ecosystem 
properties at high spatial and temporal resolution. 

To improve the overall modeling framework for the assessment 
of global forest response to climate change, and to provide an 
appropriate background for the synthesis of more detailed stud
ies, there is a requirement for process-based terrestrial biosphere 
models of ecosystem dynamics. These models should build on 
knowledge from all other levels of model development. 
Specifically, they should involve a suificiently high number of 
plant functional types and forest types to cover the wide range of 
forests occurring in different climate zones. Various initiatives for 
the development of such models are currently underway (e.g.. 
Focus 2: Change in Ecosystem Structure, especially activity 2.3. 
in Steffen et a l . , 1992; Landsberg et a l , 1995). To succeed, they 
need to be backed up by the research activities listed above. 
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EXECUTIVE SUMMARY 

Rangelands (i.e., grasslands, shrublands, savannas, hot and 
cold deserts, and tundra) occupy 51% of the terrestrial land sur
face, contain about 36% of the world's total carbon in above 
and belowground biomass (Solomon et a l , 1993), include a 
large number of economically important species and ecotypes, 
and sustain millions of people. Rangelands support approxi
mately 50% of the world's livestock and provide forage for 
both domestic and wildlife populations (Briske and 
Heitschmidt, 1991). 

Doubled-C02 climate-change scenarios provided for IPCC 
Working Group II (Greco et a l , 1994) were used to analyze the 
regional impacts of altered climate regimes on rangeland 
resources. Results indicate: 

• Rangeland vegetation is found where mean precipita
tion, temperature, elevation, and latitude interact to 
provide sites suitable for herbaceous species, shrubs, 
and/or open stands of trees. However, carbon cycling, 
productivity, and species composition in any region is 
directly related to the highly variable amounts and 
seasonal distribution of precipitation and is only sec
ondarily controlled by other climate variables. Small 
changes in the frequency of extreme events may have 
disproportionate effects on what managers must cope 
with in rangeland systems (High Confidence). 

• CO2 increases are likely to result in reductions of for
age quality and palatability because of increasing car
bon to nitrogen ratios. These effects will be more 
common in lower-latitude rangelands where low 
nutritional value is already a chronic problem 
(Medium Confidence). 

• Boundaries between rangelands and other biomes are 
hkely to change with changes of climate: directly, 
through climate-driven changes in species composi
tion, and indirectly, through changes in wildfire 
regimes, opportunistic cultivation, or agricultural 
release of the less-arid margins of the rangeland terri
tory. These effects will be more common in the tem
perate rangelands (High Confidence). 

• Climatic warming may cause tundra to become a net 
source of carbon dioxide. Temperature increases in 
the tundra will reduce species richness, especially of 
insect-pollinated forbs (Medium Confidence). 

• The extensive use of rangelands suggests that strate
gies to reduce greenhouse gas emissions must focus 
on maintaining or increasing carbon sequestration 
through better soil and vegetation management and 
reducing methane by altering animal production sys
tems (High Confidence). 

• Human adaptive strategies for coping with climate-
change effects on rangelands include the preservation 
of an extensive spatial scale in management units and 
the development of viable marketing systems capable 
of absorbing opportunistic variations in number and/or 
kind and class of animals (Medium Confidence). 



1 3 4 Rangelands i n a C h a n g i n g C l i m a t e : I m p a c t s , A d a p t a t i o n s , a n d M i t i g a t i o n 

2.1. Introduction: Description of the World's 
Rangeland Resources 

Rangelands occupy approximately 51% of the terrestrial sur
face of the Earth, or 68.5 million km2 (Lean et a l , 1990; 
Prentice et a l , 1992). Rangelands include unimproved 
grasslands, shrublands, savannas, and hot and cold deserts. 
For the puфOses of this assessment, tundra and improved 
pastures are included here, while hot deserts are described in 
Chapter 3. 

The primary use of rangelands has been and is for grazing by 
domestic livestock and wildlife. Rangelands support fifty per
cent of the world's livestock (WRI, 1992) and provide forage 
for both domestic and wild animal consumption (Briske and 
Heitschmidt, 1991). Rangeland management systems vary 
from nomadic pastoralism to subsistence farming to commer
cial ranching. Markets are largely externally driven, with 
extensive social systems in contrast to commercial agriculture. 
Overgrazing (the result of animal consumption exceeding carry 
capacity) has been and is common to rangelands throughout 
the world (WRI, 1992). 

Most of the forage consumed by domestic livestock (cattle, 
sheep, goats, buffalo, and camels) is supplied by rangelands in 
Africa and Asia (Table 2-1). Other regions of the world support 
many fewer animals from rangeland forage resources. 
Numbers and kinds of domestic and wild grazing animals vary 
by region. 

The distribution of the world's rangelands falls on continua 
from wet to dry, fertile to infertile, and hot to cold (Figure 2-
1) . Holdridge (1947) arrayed the world's vegetation into life 
zones based on mean annual growing season temperature (°C), 
average annual precipitation, an index of precipitation divided 
by potential évapotranspiration (PET), and latitude (Figure 2-
2) . Rangelands occupy areas where combinations of tempera
ture, precipitation, PET, and latitude prevent occupation by 
dense stands of trees. Figure 2.2 is a good display of the types 
of ecosystems covered in this chapter, although the hot deserts 

are described in more detail in Chapter 3. Holdridge and others 
(Walter, 1973; Bailey, 1989; Prentice et a l , 1992) recognized 
that seasonality of precipitation, soil factors, herbivory, and fire 
are additional important factors in determining local vegetation 
composition and structure. Interactions between plant-avail
able moisture and available nutrients also are crucial to range-
land structure and composition (Walker, 1993). 

Rangeland ecosystems are diverse (Table 2-2), and stores of 
carbon both above and below ground vary by ecosystem type 
(Solomon et a l , 1993). Carbon (С) stored in the world's 
rangeland vegetation has been estimated by the BIOME 1.1 
model at 749.7 Gt (Solomon et a l , 1993), although annual net 
primary productivity varies widely (Barbour et a l , 1987). 
Carbon in the world's rangeland soils has been estimated at 
591.6 Gt, or 44% of the world's total soil carbon (Solomon et 
a l , 1993). Preindustrial levels of soil С (to 20 cm depth) in 
grasslands alone have been estimated at approximately 96 Gt 
(Ojima et a l , 1993b). Current soil С stocks for these grasslands 
(based on Ojima et a l , 1993b) are estimated at 81-164 Gt, 
based on land-cover estimates of Bailey (1989) minus estimat
ed land under cultivation in these regions provided by Prentice 
et a l (1992). 

In rangelands, the amount and timing of precipitation are the 
major determinants of community structure and function. 
Other driving forces that determine plant community compo
sition, distribution, and productivity include temperature, fire, 
soil type, and herbivory. These driving forces prevent species 
senescence and allow for periodic rejuvenation by eliminating 
aboveground biomass and organic debris and thereby liberat
ing nutrients. Most rangelands do not exist in a state of equi
librium, nor do they exhibit linear successional trends; rather, 
they fluctuate from one state to another depending on rain, 
fire, grazing, and other anthropogenic factors (Westoby et a l , 
1989; Stafford Smith and Pickup, 1993; Hobbs et a l , 1991; 
Stafford Smith, 1994). Most rangelands are nonequilibrial 
within the range of climatic conditions that they currently 
experience. Underlying trends in climate change may cause 
some compositional states to become more likely (e.g., the 

Table 2 - 1 : World l i v e s t o c k a n d t h e i r dependence o n r a n g e l a n d r e s o u r c e s . P e r c e n t of feed f r o m r a n g e l a n d i s a n e s t i m a t e based 
o n figures f o r t h e a m o u n t of g r a i n f e d t o l i v e s t o c k ; t h e a s s u m p t i o n i s t h a t t h e r e s t of t h e feed s o u r c e s u p p o r t i n g t h e a n i m a l s i s 

f r o m r a n g e l a n d [ W o r l d Resources, 1 9 9 2 - 1 9 9 3 (UNEP/UNDP)]. 

Land Resources (1,000 hectares) Animal Units (1,000 animals) 
Permanent Woodland Sheep, Buffalo, Feed from 

Region Pasture or Other Cattle Goats Camel Rangeland 

Africa 890,889 1,200,565 183,715 372,038 16,877 82% 
North, Central America 368,631 779,838 161,050 33,566 9 35% 
South America 447,863 237,792 262,254 134,759 1,190 54% 
Asia 694,251 1,043,666 389,730 640,938 138,814 84% 
Europe 83,177 92,524 124,900 166,023 370 45% 
Former Soviet Union 371,500 678,829 118,767 145,588 707 45% 
Oceania 436,622 199,523 30,862 223,838 N D 50% 

N D = No data. 
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Desert 

5 4  
Figure 2-1. Distribution of rangeland types using the Holdridge classification system (Holdridge, 1947) as modified by Cramer and 
Leemans (1993). Biotemperature is the mean value of all daily mean temperatures above O°C, divided by 365. The heavy line between Warm 
Temperate and Subtropical zones represents the boundary for risk of a killing frost. The demand of plants for moisture is represented by 
mean annual precipitation and potential evapotranspiration ratio. The shaded areas are rangeland types discussed in this chapter. 

shrub invasion process is hypothesized to be linked to climate 
shifts or to grazing in the United States). However, in man- 
aged rangeland systems, management is as likely, at present, 
to maintain the systems in the desired state. In many areas, 
however, poor management of rangelands enhances the 
changes likely to be caused by climatic/atmospheric change- 
for example, by increasing the ratio of woody to herbaceous 
vegetation. 

2.2. Climate Variables 

2.2.1. Precipitation and Temperature 

Among climatic variables, those related to water availability and 
water balance appear most influential in controlling the geo- 
graphic distributions of rangeland vegetation (Stephenson, 1990) 
and production (Rosenzweig, 1968; Webb et al., 1983; Sala et al., 
1988). There is a strong linear relationship between aboveground 
net primary productivity (ANPP) and annual precipitation in 
rangeland ecosystems (Rutherford, 1980; Webb et al., 1983; LE 
Houerou, 1984; Sala et al., 1988; Scholes, 1993), with typically 
90% of the variance in primary production accounted for by 

annual precipitation (LE Houerou and Hoste, 1977; Webb et al., 
1978; Walter, 1979; Foran et al., 1982; Sala et al., 1988). 

Temperature does not account for a significant fraction of the 
ANPP variability among years in a particular region (Sala et al., 
1988; Lauenroth and Sala, 1992; Sala et al., 1992). However, 
temperature appears to be the major climatic variable controlling 
the process of decomposition in grasslands and other rangeland 
types (Jenkinson, 1977; Meentemeyer, 1984; Burke et al., 1989). 
It has been shown experimentally that decomposition rates 
increase rapidly with temperature, provided that there is enough 
water (Meentemeyer, 1978, 1984; Schimel, 1988; Holland et al., 
1992; Ojima et al., 1993a; Parton et al., 1993; Townsend et al., 
1992; Burke et al., 1995a). 

Temperature also affects C,/C, species composition of grass- 
lands (Sims, 1988) because of differences in optimal growing 
conditions (see Chapter A). The distribution (Terri and Stowe, 
1976; Tieszen et al., 1979) and seasonal activities of C, and C, 
grasses (Kemp and Williams, 1980; Hicks et al., 1990) often 
are highly correlated with temperature. This is not necessarily 
true for dicotolydenous plants such as legumes, however 
(Ehleringer and Field, 1993). 





Rangelands i n a C h a n g i n g C l i m a t e : I m p a c t s , A d a p t a t i o n s , a n d M i t i g a t i o n 137 

Table 2-2: M a j o r r a n g e l a n d v e g e t a t i o n types. 

Area Current С Stores (Gt) 
Type (10^ km2) Major Characteristics General Climate Above Ground Below Ground 

Cool Semi-Desert 4.91 Sparse shrubs dominate Cold winters with snow, 
hard frosts; 50-250 mm 
annual precipitation; meets 
<28% of demand 

3.0 30.7 

Cool Grass Shrub 7.17 C3 grasses dominate, 
with or without shrubs 

Strong summer/winter 
peaks in precipitation; 
averages 400-1600 mm; 
meets 28-65% of demand 

5.8 70.9 

Warm Grass Shrub 9.84 C4 grasses dominate Strong seasonality in 
precipitation; dry season of 
~5 months; rainfall meets 
18-28% of demand 

13.0 87.2 

Hot Desert 20.70 Shrubs less than 
100% cover 

M i l d winters; 50-250 mm 
precipitation; rainfall meets 
<18% of demand 

6.3 63.1 

Tropical Savanna/ 17.18 C4 grasses/sedges dominate. Strong seasonality in 78.6 124.8 
Dry Woodland with significant discontinuous 

cover of trees and shrubs 
precipitation; rainfall meets 
45-80% of demand 

Xerophytic Woods/ 10.63 Widely variable woodlands. Prolonged summer drought 45.5 80.9 
Shrubland sclerophyllous shrubs, and 

annual grasses 
of 2-11 months; rainfall meets 
28-45% of demand 

Tundra 11.61 Dominated by herbaceous 
species 

Temperatures generally 
<10°C; variable precipitation 

5.9 134.0 

Conroy, 1992; Comins and McMurtrie, 1993), and complex 
feedbacks between plant and soil microorganisms may arise 
(Diaz et a l . , 1993). In some studies, soil microbial respiration 
rate is greatly enhanced under lower CO2 conditions and 
reduced under higher CO2 conditions in the laboratory 
(Koizumi et a l , 1991) and in the field (Nakadai et a l , 1993). 
Experimental doubling of C O 2 concentration has relatively 
little effect on plant growth in Arctic tundra, presumably 
because of constraints of low nutrient supply (Tissue and 
Oechel, 1987; Grulke et a l , 1990). Increased levels of carbon 
dioxide may increase individual plant production, but the 
effect on whole-ecosystem production is less clear, as 
resource augmentation has been shown to decrease species 
diversity and differentially affect individual species growth 
(favoring pioneer species) (Wedin and Tilman, 1990; Bazzaz, 
1993). 

Plants grown in C02-emiched environments tend to have 
reduced mineral concentrations (except phosphorus) relative 
to those grown at ambient C O 2 levels (Conroy, 1992; 
Overdieck, 1993; Owensby et a l , 1993). Decreases in nitro
gen (N) concentration with elevated CO2 have been demon
strated with a wide array of species (Comoy, 1992; Coleman 
et a l , 1993; Diaz et a l , 1993; Overdieck, 1993). These 
changes in mineral concentration in plants make them less 
palatable to herbivores and may even influence herbivore 
health and production (Fajer et a l , 1991). Increased concen
trations of carbon-based, nonpalatable secondary compounds 

could also deter herbivory, although the evidence for this 
process is weaker (Ayres, 1993; Diaz, 1995). The influence of 
elevated C O 2 on nutrient cycling must also be considered in 
light of potential impacts on litter inputs and litter quality. 
Reduced nitrogen concentrations may reduce the rate of 
decomposition, thereby slowing nutrient cycling and energy 
flow (Bazzaz and Fajer, 1992; Schimel et a l , 1994). In addi
tion, surplus С may be converted to secondary compounds 
such as tannins, which decompose slowly. 

According to controlled-environment studies, C3 plants tend 
to be more responsive to C O 2 than are C4 ones (see Chapter 
A) . This effect is not always sustained at the community 
level, however. For example, Owensby et a l . (1993) report 
that production of a C4-dominated tallgrass prairie increased 
when exposed to elevated CO2, apparently as a result of 
higher water-use efficiency, but other studies have detected 
no effect on production, flowering, or growth rates (Polley 
et a l , 1994; Korner and Miglietta, 1994). Data from grass
lands ungrazed for 100 years in Rothamsted, U K , suggest 
that rising C O 2 does not affect herbage yield (Jenkinson et 
a l , 1994). 

Differential species responses to CO2 could also have implica
tions for species assemblages and plant-community dynamics. 
Therefore, the outcome of multispecies experiments is not 
readily predictable from the behavior of individual species 
(Bazzaz, 1992, 1993; Komer, 1993; Diaz, 1995). 
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2 . 2 . 3 . Other I m p o r t a n t T r a c e Gases 

The atmospheric concentrations of a number of important trace 
gases apart from CO2 have increased (Cicerone and Oremland, 
1988; IPCC, 1990, 1992), but their effects on rangeland 
ecosystems are not clear because they do not directly affect the 
rates of ecosystem processes or community dynamics (Mooney 
et a l . , 1987). 

A number of factors influence CH4, NO, and NjO emissions 
from rangeland ecosystems: deposition of nitrogen, nitrogen 
fertilization, changing climate, elevated CO2, ozone influences 
on plant production, changing plant community composition, 
changing animal populations, and changing land use (Schimel et 
a l . , 1990, 1991; Ojima et a l . , 1993a; Parton et a l . , 1994). Many 
of these factors are likely to respond non-linearly to climate 
changes. Changing precipitation and temperature dkectly affect 
the production of both NO and N2O by regulating microbial 
activity (Firestone and Davidson, 1989). With abundant sub
strate, increasing temperatures generally increase rates of pro
duction, but changing soil moisture could decrease tiie rates of 
production. With no change in diet, more animals would result 
in greater N2O production (Bouwman et a i , 1995). However, all 
of the other factors listed are likely to change emissions through 
regulation of the nitrogen cycle. The greatest increase in emis
sions will occur when nitrogen supply exceeds plant demand, 
because this directly increases the nitrogenous substrates avail
able for volatilization and leaching. 

Many of the factors that influence nitrogen gas emissions also 
influence net methane emissions, but the influences are not 
necessarily in the same direction. Conversion of forests to pas
tures, fertilization, and, probably, nitrogen deposition decrease 
soil methane consumption (Mosier et a i , 1991; Keller et a l . , 
1993; Ojima et a l . , 1993a). Any factor that enhances primary 
productivity, such as elevated COj, N deposition, or fertiliza
tion, is likely to increase methane emissions because methane 
production is limited by substrate availability (Whiting and 
Chanton, 1993; Dacey e t a l . , 1994; Valentine e t a l . , 1994; King 
and Schnell, 1994; Hutsch et a i , 1995). The possible extent of 
this enhancement is not yet clear. On the other hand, factors 
that decrease primary production (and thus CO2 uptake) or pH, 
like ozone and acid rain, could have the opposite effect (Yavitt 
et a l . , 1993). 

Increases in animal populations capable of emitting CH4 via 
enteric fermentation [currently estimated to be 80 Gt/yr 
(Cicerone and Oremland, 1988)] are likely to increase methane 
production, but this could be partially offset if diets are 
improved through management (Lodman et a l . , 1993; Ward et 
a l . , 1993). Metiiane emissions from rangeland ruminants are 
largely a function of intake (generally about 80% of the vari
ance), with feed quality accounting for about 5%. Hence, 
increasing intake is likely to dominate the impacts of increased 
feed quality. However, in rangelands where feed quality is low, 
there is often an intake restriction (Poppi et a l . , 1981); hence, if 
CO2 and temperature reduce feed quality, there is hkely to be a 
tradeoff betweeen reduced intake and increased emissions per 

unit feed. What will happen is tiiat the energy balance in the ani
mal over the maintenance level will decrease, and the produc
tivity of the animal will decrease as a consequence—and thus 
there will be increased methane emissions per unit product. 

Global estimates of NO emissions from soils range from 4-20 
Mt of nitrogen annually, representing between 16 and 20% of 
the global budget (Davidson, 1991; Yienger and Levy, in 
press). Tropical and subtropical savannas contribute almost 
40% of the NO produced in soils globally, with temperate 
grasslands contributing another 3% (Davidson, 1991). There 
are no published estimates of NO production from tundras or 
deserts. Temperate grasslands and tropical savannas each con
tribute between 10 and 25% of the global NjO budget (0.5-2.0 
Mt N/yr) (Prather et a i , 1995). 

Tropical areas that have been converted from forests to pas
tures due to land-use change contribute a variable proportion to 
both the global NO and N2O budgets, with elevated emissions 
for many years following conversion, dropping to below orig
inal emissions after 20 years (Keller et a l . , 1993). Emissions of 
N2O from cattie and feedlots contribute an additional 0.2 to 0.5 
Mt N annually. Assuming that N2O emissions from pasture 
conversion represents as much as 50% of the emission from 
cultivated soils, grasslands and savannas may contribute as 
much as 42% of the NO emitted globally (Prather e t a l . , 1995). 

Ammonia (NH3) is a third nitrogen gas species exchanged with 
the atmosphere. Ammonia plays an important role in aerosol 
formation, which in turn influences radiative transfer and con
tributes substantially to N deposition. Approximately 50% of 
the NH3 emitted to the atmosphere is produced by livestock, 
much of which is raised on rangelands or in feedlots, with an 
additional contribution by emissions from fertilizers (Dentener 
and Cratzen, 1994). 

2.3. Ecosystem Variables 

2 . 3 . 1 . Herbivory 

Grazing and browsing by domestic and wild animals, including 
invertebrates, alters the appearance, productivity, and composi
tion of rangeland plant communities. Herbivores mediate 
species abundance and diversity by differential use of plants 
commonly susceptible to defoliation (Archer and Smeins, 1991). 
The role of herbivory and subsequent impacts on rangeland 
stracture and function depends in part on the evolutionary histo
ry of grazing in an ecosystem (Payne and Bryant, 1994). 
Herbivory is a disturbance whether the ecosystem has a short 
(Milchunas e t a l . , 1988; Milchunas and Lauenroth, 1993) or long 
(Hobbs and Huenneke, 1992) evolutionary history of grazing. 

Plant species that are well-adapted to the prevailing climate, 
soils, and topography may be competitive dominants of a plant 
community when herbivore populations are low (Archer, 1994) 
but may become subordinates or even face extinction as levels 
of herbivory increase (Archer, 1992). Grazing establishes a 
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new set of boundary conditions for dominance. Species with 
competitive advantage in a moderately grazed system are gen
erally those that are palatable and have a capacity to sprout 
rapidly after being eaten. Nonpalatability becomes a competi
tive advantage only when grazing is excessive. For example, 
excessive herbivory has been shown to favor unpalatable 
woody species over graminoids (Archer, 1994). Examples are 
available from North America (Archer, 1994), Africa (van 
Vegten, 1983; Skarpe, 1990), northem Australia (Lonsdale and 
Braithwaite, 1988), and South America (Morello et a l , 1971; 
Schofield and Bucher, 1986). Browsing herbivores play a key 
role in maintaining grasslands, meadows, and savannas, and 
they can change closed woodland, thickets, or heathland into 
open, grass-dominated systems (Sinclair and Norton-Griffiths, 
1979; Berdowski, 1987). 

The extent of influence that herbivory has on the structure and 
function of a range system depends strongly on interactions 
with factors such as previous grazing history, nutrient tumover 
rate, fire frequency and intensity, soil moisture, and soil com
paction. Studies of the interactions of vertebrate grazing with 
these and other factors on rangelands have illustrated the 
tremendous influence such interactions have on these systems 
(Milchunas et a l , 1988; Holland and Detling, 1990; Hobbs et 
a l , 1991; Holland et a l , 1992; Seastedt et a l , 1991; Parton et 
a l , 1994; Dyer et a l , 1993; Turner et a l , 1993). Invertebrate 
grazing, a potentially more ubiquitous and chronic factor, has 
received less attention but is equally important to the evolu
tionary and ecological organization of these systems (Evans 
and Seastedt, in press). 

Ojima et a l , 1994a). Aboveground biomass production in tem
perate, ungrazed grasslands generally increases following fire 
during years with normal precipitation (Towne and Owensby, 
1984). This increased production has been attributed to release 
of readily available nitrogen and phosphorus from plant mate
rial, increased nitrogen mineralization rates, enhanced nitrogen 
fixation, and altered microclimatic conditions, including 
improved light availability (Daubenmire, 1968; Old, 1969; 
Raison, 1979; Biederbeck et a l , 1980; Knapp and Seastedt, 
1986; Hulbert, 1988). 

By making N and other nutrients more available to soil 
microorganisms, fire may result in enhanced emissions of N2O 
from soil (Anderson et a l , 1988). Bouwman (1993, 1994) cal
culated that from the approximately 12 Mt N/yr remaining on 
the ground after buming (Cratzen and Andreae, 1990), 20% is 
volatilized as N H 3 , and 1% (0.1 Mt/yr) of the remaining N is 
emitted to the atmosphere as Щ0 (Carras et a l , 1994). An esti
mated 10% of this N is amenable to mitigation. Most of these 
emissions are short-term effects, which occur directly follow
ing fire. 

Grasslands subject to annual fires may suffer several long-term 
effects, such as decreasing soil organic matter, changes in 
species composition, and long-term loss of nitrogen through 
volatihzation and immobilization (Daubenmire, 1968; Old, 
1969; Biederbeck et a l , 1980; Kucera, 1981; Risser et a l , 
1981; Ojima et a l , 1990; Ojima, 1994a). Nitrogen limitation is 
a common characteristic of fire-maintained grassland and 
rangeland ecosystems (Seastedt et a l , 1991). 

Climate change and CO2 may also interact with grazing effects. 
Drought favors the concentration of herbivores at sites with 
more reliable water supply and hence leads to overgrazing in 
these locations (Heitschmidt and Stuth, 1991; Heady and 
Childs, 1994). Increasing CO2 will likely result in lower forage 
quality because of higher C:N ratios and higher concentration 
of unpalatable and/or toxic compounds in plants (Fajer et a l . 
1989, 1991; Johnson and Lincoln, 1991). Forage consumption 
may increase up to a point as a result, because herbivores will 
need to eat more to meet nutritional demands (Fajer et a l , 
1991)—although the loss of palatability may reduce grazing 
pressure on certain species. At present, it is possible to say only 
that the overall carrying capacity for herbivores may increase, 
decrease, or remain constant, depending on the balance 
between eventual increases in productivity and decreases in 
nutritional value. 

2 . 3 . 2 . F i r e 

Fire has been a factor in the evolution of grasslands and many 
other rangelands. Annual net primary productivity is strongly 
influenced by both fire and climate (Hulbert, 1969; Old, 1969; 
Towne and Owensby, 1984; Abrams et a l , 1986; Sala et a l , 
1988). Fire alters the stracture of grassland vegetation (Knapp, 
1984, 1985) and affects nutrient cycling (Raison, 1979; 
Kucera, 1981; Risser and Parton, 1982; Ojima et a l , 1990; 

The influence of chmate change on large-scale events, such as 
wildfire, can only be inferred. However, the predicted increase in 
climate variability has led several authors to suggest that the fre
quency and severity of wildfires wi l l increase in 
grassland/rangeland settings (Graetz et a l , 1988; Moore, 1990; 
Ottichilo et a l , 1991; Cherfas, 1992; Tom and Fried, 1992). 

2 . 3 . 3 . L a n d Use and M a n a g e m e n t 

Land use differs from other factors influencing rangelands 
because of the inherent involvement of human socioeconomic 
factors. Human social/economic systems may produce more 
change in actively managed rangeland ecosystems than any 
other forces of global change (e.g.. Burke et a l , 1995b). Model 
experiments to investigate the feedbacks between land-use 
change and the chmate system suggest strong links (e.g., 
Dickinson and Henderson-Sellers, 1988). 

The most common land-use transformation has been conver
sion of rangeland to cropland. The pattem of settlement has 
had important implications for rangeland transformations 
(Reibsame, 1990). Conventional agriculture has essentially 
mined many previous rangelands by enhancing decomposition, 
reducing soil organic matter, and increasing leaching and ero
sion (e.g., Bauer and Black, 1981; Burke et a l , 1989). The net 
resuh is that soils must now receive heavy doses of fertilizer 
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and pH buffers to produce acceptable yields in industrialized 
countries. 

Land use can dramatically alter С storage and fluxes, and mod
ification of land-use practices can greatly influence the net flux 
of soil C, changing rangelands from a source to a sink for 
atmospheric C. Although conversion to small-grain cropping 
is not a large deviation from natural grassland ecosystems rel
ative to albedo (except in periods of bare soil), plant stature, 
growing season, and energy fluxes, conversion of grasslands to 
cropland can result in a rapid decline in С stores. Up to 50% of 
soil С can be lost as a result of conversion from native range-
land to crops (Haas e t a l , 1957; Cole e t a l , 1989,1990; Burke 
et a l , 1989). 

For example, the potential influences of changing land manage
ment and climate-change effects on С storage of grasslands 
were assessed using the Century model (Ojima et a l , 1993b; 
Parton et a l , 1995). Future soil С pools were calculated for a 
"regressive management" scenario (i.e., removal of 50% of the 
aboveground biomass during grazed months) and a "sustain
able" scenario [i.e., using moderate grazing and buming 
regimes as specified by Ojima et a l . (1993b)]. The impact of 
"regressive" land management resulted in a loss of soil С in all 
regions after 50 years, with the largest losses in the warm grass
lands. The total net loss relative to current condition was pro
jected at 10.8 Gt. When this regressive management is com
pared to the sustainable management system (i.e., light graz
ing), the net difference is 37.6 Gt of soil C. 

2.4. Issues of Scale 

Scale is a particularly important issue in rangelands because of 
the very large size of management units, which is often caused 
by low productivity. Thus, rangeland management units incor
porate spatial heterogeneity, instead of partitioning it as is usu
ally the case in more intensive agricultural systems (Stafford 
Smith and Pickup, 1993). Most grasslands and rangelands are 
in climatic regions that are subject to frequent alterations in 
essential resource availability. The superimposition of manage
ment practices such as fire and grazing adds further variation 
in resource availability over time. Rangelands are character
ized by more complex stracture and function than other biomes 
because conti-oUing factors (i.e., precipitation, energy, nutri
ents) often fluctuate rapidly over short time periods (Seastedt 
and Knapp, 1993). This variability in ecosystem behavior will 
lead to complex responses to global change. 

The large areas of rangelands and the numbers of livestock they 
support play significant roles in biogeochemical and climate 
feedbacks. Response to climate change hinges on the variable 
scales at which these systems are used, tiie spatial heterogeneity 
incorporated in then- management units, and the potentially large 
number of species that may interact in the primary production 
system (Stafford Smith, 1993). Limitations on production 
processes occur diumally to seasonally through water and nutii
ent availability and management practices (including grazing 
pressure and distiibution, fure, fertihzer use, and water manage
ment). Feedback efl'ects on soils and vegetation composition, 

Box 2-1. Impacts of Climate Change on Pastoral Peoples: The Example of Africa 

Major shifts in climate—from relatively wet periods to dry periods or droughts—are common in the rangelands of Africa. 
Long-term rainfall records and other evidence from Africa's rangeland areas show that shifting climate dynamics have 
prevailed there for at least tiie last 10,000 years (Nicholson, 1983; Hulme, 1990). Traditional African livestock husbandry 
practices have been greatly influenced by the highly variable environment (Ellis and Swift, 1988; Behnke et a l , 1993; 
Ellis and Galvin, 1994). Because the economy depends.directly and indirectly on livestock products, pastoralists have 
developed multiple coping mechanisms. Pastoralists cope with climate variability by keeping diverse species of livestock, 
by temporary emigration, by maintaining economic diversity, and even by allocating seasonal and drought-induced nutri
tional stress among stronger community members (Coughenour et a l , 1985; Galvin, 1992; Galvin et a l , 1994). This sys
tem requires extensive land area and extemal markets. 

The pastoralists' stabilizing strategies have become constrained in this century primarily as a result of an increasing 
human population in conjunction with stable or declining livestock populations and decreasing land area. Although much 
recent literature suggests that livestock populations are on the increase, abundant data for the arid and semi-arid zones 
show otherwise. East African pastoraUsts have been unable to expand livestock holdings due to such factors as disease 
epidemics, recurring droughts, and intertribal raiding (Sandford, 1983; Homewood and Rodgers, 1984; O'Leary, 1984; 
Arhem, 1985; Sperling, 1987; McCabe, 1990). In addition, dry-season ranges with more reliable water supply have been 
lost to colonial and African agriculturalists, to game parks, and to game conservation areas (Campbell, 1984; Bekure et 
a l , 1987; Homewood et a l , 1987; Little, 1987). Pastoralists also have taken up agriculture in an effort to meet their 
increasing food demands. Thus, with increasing population pressure on a decUning resource base, there is an expanding 
reliance on the marketing of animals. However, African livestock market infrastmctmre and stability is still in an early 
stage of development. 

Persistence of the pastoralists' system in the arid and semi-arid ecosystems of Africa will require a clear understanding of 
the nonequilibrium dynamics of these systems and development of additional coping strategies. 
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including carbon and nitrogen sequestration, are thus influenced 
at seasonal, annual, and decadal temporal scales, but are experi
enced at landscape spatial scales. 

2.5. Extreme Events 

Increased frequency and magnitude of extreme events is often 
mentioned as a potential characteristic of future global climate 
(Easterling, 1990). Because extremes drive rangeland systems 
(Griffin and Friedel, 1985; Westoby et a l , 1989), small 
changes in the frequency of extreme events may have a dis
proportionate effect on what management must cope with in 
these systems. For example, the structure of long-lived peren
nial communities may change drastically if the frequency of 
extremes increases significantly, because seedling establish
ment and mortality of these plants are highly sensitive to 
extremes (Graetz et a l . , 1988). Both the stability of forage 
supply and the balance between temperate and subtropical 
species are largely controlled by the frequency of extreme cl i
matic events and thus are subject to change in a C02-warmed 
world (Campbell and Grime, 1993). Individual events (e.g., a 
major rainfall event that recharges deep moisture stores) and 
extended periods of above- or below-average temperature or 
rainfall are both likely to be significant (Stafford Smith and 
Morton, 1990). 

Rangelands are systems adapted to a wide range in climate, fire 
frequencies, and grazing intensities, but anthropogenic frag
mentation has already affected rangeland systems such that 
many systems may be vulnerable to further pressures (Archer, 
1994) . With the addition of climate change to existing impacts, 
rangelands may be more susceptible to extreme events such as 
drought, 100-year floods, and insect outbreaks. 

2.6. Boundary Changes 

Boundaries among rangeland vegetation types and between 
rangeland systems and other biomes are likely to change with 
changes in climate. Shifting boundaries between plant com
munity types (the ecotone), potentially in response to past 
changes in climate, are well documented in the fossil record 
(Solomon and Shugart, 1993). Significant changes in the dis
tribution of grasslands and arid lands worldwide in response 
to climate change are suggested by biogeographical models 
(Emanuel et a l , 1985; Prentice and Fung, 1990; Prentice et 
a l , 1992; Neilson, 1993; Henderson-Sellers and McGuffie, 
1995) . Specific changes in rangeland ecosystem boundaries 
wil l be determined by the nature of climate change, including 
the frequency and severity of extreme events. As nonequilib-
rium systems, rangelands may experience structural reorgani
zation, and individual species may change distribution, but 
there probably wil l not be any synchronized rriovement of 
entire vegetation belts. Land-use change and human interven
tions wil l greatly modify the expressions of climate change 
and may overwhelm them, particularly in tropical and sub
tropical areas (Parton et a l , 1994). 

Semi-arid and arid ecosystems may be among the first to show tiie 
effects of cUmate change (OIES, 1991). Their sensitivity to ch
mate change may be due to the current marginality of soil water 
and nutrient reserves. The droughts of tiie 1930s and tiie 1950s in 
the United States, for example, changed plant production systems 
(Weaver and Albertson, 1944; Albertson et a l , 1957) and led to 
modification of land surface characteristics. Weaver and Albertson 
(1944) showed that the disttibution of grasslands changed in the 
United States, with the shortgrass species moving eastward into 
the midgrass prairie and midgrass species moving eastward into 
the tallgrass prairie. In addition, tiiese grasslands were invaded by 
ruderals (weedy species) and other non-native grasses. In 
Austraha, the distribution of Hetempogon c o n t o r t u s shifted west 
in wet decades and eastward in drier periods (Bisset, 1962). 

The balance between herbaceous and woody vegetation is sen
sitive to climate in most grassland/savanna regions (Parton et 
a l , 1994). Changes such as replacement of grasses with woody 
plants can occur quite quickly (Griffin and Friedel, 1985; 
McKeon et a l , 1989; Westoby et a l , 1989)—within a decade 
or so in response to a mixture of reduced grazing, fire suppres
sion, and climate variability. Fire and grazing regimes, in con
junction with changes in climate characteristics affecting soil 
moisture status, relative humidity, or drought stress, wil l have 
the greatest influence on grassland-woody species boundaries 
(Neilson, 1986; Hulbert, 1988; Schlesinger et a l , 1990; Hobbs 
etal, 1991; Archer ei a/., 1995). 

Mayeux et a l (1991) discuss evidence that open, mostiy C4 
grasslands worldwide are becoming increasingly populated by 
C3 woody plants—a process abetted, perhaps, by the 25 to 30% 
increase in atmospheric CO2 and cortelated rise in plant W U E 
in the last two centuries. There is.ample evidence that C3 
woody species have increased in both mesic and arid C4 grass
lands during the historical period of CO2 increase. The change 
from shrubland to grassland that would be predicted from cli
matic diagrams as plant water-use efficiency rose, however, 
has not been evident. Here, the opposing influence of a possi
ble change to a warmer, drier cUmate since industrialization— 
perhaps in combination with grazing by domestic livestock 
(Hastings and Turner, 1965; Archer et a l , 1995)—may have 
negated the effects of increased CO2 on vegetation structure. 

In some regions, warmer temperatures and increased summer 
rainfall, with fewer frost days, may facilitate the encroachment 
of both annual and perennial subtropical C4 grasses (e.g., 
D i g i t a r i a s a n g u i n a l i s , Paspalum d i l a t a t u m ) into some temperate 
C3 grassland areas. This would likely cause a depression in for
age quality and result in a more pronounced warm-season peak 
in biomass production, with consequent problems for traditional 
livestock systems. The rate of invasion of these and other weed 
species is expected to be greatest in more productive grassland 
and rangeland systems, with high stocking pressures, high uti-
Uzation, and consequentiy greater opportunities for seedling 
establishment and invasion in gaps (Campbell and Hay, 1993; 
Campbell and Grime, 1993). The invasion rates of C4 grasses 
may be offset to some extent by increased atmospheric CO2 con
centration (Campbell and Hay, 1993), but tiie effects are unclear. 
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Biogeographical shifts predicted for CO2 and temperature 
increases are variable, depending on the vegetation classifica
tion used, general circulation model (GCM) assumptions, and 
assumptions about current vegetation distribution and equilib
rium status (Parton et a l . , 1994). Recent analyses using 
B I O M E 1.1 (Prentice et a l , 1992) and I M A G E 2.0 (Alcamo, 
1994) were compared to determine potential rangeland bound
ary shifts under different model assumptions (Table 2-3; see 
also Chapter 1, Figures 1-3 through 1-7, and Table 1-2). 

The results suggest that rangelands are likely to be vulnerable 
to biogeographic change and that the areal extent of the 
changes may be significant (Table 2-3). Warm grass/shrub 
types will likely expand, while tundra ecosystems will most 
likely contract. The opposing results occur because of differ
ences in the definitions of vegetation types, regional variation, 
and model assumptions. However, the analysis is instructive. 

The direction of carbon-storage changes projected by three 
G C M models of climate change do agree quite closely under 

Table 2-3: P o t e n t i a l changes i n extent of r a n g e l a n d cover 
types f r o m the B I O M E 1.1 model ( P r e n t i c e et a l , 1992) a n d 
I M A G E 2.0 ( A l c a m o , 1 9 9 4 ) . Numbers a r e i n 10^ km^ a n d 
a r e rounded, so numbers do not exactly sum. 

B I O M E I M A G E 2.0 ( T V M ) 
2 X CO2 (GFDL) 2050 

Type B i A 2 C3 B i A 2 C3 

Cool Semi-Desert 4.91 2.61 -2.30 2.28 2.28 0.00 

Cool Grass Shrub 7.17 3.91 -3.21 5.26 8.12 2.85 

Warm Grass Shrub 9.84 17.92 +8.08 17.50 25.98 +8.48 

Hot Desert^ 20.70 20.90 +0.199 16.90 16.46 -0.44 

Tropical Savanna/ 17.18 19.79 +2.61 11.46 3.68 -7.79 
Dry Woodland 

Xerophytic Wood/ 10.63 11.89 +1.25 8.50 4.69 -3.81 
Shrubland 

Tundra 11.61 4.40 -7.21 11.38 11.34 -0.04 

Note: This table does not display which vegetation types 
specifically change into another vegetation type. Refer to 
Figures 1-3 through 1-7 and to Table 1-2 in Chapter 1 for a 
graphical display of changes in rangeland boundaries 
between types. 
Source: Rik Leemans, R I V M , The Netherlands. 
1В = Before climate change; numbers vary because of different 
assumptions used in the classification of vegetation types 
between the models. 

2 A = After climate change. 
3 С = Change in area. 

See Chapter 3. 

climate-change scenarios (Table 2-4). Analyses indicate that 
carbon stores are expected taincrease in warm grass shrub and 
tropical savanna/dry woodland types, partly because these veg
etation types are expected to expand (Solomon et a l , 1993). 
Conversely, total carbon stores are likely to decline in the other 
major rangeland types. 

It is important to compare these impacts to those resulting 
direcfly from human activity (Parton et a l , 1994). According 
to Burke et a l . (1990), the impact of a 2 x COj-driven climate-
change scenario on grassland soil С levels in the southern 
Great Plains would be an order of magnitude smaller than the 
impact of plowing the grassland for crop production. Mosier et 
a l . (1991) have shown that plowing and fertilization of grass
lands increases N2O flux by 50% and decreases soil sink 
strength for CH4 by 50%. These impacts, too, are much larger 
than the potential effects of a 2 x C02-driven climate change 
(Burke et a l , 1990). While the effects of plowing on soil car
bon and trace-gas fluxes may be large on a regional basis, the 
impact of CO2 and climate may be similar on a global average. 
The effects of chmate and land-use changes combined could 
lead to more rapid changes than either would alone. 

2.7. Regional Variation 

2 . 7 . 1 . Low-Latitude Regions 

Natural tropical grasslands (Box 2-2) are a close second to 
tropical forests in extent and may equal them in productivity 
(Hall and Scurlock, 1991). Tropical grasslands and savannas 
are important as both a source and a sink of С at the regional 
and world level. Because of their extent, productivity, and 
capacity for above- and belowground biomass accumulation, 
the amount of С sequestered is very high (Fisher et a l , 1994), 
(Tables 2-2 and 2-4). On the other hand, they are frequentiy 
burned and therefore represent a large efflux of С into the 
atmosphere. Almost one-fifth of the world's population lives in 
these ecosystems, many in rural societies that depend on sub
sistence agriculture (Frost et a l , 1986). 

Extteme events seem to influence the system more strongly 
than do average climatic parameters. Highly seasonal water 
availability and chronically low soil-nutrient availability 
appear to be the most limiting factors (Medina, 1982; Frost et 
a l , 1986; Solbrig et a l , 1992). Natural and anthropogenic fires 
are a major and apparentiy very ancient structuring force. In 
some tropical systems, frequent buming does not lead to major 
changes or invasion, and the dominants tend to recover fast 
(Coutinho, 1982; Farinas and San José, 1987; Lewis et a l , 
1990; Medina and Silva, 1990; Silva et a l , 1991). In others, 
invasion of exotic species is the norm (D'Antonio and 
Vitousek, 1993). The effect of climate change on tropical 
rangelands will depend on the balance between increasing arid
ity favoring C4 grasses and increasing CO2 concentration 
favoring C3 photosynthesis (Box 2-3). The already low nutri
tional value of most tropical grassland plants may decrease as 
a consequence of increased C : N ratio and because of higher 
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Box 2-2. The Northern South America Savanna 

Location: Northern South America (Medina, 1986, 1987; Sarmiento, 1983, 1984; Sarmiento and Monasterio, 1983; 
Goldstein and Sarmiento, 1987). 

Climate: Average daily temperatures ranging from 22°C to more than 35°C; average annual precipitation ranging from 
800 to 2000 mm with a strong seasonal distribution, including a dry period of 3-6 months (Medina, 1982; Sarmiento et 
a l , 1985). 

Vegetation: Continuous cover of perennial grasses with a significant discontinuous cover of perennial woody plants 
(Medina, 1982; Medina and Silva, 1990). 

Probable biological impacts of climate change: An alteration in the amount and pattern of rainfall, the occurrence of 
extreme events (e.g., hurricanes, drought), and the E l Nino-Southern Oscillation (ENSO) may alter actual functioning of 
savanna ecosystems. The vegetation structure of the ecosystems located at higher altitudes may become similar to those 
300-500 m lower in elevation. During ENSO years, precipitation in northern South America is lower (Aceituno, 1988), 
increasing the likelihood of drought. Because ENSO events could become more frequent and bring more severe weather 
under a doubled-C02 climate, these systems could fail to function as they do now. 

production of secondary metabolites in C3 plants (Oechel and 
Strain, 1985; Fajer et a l , 1989). Thus, the carrying capacity for 
herbivores may be reduced in this region. 

2.7.2. Middle-Latitude Regions 

Temperate rangeland systems experience drought stress at 
some time during the year, but the degree of drought stress and 
its timing vary among regions. The distribution of different 
rangeland types is correlated with different climatic patterns, 
including the seasonal distribution of mean monthly air tem
perature and precipitation and the ratio of precipitation to 
potential évapotranspiration (e.g., see Boxes 2-4 and 2-5). 

Temperate grasslands and associated savannas and shrublands 
clearly are vulnerable to climate change. Parton et a l (1993) 
highlight three ways in which changing climate might influence 

mid-latitude grassland ecosystem function and structure. In 
some grassland regions, significant reductions in precipitation 
or increases in temperature may accelerate degradation and lead 
to the replacement of grassland vegetation by woody species. 
Second, soil erosion rates may increase as plant cover decreas
es, leading to a nearly irreversible loss of productive potential. 
Finally, the above transitions are almost always exacerbated by 
intense human land use, as occurs in most temperate grassland 
and savanna regions (OIES, 1991; Archer et a l , 1995). 
Degradation can thus occur through both functional (e.g., 
reduced primary productivity) and structural (e.g., perennial-
to-annual vegetation, shrub encroachment) change (see Boxes 
2-6 and 2-7). 

Nutrient cycling in temperate grasslands is largely driven by cli
mate. Rates of carbon gain, decomposition, and nutrient cycling 
are all sensitive to temperature and moisture (Parton et a l , 1987; 
Schimel et a l , 1990). Soil organic-matter storage—the primary 

T a b l e 2-4: R a n g e l a n d B I O M E 1.1 c a r b o n stocks ( i n G t ) under t h r e e 1994 I P C C ( G r e c o et a l , 1 9 9 4 ) c l i m a t e scenarios ( M a x -
P l a n c k I n s t i t u t e , G e o p h y s i c a l F l u i d D y n a m i c s L a b o r a t o r y , a n d UK M e t e o r o l o g i c a l Office). D a t a a r e f r o m Solomon et a l , 
1993; c u r r e n t c a r b o n estimates can be f o u n d i n T a b l e 2-2. 

E C H A M Climate GFDL Climate U K M O Climate 
Type A G i B G 2 C3 A G l B G 2 C3 A G i B G 2 C3 

Cool Semi-Desert 2.1 21.5 -10.2 1.7 17.6 -14.4 1.5 15.7 -16.5 
Cool Grass Shrub 4.1 50.2 -22.3 3.2 39.3 -34.1 2.4 29.5 -44.7 
Warm Grass Shrub 17.4 116.7 +33.8 19.7 132.1 +51.6 22.5 150.3 +7.2 
Hot Desert 6.2 62.4 -0.8 6.3 63.5 -5.9 6.2 61.7 -1.5 
Tropical Savanna/Dry Woodland 75.9 120.4 -7.1 91.5 145.2 +33.3 99.0 157.1 +52.7 
Xerophytic Wood/Shrubland 47.1 83.9 +4.6 44,4 79.1 -2.8 46.5 82.7 +2.8 
Tundra 4.4 100.8 -34.7 3.3 76.0 -60.6 2.4 55.2 -82.2 

^AG = Above ground biomass from current climate estimates. 
2 B G = Below ground biomass from current climate estimates. 
3C = Change in total carbon stocks (Gt) from current climate estimates. 
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Box 2-3. African Savannas 

Location: Nearly continuous distribution in the central African continent (see Figure 2-1). 

Climate: Distinct wet (6(Ю-15(Ю mm/yr) and dry (400-8{Ю mm/yr) savannas. 

Vegetation: Distinct layers of woody and herbaceous vegetation. In the moist savanna, vegetation is dominated by 
broad-leafed trees of the genera B r a c h y s t e g i a and J u l b e m a d i a as dominants. Herbivory by large mammals consumes a 
relatively small fraction of total primary production (5-10%) due to high concentrations of secondary compounds (main
ly tannins) and low nitrogen concentrations in the foliage of the woody plants; thus, there is a high fire-fuel load and a 
short (1-3 year) fke interval. Dry savanna is dominated by fine-leafed trees (mainly A c a c i a ) and stoloniferous grasses 
(Scholes and Walker, 1993). Large mammal herbivory is high (10-50% of total primary production), the fuel load is low, 
and the inter-fire interval is relatively long (5+ years). 

Probable biological impacts of climate change: The major predicted impact is an increase in the frequency and severi
ty of drought (McKeon et a l , 1993). A n increase in the frequency of drought is likely to lead to episodic die-offs of 
woody vegetation. This will increase the fire-fuel load and thus potentially increase the frequency and intensity of fires. 
The greatest impacts are likely to be in the semi-arid savannas, where human populations depend mainly on pastoralism 
(see Box 2-1). Human responses are likely to include increasing the distribution and security of surface water for live
stock. This is likely to further weaken the grass layer, with acceleration of desertification. One strategy to bolster the pro
duction of animal protein would be to promote the sustainable use and management of indigenous herbivore species, 
especially preferential b r o w s e r s (giraffe, eland, kudu, impala, etc.), many of which are independent of surface water and 
largely do not compete with domestic grazers. 

reserve for nutrients m grasslands—is sensitive to temperature 
and generally decreases with mcreasing temperaüire. In New 
Zealand, research using both spatial analogue (Tate, 1992) and 
modehng approaches (Tate et a l , 1995) has shown that soil car
bon could decline by about 5% per °C increase in regional tem
perature. If temperatures increase in grasslands worldwide, soil 
carbon storage is likely to decline (Parton e t a l , 1994). Declining 
soil carbon would likely lead to nuteient loss in the longterm, and 
could lead to degraded hydrological properties and increased 

erosion. Losses of soil carbon and increases m temperature could 
also lead to higher trace-gas emissions as the soil N-cycle is 
accelerated. Thus, carbon storage and nutrient cycling in temper
ate grasslands could change significantly if cUmate changes; 
indeed, interannual variability m climate is clearly reflected in 
observed and modeled production and decomposition. However, 
Buol et a l . (1990) showed that, for soils that experience a wide 
annual temperahire fluctuation, there is no correlation of organic 
carbon content to mean annual temperature. 

Box 2-4. Rio de la Plata Grassland in South America 

Location: Argentine Pampas, the Campos of Uruguay, and Southern Brazil. 

Climate: Temperate humid to semi-arid. Mean annual temperature 13-18°C, mean annual minimum temperature <13°C. 
Mean annual rainfall 400-1600 mm, evenly distributed over the year in the east, becoming concentrated in spring and 
fall in die west (Cane, 1975; Cabrera, 1976; Lemcoff, in Soriano, 1992). 

Vegetation: Mostly tall tussock grasses, but perennial grazing lawns are the actual physiognomy. Cj and C4 grasses, 
with the growth of C3 and C4 grasses segregated temporally (Cabrera, 1976; Arana et a l , 1985; Leon, in Soriano, 1992). 

Probable biological impacts of climate change: These grasslands are vulnerable to drought. IPCC climate scenarios 
(Greco et a l , 1994) suggest that mean annual winter (JJA) temperatures may increase 0.5 to 1°C, while mean annual 
summer (DJF) temperatures may increase as much as 2°C. Generally summer (DJF) precipitation is expected to decline 
from 0-40% by the year 2050, while winter (JJA) precipitation may increase or decrease ±20% in the region (Greco et 
a l , 1994). If these projections are correct, the crop and animal production for the region could drop drastically. During 
the 1920s and 1930s, extremely dry conditions caused a shift of agriculture to the east, and the abandoned agricultural 
land eroded, with the loss of 60,000 km^ of arable land (Suriano et a l , 1992). Unusually dry summers may bring about 
some long-lasting changes in community structure (Chaneton et a l , 1988; Sala, in Soriano, 1992). The projected changes 
may allow C4 species to develop earlier in the season, while decreased summer precipitation will likely favor C3 species. 
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Box 2-5. Mediterranean-Basin Region 

Location: Bordering the Mediterranean Sea, stretching 5000 Ion eastward from the Atlantic coast between 30 and 45°N. 

Climate: Transitional between temperate and dry tropical climates, with a distinct sununer drought of variable length. 
Highly variable annual precipitation. 

Vegetation: Evergreen sclerophyllous shrubs that change to heathlands in nutrient-poor soils along an increasing-mois
ture gradient and into open woodlands and annual grass or dwarf shrub steppes along an increasing-aridity gradient. 

Probable biological impacts of climate change: A shift of carbon storage from soil to biomass is likely to occur, with 
probable negative effects on soil stability and increased erosion (Ojima et a l . , 1993b). Mediterranean rangelands are 
expected to undergo a 300-500 km poleward extension of grass and dwarf shrub steppes at the expense of the sclero
phyllous shrubland. In Euro-Mediterranean countries, extension of shrubland as a result of agricultural release is expect
ed, with a parallel increase in wildfires and évapotranspiration, and a decrease in livestock grazing with increases of 
game and other wildlife. In Afro-Asian Mediterranean countries, extension of agriculture and overgrazing in marginal 
areas, combined with overall smaller P:PET ratios, will probably lead to further degradation of plant cover and soil loss. 

Finally, the balance between herbaceous and woody vegetation 
is sensitive to climate in most grassland/savanna regions, and 
the productivity and human utility of these systems is very sen
sitive to this balance (see Boxes 2-5 through 2-8). 

2 . 7 . 3 . H i g h - L a t i t u d e Regions 

Warming is expected to be most pronounced at the poles 
(Spicer and Chapman, 1990; Long and Hutching, 1991). In the 
high southem latitudes of South America, annual mean tem
perature and low and irregularly distributed precipitation 
(especially as ice and snow) are the main factors constraining 
grassland productivity (Mann, 1966; Sala et a l , 1989; Femández-
A . et a i , 1991). Most Southem Hemisphere high-latitude 

grasslands lie to the south of the 13°C isotherm and are com
posed of Сз species. By 2050, virtually all Southern 
Hemisphere grasslands might lie to the north of that isotherm; 
thus, the area would be more suitable for C4 species (R. 
Rodriguez and G. Magrin, pers. comm., on the basis of 
Deregibus, 1988). This change in species composition would 
decrease the nutritional value of the grasslands, further 
decrease their carrying capacity, and eventually aggravate the 
overgrazing-erosion problem. On the other hand, dominant C3 
grasses and shrubs may be promoted by elevated CO2, depend
ing on water availability, and the increased growth may even
tually lead to increased production and carrying capacity. 

Indirect temperature effects associated with changes in thaw 
depdi, nutrient availability, and vegetation will cause substantial 

Box 2-6. Great Basin of North America 

Location: Nevada and rain-shadow parts of Oregon, California, Utah, and Arizona in the United States. 

Climate: Continental climate with average annual precipitation averaging 50-250 mm. Snow and hard frost are common 
in winter. 

Vegetation: The Great Basin desert is dominated by big sagebrush { A r t e m e s i a t r i d e n t a t a ) , although other shrubs domi
nate on shallow saline soils ( A t r i p l e x sp.) or in specific soil coniplexes. Cover is generally low, varying from 5 to 50%. 

Some probable biological impacts of climate change: There are a number of possible vegetation changes that could 
occur as a result of IPCC climate-change scenarios. A n increase in precipitation during the growing season may increase 
the proportion of grasses and forbs over woody plants, which may increase the potential for more frequent fires, further 
favoring grasses. Cold conditions with increased precipitation during the winter will likely favor drought-tolerant woody 
species (e.g., A r t e m i s i a sp.) over herbaceous species. These conditions would also decrease fire frequency, thereby bene
fiting woody plants over grasses and forbs. Mi ld , wet winters and dry summers may enhance the spread and dominance 
of introduced Eurasian annuals such as cheatgrass { B r o m a s t e c t o r u m ) and Russian thistle ( S a l s o l a k a l i ) . Cheatgrass is a 
fire-prone species, and previous work has demonstrated that frequent fire-return intervals occur with cheatgrass domi
nance (Whisenant, 1990). A decrease in total annual precipitation will likely result in shrub steppe communities shifting 
toward desert shrub. 
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Box 2-7. European Steppe and Semi-Natural Grassland 

Location: Scattered throughout Europe. 

Climate: Steppes occupy sites with a continental climate and annual rainfall between 350-500 mm concentrated in the 
warm season, but with late-summer drought (Walter, 1968). Semi-natural grasslands occupy a wide range of climates, 
with annual rainfall between 400 mm and 2300 mm (Titlyanova et a l , 1990). 

Vegetation: Steppes are multi-layered communities (Lavrenko and Karamysheva, 1992), with tall bunch grasses {Stipa 
sp.), short bunch grasses { C l e i s t o g e n e s sp.. F e s t u c a sp.), and dwarf bunch species { C a r e x sp., dwarf S t i p a sp.); moss lay
ers are dominant in the northem zone, and ephemeral plants plus lichen layers are dominant in the southern zone. Semi-
natural grasslands are secondary plant communities with a multi-layer stmcture of grasses and forbs (Rychnovska, 1992). 
Floristic diversity provides semi-natural grasslands better potential adaptation to climate fluctuations; belowground bio
mass and soil aggregation are the main stabilizing factors. 

Probable biological impacts of climate change: Increases of 3 ± 1.5°C within the next century as projected in current 
scenarios (Greco et a l . , 1994), could cause a 250-300 km northem displacement of phytoclimatic boundaries (Anderson, 
1991) with a substantial reduction of tundra, mires, and permafrost areas and a parallel expansion of grassland and grain 
cropping into the southern margin of boreal forest zones in Europe. In addition, changes in the concentration of atmos
pheric gases may alter the competitive relationships in the plant community. For example, indirect competitive effects 
have been reported in southern Britain (Evans and Ashmore, 1992), where above-normal ozone concentrations caused a 
decrease in the biomass of upper-layer dominant grasses with a parallel increase in lower-layer forb biomass by reducing 
competition for light. 

changes in Arctic species composition, litter quality, and nutri
ent availability (Chapin and Shaver, 1985; Oberbauer and 
Oechel, 1989; Kielland, 1990; Marion e t a l , 1991; Nadelhoffer 
e t a l , 1991;Havstromeia/., 1993; Wookey eia/., 1993;Chapin 
et a l , 1995). Increased nutrient availability increases shmb 
abundance and decreases the abundance of mosses, an impor
tant soil insulator (Chapin et a l , 1995). 

The changes in biotic interactions that will occur with climatic 
warming are poorly known. Field experiments of <10 years 
duration, simulating a 3°C warming, show an increase in shrab 
abundance and a decline in species richness (Chapin et a l , 
1995). Insect-pollinated forbs are expected to decline—sug
gesting that insect pollinators (Williams and Batzli, 1982) and 
migrating caribou, which utihze these forbs during lactation, 
could be adversely affected (White andTmdell, 1980). Warmer 
summers also increase insect harassment of caribou and cause 
declines in feeding and summer energy reserves. In contrast, 
browsing mammals, such as snowshoe hare and moose, may 
benefit from climatic warming because an increase in shrubs 
will increase fire frequency and lead to an increase in the pro
portion of early-successional vegetation. 

The presence of trees at high latitudes may be determined more 
by soil temperature than by air temperature (Murray, 1980), so 
expected warming of soils and increase in thaw depth could 
have a strong influence on treeline location. Simulation mod
els suggest that conversion of boreal forest to a treeless land
scape would increase winter albedo, reduce energy аЬвофИоп, 
and cause a 6°C decrease in regional temperature (Bonan et a l , 
1992). Conversely, we expect treeline advance to provide a 
strong positive feedback to regional and global warming. 

Regional warming and treeline advance are expected to 
increase fire frequency, directly releasing COj stored in peat to 
the atmosphere. Current predictions (Anderson, 1991) indicate 
that the tundra may change from being a sink to a source of C, 
with a net flux to the atmosphere of about 100 g C/m-Vyr. This 
study also projected that about 15% of С storages in soils of 
peats, tundra, and boreal forests could be released over the next 
50 years. Recent work suggests soil drying over the past 
decade (Maxwell, 1992) has already changed the Alaskan tun
dra from a net sink to a net source of CO2 (Anderson, 1991; 
Oechel et a l , 1993; Zimov et a l , 1993a, 1993b). 

2.8. Modeling Rangeland Ecosystem Response 

Several models are currently used to predict rangeland 
response to climate change and land use. While most global-
scale models are correlational—such as those based on the 
Holdridge Life Zone classification scheme (e.g., Emanuel et 
a l , 1985)—there are many regional-scale models of ecosystem 
dynamics in rangelands (e.g.. Century: Parton et a l , 1987, 
1988, 1994; G E M S : Hunt et a l , 1991; GRASS: Coughenour, 
1984; Hurley model: Thornley and Verbene, 1989; Thornley et 
a l , 1991; SPUR: Hanson et a l , 1993; STEPPE: Coffin and 
Lauenroth, 1990; GRASP: McKeon et a l , 1990). 

These models generally show that when a variety of direction
al climate change scenarios are imposed on rangeland ecosys
tems, such as in Century model simulations, elïects are 
detectable but small on a per-unit-area basis relative to changes 
induced by management activities (Burke et a l , 1989)— 
although climate effects are more substantial globally (Parton 



Rangelands i n a C h a n g i n g C l i m a t e : I m p a c t s , A d a p t a t i o n s , a n d M i t i g a t i o n 1 4 7 

Box 2-8. Australian Tussock Grassland and Steppe 

Location; Alluvial plains running southwest from the eastern half of the continent. 

Climate: There is an enormous climatic gradient across the continent, from 100-200 mm median annual rainfall in the 
central part of the region—distributed throughout the year at random, without seasonality—to 800-900 mm along the 
northern and southern borders, the former concentrated in summer and the latter in winter as a Mediterranean-type cli
mate. In the south, there are a significant number of frosts; winter rains are usually gentle and associated with frontal 
systems passing around the South Pole. In the north, there is no frost, and rains are often monsoonal and very heavy. 
Occasionally, northern cyclonic incursions may reach the south, bringing the heaviest rainfall events. Rainfall variability 
is very high—increasing toward the equator and as annual totals decline—and is greatly affected by ENSO and other cli
matic systems driven by sea surface temperatures in the Pacific and Indian oceans. 

Vegetation: A complex range of communities, including monsoon tallgrass { S c h i z a c h y r i u m sp.), subtropical and tropical 
tallgrass { H e t e m p o g o n c o n t o r t u s ) , tussock and midgrass { A s t r e b l a sp., A r i s t i d a sp., B o t h r i o c h l o a sp.), hummock grass
lands {Spinifex sp.), acacia and eucalyptus shrublands and woodlands, temperate grasslands { T h e m e d a t r i a n d r a , 
D a n t h o n i a sp.), annual grasslands { E c h i n o c h l o a sp.), and chenopod shrublands { A t r i p l e x sp., M a i r e a n a sp.). 

Probable biological impacts of climate change: Scenarios of future climate (Greco et a l , 1994) suggest increased 
variabiUty and unpredictability in productivity and community composition in the region (McKeon and Howden, 1991; 
Stafford Smith et a l . , 1995). A shift toward summer rainfall will have a major effect in southern Australia, where vegeta
tion is currently dominated by winter rainfall (Stafford Smith et a l , 1995). Although it is unlikely that mean climatic 
conditions will move outside their envelope of current possible conditions, extreme drought periods, high intensity rain
falls, and water distribution could become more common (Whetton, 1993; Stafford Smith et a l , 1995). 

e t a l , 1995). A recent intercomparison of several of these mod
els showed that the degree to which forests invade grasslands 
or vice versa depends on the G C M climate scenario used 
( V E M A P Participants, 1995). 

These models, plus recent global-scale mechanistic models, 
have been used to evaluate the outcome of various manage
ment schemes, including fire, grazing, and strip-mine reclama
tion (e.g., de Ridder et a l , 1982; Coughenour, 1984, 1991; 
Coffin and Lauenroth, 1990; Ellis et a l , 1990; Âgren et a l , 
1991; Hunt et a l , 1991; Holland et a l , 1992; Hanson et a l , 
1993; Ojima et a l , 1994b). They have also been used to assess 
potential impacts of various climate scenarios on plant produc
tivity and nutrient cycling (e.g., B IOME-BGC: Running and 
Hunt, 1993; Century: Parton et a l , 1987, 1992, 1994; SPUR: 
Hanson et a l , 1993; ТЕМ: McGuire et a l , 1992). 

Results from tests of rangeland sensitivity to cHmate and man
agement using these models support previous discussion of the 
importance of seasonality and distribution of rainfall, and sug
gest that rangelands are sensitive to changes in environmental 
conditions associated with fire and grazing as well as their 
land-use history. 

2.9. Human Adaptation 

By the time there is a detectable rise in mean temperature of a 
degree or two, pastoral societies may already have begun to 
adapt to the change. Adaptation may be more problematic in 
some pastoral systems where production is very sensitive to 

chmatic change, technology change is risky (Caceres, 1993), 
and the rate of adoption of new technology is slow. Decreases 
in rangeland productivity would result in a decline in overall 
contribution of the livestock industry to national economies. 
This would have serious implications for the food policies of 
many underdeveloped countries and on the lives of thousands 
of pastoral peoples. 

Intervention—in terms of active selection of plant species and 
controlled animal stocking rates—is the most promising man
agement activity to lessen the negative impact of future climate 
scenarios on rangelands. Proper rangeland management, 
including sustainable yield and use of good-condition areas 
while marginal or poor condition areas are allowed to rest, wil l 
become increasingly necessary under climatic conditions pro
jected for the future. A shift in reliance toward more suitable 
and more intensively managed land areas for food and fiber 
production could have the dual benefits of greater reliability in 
food production and lesser detrimental impact of extreme cl i
matic events such as drought on rangeland systems. 
Improvement and intensification of management of certain 
areas of rangeland may also have the additional benefit of 
reducing average methane emissions per head of livestock 
because of improved feed quality. 

One management option for the future is to actively change 
species composition of selected rangelands. Legume-based 
grassland systems may become more important in the future 
because legumes reduce the reliance on fertilizer inputs and 
improve the nutritive value of forage. The use of leguminous 
species is important as a means of producing more-sustainable 
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forage systems (Riveros, 1993). Legume species generally 
show larger yield responses to elevated CO2 than do grasses at 
warm temperatures and also show enhanced nitrogen-fixation 
rates (Crush et a l . , 1993; Newton et a i , 1994; Campbell et a l . , 
1995a). The benefits of leguminous species could be offset to 
some extent by future increases in damaging UV-B radiation 
(Caldwell et a l , 1989), because legumes may be quite suscep
tible to UV-B relative to other species (Krupa and Kickert, 
1989; Brown, 1994). However, the effects are uncertain at pre
sent because there are only Umited experimental data available 
on the effects of future UV-B radiation levels on forage and 
rangeland legumes. 

In some grass-dominated rangeland systems, improved pas
tures may help people to adapt livestock grazing strategies. In 
these systems, there is significant intervention—including 
selection of forage type, selective animal breeding, pasture 
renewal, irrigation, and other practices (Campbell and Stafford 
Smith, 1993). This intervention provides opportunities for gra
ziers to adapt systems so they are protected against negative 
effects of global change and so that any potential benefits are 
realized. McKeon e t a l . (1993) developed a scheme for adapt
ing rangelands to climate change by linking management deci
sions to climate variability. 

2.10. Mitigation 

Opportunities for reducing greenhouse gas (GHG) emissions 
on rangelands (Table 2-5) include maintaining or increasing 
carbon sequestration through better soil management (Ojima et 
a l . , 1994b), reducing methane production by altering animal-
management practices (Cicerone and Oremland, 1988; 
Howden et a l . , 1994), and using sustainable agriculture prac
tices on rangelands capable of sustaining agriculture (Mosier et 
a i , 1991). 

Productivity and carbon cycling in rangeland ecosystems are 
directly related to the amounts and.seasonal distribution of pre
cipitation and are only secondarily controlled by other climate 
variables and atmospheric chemistry (Sampson et a l . , 1993). In 
fact, rangeland productivity may vary as much as fivefold 
because of timing and amounts of precipitation (Walker, 1993). 

Carbon storage in grasslands, savannas, and deserts is primarily 
below ground (Table 2-2). Estimates using the BIOME model 
(Solomon et a l . , 1993) suggest that in the world's rangelands 
approximately 595 Gt С is stored in belowground biomass (44% 
of the world's total), while only about 158 Gt is stored in range-
land aboveground biomass. Thus, good soil management is the 
key to keeping or increasing С storage and protecting rangeland 
health (condition). Improving rangeland health, and thus the 
amount and kind of vegetation, will also reduce methane emis
sion from ruminant animals per unit product by improving the 
quahty of their diet. Total methane emissions from the grazing 
system will decrease only if there are commensurate reductions 
in animal numbers in the less-resilient parts of the grazing land
scape however (Howden e t a l , 1994). 

Nonsustainable land-use practices such as inappropriate plow
ing, overgrazing by domestic animals, and excessive fuelwood 
use are root causes of degradation of rangeland ecosystems 
(Ojima et a l . , 1993b; Sampson et a i , 1993). Some systems 
may already be degraded to such an extent that the ability of 
the ecosystem to recover under better management practices 
wil l be greatly hampered. Practices hsted in Table 2-5 may 
prove to be useful in G H G mitigation. None of the practices is 
relevant for every country, social system, or rangeland type. 
Unfortunately, because of the high dependence of rangeland 
function on adequate amounts and timing of rainfall, none of 
these practices is likely to significantly improve rangeland 
function and carbon sequestration without adequate rainfall 
(Heady, 1988; McKeon et a l . , 1989). 

R e d u c t i o n of a n i m a l n u m b e r s . Reduction of animal numbers 
can increase carbon storage through better plant cover (e.g.. 
Ash et a l . , 1995) and decrease methane emissions. This prac
tice can have a positive ecosystem effect if there is sufficient 
rainfall, but reduction in animal numbers on rangelands may 
require alternative sources of food for humans, and thus 
changes in national and/or regional food-production policies. 

C h a n g i n g t h e m i x of a n i m a l s . Changing the mix of animals on 
a given rangeland area can increase carbon storage and 
decrease methane emissions, but the benefit derived depends 
on the kind of rangeland and the proposed mix of animals. If a 
country is considering only cattle and small stock (sheep, 
goats, etc.), the mix may not be ecologically efficient; rather, it 
may reflect an economic risk aversion—in bad times, cattle die 
but goats survive. In this kind of grazing mix, the ecosystem 
may deteriorate. In contrast, a mix of cattle and wildlife rumi
nants may be both ecologically and economically efficient. 

C h a n g i n g a n i m a l d i s t r i b u t i o n . Changing animal distribution 
through salt placement, development of water sources, or fenc
ing can increase carbon sequestration through small increases 
in plant cover overall and improved status of the root system 
(due to less intense grazing). None of the changes in animal 
distribution, however, is expected to affect methane produc
tion. Animal-management practices will be specific to local 
and regional production systems; for example, fencing and/or 
placement of salt may not be useful in herding systems and 
may potentially interfere with wildhfe migration. Costs and 
practices will vary widely by region. 

A g r o f o r e s t r y . In regions where woody species and grasses 
coexist (Boxes 2-2, 2-3, 2-5, and 2-8), management practices 
to enhance both woody and herbaceous productivity may 
increase carbon storage and reduce methane emissions per unit 
product from domestic and wild ruminants, by improving the 
quality of the diet. 

W a t e r s h e d - s c a l e p r o j e c t s . Practices involving the development 
of dams with large-scale water-storage capacity may improve 
long-term carbon storage and reduce animal methane produc
tion per unit product, by improving the quality of the diet 
through improved animal-management options and improved 
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Table 2-5: P r a c t i c e s ( m i t i g a t i o n o p t i o n s ) t o i m p r o v e r a n g e l a n d c o n d i t i o n o r h e a l t h , a n d t o r e d u c e G H G emissions o n r a n g e -
l a n d s . P o s s i b l e effects of i m p l e m e n t i n g each p r a c t i c e a r e l i s t e d f o r t w o greenhouse gases, a n d q u a l i t a t i v e cost/benefits esti
mates a r e p r o v i d e d . U n h e a l t h y , p o o r - c o n d i t i o n r a n g e l a n d s a r e those l a n d s w h e r e s o i l loss, p l a n t species a n d c o v e r loss, 
species i n v a s i o n s , a n d i n t e r r u p t e d a n d p o o r l y f u n c t i o n i n g n u t r i e n t c y c l i n g a r e t h e n o r m . G o o d c o n d i t i o n , h e a l t h y r a n g e l a n d s , 
o n t h e o t h e r h a n d , have n u t r i e n t c y c l i n g a n d energy f l o w s i n t a c t ; s o i l s a r e n o t e r o d i n g ; a n d p l a n t species c o m p o s i t i o n a n d p r o 
d u c t i v i t y i s i n d i c a t i v e of a f u n c t i o n i n g ecosystem (NRC, 1 9 9 4 ) . 

Not Biophysical SocyCultural Economic General 
Practice Healthy Healthy Carbon Methane Benefit/Cost Beneflt/Cost Benefit/Cost Comments 

Reduce No Yes Increases Reduces bicreases Depends on Depends on May require 
animal carbon sink animal plant cover. countiy and tiie value of changes in 
numbers because of methane mercases value of Uvestock national and/or 

increasmg production soil organic animals as a products to regional food 
vegetation through matter, and social national and/ production 
cover and reduction improves resource or local poUcies 
better root m total productivity economy 
growth number 

Change Yes Yes Possible Change to Potential Depends on Depends on Positive effect in 
mix of increase in native changes in country and the value of general; improves 
animals carbon sink herbivores plant species cultural value Uvestock efficiency of 

witiichange reduces composition of specific products utihzation 
in plant emissions in animal type 
species some cases 

Alter animal Yes Yes Increases Feed Useless in Appropriate Cost and Positive; not 
distribution carbon smk supplements rangeland in countries distribution appUcable for 
by placing because of may areas akeady where of salt and herdmg systems 
salt Ucks or increasing decrease high in salt. animals supplements 
feed vegetation metiiane but very useful graze exten-
supplements cover production in rangelands sively, rather 

overall low in N,P tiian herded 

Alter animal Yes Yes Potentially No effect Developed May affect Motorized Negative impacts 
distribution increases water territorial water sources if used to increase 
by placing carbon resources and property often too numbers of 
water sink by may not be boundaries costly to animals 
resources increasing sustainable purchase or 

total maintain 
vegetation 
cover 

Alter animal No Yes Increases No effect Benefit is Depends on Varies, Potentially 
disttibution carbon sink to conttol country and depending interferes 
by placing because of domestic livestock/ on country with 
fences vegetation ammal wildUfe and source wildUfe 

cover number and system and kind of migration 
overall distribution materials 

Provide Yes Yes If supplement Decrease in May reduce Possible Cost of protein PotentiaUy 
Uvestock increases methane extensive where blocks or difficult to 
protein and intake (usual production. grazmg to animals are similar distribute to 
phosphorus case) and especially some degree herded supplement. local areas 
supplement stocking rate CH4per but often large 

is not reduced, unit product increases in 
soil carbon productivity 
may dechne 
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Not Biophysical SocyCultural Economic General 
Practice Healthy Healthy Саг1юп Methane Benefit/Cost Benefit/Cost Benefit/Cost Comments 

Increase No Yes Increases Possible Benefit m Local people Depends on Pbteilialunknovm 
native carbon sink methane retention of rely on tiie value of benefits from 
grasses because of reduction if native species native species Uvestock and native species; 
and/or increasing quahty of for gene for medicine wildhfe adapted species 
plant- vegetation diet increases, conservation and other products, and survive over the 
adapted cover but animals healtii-related the value of long term 
species overall eat more goods herbal medicine 

Selective No Possibly Potentially Potential Cost if Cost if Varies, Costs or benefits 
application mercases increase if non-target non-target depending depend on 
of carbon smk, animal species species on country meeting of 
herbicides although not numbers affected: affected: and source management 

if woody expand water water of herbicide goals 
species pollution. pollution. 
removed damage to damage to 

food chain food cham, 
removal of 
firewood 
source 

Mechanical No Possibly Potentially Potential Potential for May not fit Varies witii Benefits depend 
heatment or increases mercase if large-scale pastoral countty, on success of 
restoration carbon sink ammal alteration of system depending on treatment relative 

numbers soil and availabihty to disruption of 
expand vegetation of equipment ecosystem 

Plant If appropriate Increases No known Benefit with Benefit witii Cost of Brings into 
halophytes carbon sink effect hicreased increasing planting and production 
(salt-tolerant and increases plant cover forage maintaining otherwise non
species) productivity and production with productive land 

productivity for Uvestock irrigation 
and wildlife 

Apply Yes Yes Increases Possible In systems Use of fu-e Threat of Short-term 
prescribed carbon smk methane adapted to can be part wildfire and increase m C O 2 
fire and mercases reduction per fire, can of social destruction of to atinosphere; 

productivity in unit product increase system; uses human long-term 
the long term by increasmg productivity local resources benefits m 
on appropriate quahty of diet and maintain knowledge adapted systems 
rangeland types nutiient 

cychng 

Implement Yes Yes Increases Possible Possible Potential Cost of Increases carbon 
agroforestry carbon sink methane benefit witii benefit witii plantmg and storage m trees; 
systems and increases reduction per increased change m maintaining benefit in 

productivity in unit product plant cover, grass/browse diversity and 
the long term by mcreasmg diversity, and forage mix productivity if 
on appropriate quahty of diet productivity for Uvestock adapted species 
rangeland types and wildUfe are used 
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Table 2-5 continued 
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Not Biophysical SocyCultural Economic General 
Practice Healthy Healthy Carbon Methane Benefit/Cost Benefll/Cost Benefil/Cost Comments 

Develop Possibly Possibly Increases Methane Potential for Potential for Cost of dams. Potential for 
large-scale carbon sink reduction by large land unproved etc.; benefit of increased human 
watershed and increases increasmg disturbance, food hydroelecttic and animal 
projects productivity quality of with benefit to production. power populations 

diet human and both plant because of 
animal and animal mercase in water 
populations availabihty 
because of 
regulated 
and regular 
water supply 

food-production systems. However, such projects are expen
sive and can result in social and cultural dislocation, local 
extinction of wildlife, and may result in increases in both 
human and animal population density. 

Although rangelands have been used historically for livestock 
production for meat, wool, hides, milk, blood, and/or pharma
ceuticals, policymakers must reahze that an equally important 
objective for maintaining rangelands may be to maximize the 
number of domestic animals as a social resource (e.g., in some 
tribal cultures, wives are bought with livestock). Rangelands 
also are increasingly affected by human activities for mineral 
production, construction materials, fuel, and chemicals. 
Additionally, rangelands provide habitat for wildlife, threat
ened and endangered species, anthropological sites, eco-
tourism, and recreational activities. As the human population 
grows, rangelands also incur increased demand for marginal 
agriculture production. A l l of these activities and uses poten
tially affect rangeland condition—and thus the potential of the 
ecosystem to sequester carbon. 

Using the practices in Table 2-5 requires the recognition that 
productivity on rangelands is variable and that vegetation and 
animal response to changes in livestock numbers is not linear. 
Futhermore, there are system lags, and management activities 
may result in largely irreversible changes in the rangeland sys
tem. Risk-management strategies include long-term low stock
ing or changing animal numbers annually to track variation in 
precipitation (McKeon et a l . , 1993). Either approach requires 
flexible management response to different events, opportuni
ties, and hazards and whole-system analyses in which the inter
actions of climate, land management, fire, and plant and animal 
species and communities will determine the outcome. 

2.11. Research Needs 

We need to know more about the С and N storage capacity of 
soils under different conditions of degradation and under dif
ferent land uses and land management, as well as the potential 

for increased sequestration of C, especially in whole-system 
analyses. More information is needed regarding the actual 
release rates of various greenhouse gases in real environments, 
across the spectrum of climates, soils, and land uses (rather 
than the current measurements just from a few points) and land 
management. Our lack of ability to track plant responses with
in growing season also affects our ability to accurately estimate 
rapid changes in greenhouse gas fluxes and remains a major 
gap in our ability to link management practices with global cl i 
mate-change issues. 

Rangeland research on climate-change effects should empha
size multispecies field experiments. The concept of functional 
groups mightrbe a way to cope with the overwhelming species 
diversity of most rangelands, especially grasslands. Models 
that 1псофога1е nonequilibrium theory in grassland and range-
land ecosystem response would be most useful. 

Rangeland research emphasis should be on multidiscipUnary 
projects in which different components (e.g., vegetation, soil, 
herbivores) and various approaches (e.g., conservation, econom
ic sustainability) are simultaneously considered. Maintenance of 
long-term monitoring sites is essential for understanding bound
ary changes (especially C 3 / C 4 , shrub/grass boundaries), as well 
as fire, herbivory, and land-use affects on rangeland productivi
ty and diversity. Along witii monitoring, tiiere needs to be an 
ongoing analysis of the results and review of monitoring meth
ods and criteria. 

Information on various aspects of climate, community struc
ture and function, and land use needs to be standardized. 

At a national level, scientists and policymakers must better 
understand the implications of land use for global-change 
issues, because land use and management feeds into global 
change as well as being influenced by it. The interaction 
between human population growth and rangeland use must 
also be better understood. Land use will change in the future as 
a result of altered climatic extremes (especially those in rain
fall and temperature), decreased productivity and soil fertility. 



152 Rangelands i n a C h a n g i n g C l i m a t e : I m p a c t s , A d a p t a t i o n s , a n d M i t i g a t i o n 

and possibly socioeconomic changes spurred by adaptation and 
mitigation requirements. 

Interfacing research on global change effects on agroecosys-
tems with those on rangeland systems would be helpful in that 
it would promote access to a greater range of databases and 
models. The International Geosphere Biosphere Programme 
(IGBP)—Global Change and Terrestrial Ecosystems (GCTE) 
Project Task 3.1.3 (Pastures and Rangelands) (Campbell and 
Stafford Smith, 1993; Stafford Smith et a l , 1995) is combin
ing the research efforts of grassland scientists in improved pas
tures and rangeland systems to predict global-change effects on 
the whole spectrum of different grassland types, taking into 
account future land-use change. 

Finally, detailed analyses of the potential biological effects of 
climate change in terms of rangeland boundaries, coupled with 
an economic assessment of potential effects on pastoral peo
ples and national economies, will improve future assessments 
of impact, adaptation, and mitigation potentials on rangelands. 
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EXECUTIVE SUMMARY 

Deserts are an environmental extreme. The biota in deserts are at 
the limit of conditions that allow growth and survival and show 
very specialized adaptations to aridity and heat. The biomass of 
plants and animals is low; nevertheless, deserts have a signifi
cant species richness and a high endemism. The following state
ments regarding climate change can be made with certainty: 

• Most deserts are likely to become even more extreme 
if climate changes as projected by current scenarios; 
most desert regions are expected to become hotter and 
most will probably not become significantly wetter 
(Medium Confidence). 

• If changes in the frequency or intensity of the rainfall 
events occur, they are likely to cause changes in the 
flora and fauna. Higher atmospheric COj concentra
tions and more intense rainfall events may lead to the 
opportunity for greater invasion of desert systems, 
particularly by C3 plants. More frequent large pulses 
of rain will allow ephemeral organisms to reproduce 
more often. Any reduction in the intensity of the rain
fall, however, could also be detrimental to this set of 
organisms due to false starts in their life cycles 
(Medium Confidence). 

• In a few places (e.g., central Australia) conditions may 
improve, but any net change in rainfall—thus the veg
etation—will depend largely on the human manage
ment of these regions (Low Confidence). 

• Opportunities to mitigate greenhouse gas emissions in 
desert regions are few (High Confidence). 

Human-induced desertification has the potential to counteract 
any ameliorating effect of chmate change on most deserts 
unless appropriate management actions are taken. 
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it is over 800 million people (World Resources Institute, 
1988-89). Many of these people will be affected by phenome
na described in this chapter. 

3 . 2 . 2 . B i o l o g i c a l Productivity 

Average aboveground net primary productivity in areas with 
annual precipitation of <250 mm varies from almost 0 to about 
2000 kg/ha/yr (Evenari et a i , 1971; Noy Meir, 1973; Hadley 
and Szarek, 1981; Webb et a i , 1983; Le Houerou, 1984). Most 
productivity estimates are for aboveground vegetation only; 
there is very little information on belowground plant produc
tivity. Root to shoot ratios differ greatly among desert life 
forms (Noy Meir, 1973). Ephemeral species often have rela
tively small root systems (root:shoot < 0.5), whereas some 
perennials have large belowground storage systems with 
root: shoot ratios as high as 20. Productivity is directly related 
to rainfall, often by a simple linear function. Alternatively, it 
can be expressed as a close relationship with actual évapotran
spiration because actual évapotranspiration is closely related to 
rainfall (Branson et a i , 1981). Estimates of water-use efficien
cy by desert plants vary from 0.3 to 2.0 mg dry matter pro
duced per gram of water transpired, with a threshold of 25 to 
170 mm of annual rainfall to sustain any vegetation at all (Noy 
Meir, 1973; Webb et a i , 1978). 

3 . 2 . 3 . Desert Biodiversity 

Although deserts are not as diverse as some biomes, they have 
significant diversity—with many groups of organisms and 
often a high degree of endemism (Le Houerou, 1992). Taxa 
that are diverse relative to other biomes include predatory 
arthropods, ants, termites, snakes, lizards, migratory birds, suc
culents, and annual plants (McGinnies et a i , 1968; Huenneke 
and Noble, 1995). There is substantial variation in the richness 
of particular taxa among the deserts of different continental 
areas (Evenari, 1985b; Huenneke and Noble, 1995). Desert 
biota are unusual in the frequency with which particular mor
phological or physiological adaptations have evolved indepen-
dentiy in different taxonomic groups (Cloudsley-Thompson, 
1993). For example, many animals and plants have thick skins 
or cuticles to reduce water loss; other have hairs or spines to 
reflect radiation. 

Biodiversity—-measured as the number of species (i.e., species 
richness)—is moderately high in semi-arid regions and 
declines with increasing aridity for most taxa (Shmida, 1985; 
Pianka and Schall, 1981; Currie, 1991; O'Brien, 1993). For 
example, Aronson and Shmida (1992) found that plant species 
richness fell linearly from 116 species at a site with 280 mm 
mean annual rainfall to 15 species at a site with about 30 mm 
mean annual rainfall. The number of life forms (e.g., annual 
grasses, small shrubs) declined with increasing aridity, and 
only chamaephytes (low-growing perennial plants with buds 
just above the soil surface; e.g., S a l s o l a t e t r a n d r a ) persisted at 
the driest sites in all years. In addition, they found very little 

fluctuation of species richness with variability in annual rain
fall at the driest site. 

Correlative studies show that the diversity and density of some 
animal groups are related to vegetation productivity gradients, 
precipitation, and potential and actual évapotranspiration 
(Clark, 1980; Maurer, 1985; Owen, 1988; Currie, 1991; 
Hoffman et a i , 1994; Specht and Specht, 1994). However, the 
links are complex—depending on the taxonomic group, sea
sonality of precipitation, frequency of droughts, and the scale 
at which diversity and density are measured. Thus, changes in 
animal populations in response to changes in climate are very 
difficuh to predict. 

3.3. Ecosystem Variables 

3 . 3 . 1 . Temperature 

The hottest deserts of the world (e.g., central Sahara, Namib) 
have average monthly temperatures above 30°C during the 
warmest months, with extremes above 50°C. The diurnal range 
often is very high, with nights as cold as 10°C. High insolation 
loads mean that soil surface temperatures often rise to more 
than 80°C (Cloudsley-Thompson, 1977). 

Some high continental deserts have extremely cold winters; 
e.g., the Chihuahuan Desert in North America has average 
monthly minimum temperatures below freezing (MacMahon 
and Wagner, 1985). Cold conditions prevent effective growth 
of plants in winter; however, snow or moisture often accumu
lates and can contribute to growth in the warmer months. 

3 . 3 . 2 . R a i n and Soil M o i s t u r e 

3 . 3 . 2 . 1 . F a c t o r s i n M o i s t u r e B u d g e t 

Precipitation, soils, and temperature all contribute to the nature 
of desert ecosystems. Vegetation is largely a function of rain
fall modified by soil type (in particular, the coarseness of the 
soil; Bertiller et a i , 1995) because these two factors determine 
potential soil moisture and water-holding capacity. Higher tem
peratures usually imply higher vapor-pressure deficits (evapo
rative demands) and thus higher evaporation and transpiration 
losses. 

The availability of moisture at and near the soil surface is 
critical for the activity of desert organisms. The water avail
able to plants is dependent on the balance between input from 
precipitation and losses from direct evaporation from the soil 
surface, transpiration through the leaf-root systems of plants, 
and drainage below the root zone. Thus, the effectiveness of 
a given amount of rain is dependent on how far it infiltrates 
below the surface; greater penetration reduces evaporative 
losses. More-intense rainfall events tend to penetrate less and 
create more, runoff than less-intense events. In contrast to 
most other arid ecosystems, the sandy soils of extreme deserts 
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support higher plant biomass than do clay soils (Walter, 1985) 
because water penetrates deeper in coarser soils. 

To a large degree, water loss due to transpiration is an unavoid
able byproduct of the necessity for plants to take up COj from 
the atmosphere through stomata. Various adaptations have 
developed to hmit this loss (Ehleringer and Monson, 1993). 
Most Сз species have a common metabohsm but can vary enor
mously in leaf structure, leaf protection, stomatal density, and 
control over stomatal activity. For example, many species close 
their stomata during the hottest part of the day to avoid the high
est rates of water loss. Some C4 species have a special leaf 
anatomy and metabolism that allows them to concentrate CO2 
within the leaf and thus reduce water loss. Several major groups 
of plants (mostly succulents) have C A M species, in which most 
gas exchange is limited to the cooler nighttime hours. 

These mechanisms are aU of particular importance in desert 
communities, where water is usually limiting while light and 
CO2 are usually in excess. Increased concentrations of atmos
pheric CO2 wiU alter the relative effectiveness of these mecha
nisms and thus the balance of plant communities. It is expected 
that this wiU favor C3 species over C4 and C A M species (Skiles 
and Hanson, 1994), which could make desert communities more 
subject to invasion and increased dominance by C3 species. 

3 . 3 . 2 . 2 . . P u l s e System 

Biological activity in most ecosystems is controlled by the 
availability of light, water, and nutrients. Complex interactions 
and feedbacks have developed that govern the growth and 
development of organisms in these systems. In contrast, desert 
ecosystems are dominated by rainfall events. Rainfall is infre
quent, usually highly unpredictable, and often provides moist 
conditions for only a short period. Deserts have been described 
as pulse-driven ecosystems (Noy Meir, 1973), This means that 
the response of desert ecosystems to climate change may be 
different than that of other systems, where more complex feed
backs and interactions have developed. 

Most desert organisms are adapted to one of two survival mech
anisms (see Noy Mek, 1973). Some survive in a dormant state 
between rainfall pulses and take quick advantage of the brief 
respites. Typical examples are the ephemeral plants, but certain 
species of crustácea, molluscs, and frogs use similar shrategies 
(Williams and Calaby, 1985). Other organisms—such as peren
nial plants, reptiles, and some mammals—^persist through the 
dry conditions because they have extremely efficient water and 
energy conservation sttategies (WiUiams and Calaby, 1985). 
Some smaller plants and animals are able to persist on the inois-
ture settling as dew or fog (Louw and Seely, 1982). 

Climatic changes that increase the frequency of pulses will 
favor the pulse-adapted (i.e., ephemeral) species if the diiration 
of favorable conditions is not shortened. In the long term, 
more-frequent pulses of ephemerals could affect the long-hved 
perennial species either by directly competing for resources or 

indirectly affecting local fire frequency and grazing intensity 
(Skarpe, 1992). 

If, under climate change, the duration of periods of moist con
ditions becomes shorter or more variable, the pulse-adapted 
species may be disadvantaged. They wil l be triggered into 
responding more frequently but will often fail to complete their 
life cycle in the shorter moist periods (Frasier et a l . , 1985, 
1987). For example, ephemeral plants could be triggered into 
germinating but not have time to set seeds before drying out, 
thus depleting their seed bank. 

3 . 3 . 3 . Wind 

Windiness varies from desert to desert, but in general windi-
ness is not significantly different than in nondeserts except that 
there is little vegetation to moderate the wind near the ground 
surface. This creates soil instabiUty and is the major factor cre
ating and shaping dune systems and extending desert bound
aries (Alwelaie et a l . , 1993). Some organisms are adapted to 
feed on the accumulation of organic matter on the slip faces of 
dunes (Louw and Seely, 1982). 

3 . 3 . 4 . Fogs 

Fog and dew can each contribute 30 mm or more of moisture 
per year. Dew can form on more than half the nights of a year 
in some deserts (Seely, 1979). Thus, fog and dew are an impor-. 
tant and relatively reliable source of water for plants and ani
mals alike (e.g., Namib beetles and lizards; Louw and Seely, 
1982). In some of the driest coastal deserts (e.g., Atacama or 
Peruvian deserts), fogs are particularly frequent and provide 
the majority if not all of the moisture in most years (Rauh, 
1985). Alwelaie et a l . (1993) have suggested that the shrub-
dominated vegetation in a desert island in the Red Sea depends 
on fog for its water supply. 

3.3.5. N u t r i e n t Cycles 

The main sources of nitrogen in deserts are N-fixing organisms 
on the soil surface such as lichens, cyanobacteria, moss, and 
fungi. Atmospheric deposition is an important source in some 
areas. Nitrogen fixation inputs in arid regions of the United 
States are 25 to 40 kg N/ha/yr (West and Skujins, 1977; Rundel 
et a l , 1982), whereas atmospheric deposition is estimated to be 
3 kg N/ha/yr (Peterjohn and Schlesinger, 1990). Assimilation 
of nitrogen from fog is sometimes considered to be a signifi
cant source of N , but Evans and Ehleringer (1994) found that 
this is not the case in the fog zones of the Atacama Desert. 

Rates of decomposition in deserts are slow because warm and 
moist conditions that favor decomposition are rare and volatihza
tion of N can be high due to low vegetation cover and high evap
oration. Thus, many desert systems are N-Umited. Some stiidies 
have shown tiiat decomposition rates are correlated with rainfall 
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in arid regions (Santos et a l , 1984), but others (Whitford et a l , 
1986) have failed to find a correlation. Steinberger and Shmida 
(1984) conclude that along a rainfall gradient of 300 mm to 25 
mm there is no correlation between decomposition and rainfall 
and that most decomposition in very dry regions arises from 
mechanical rather than biotic processes. 

Soil nitrogen is unevenly distributed in arid environments and 
is usually higher in surface soil and beneath larger plants or 
shrubs than in bare areas (Charley and West, 1977). Most nitro
gen fixation occurs near the soil surface, and species that take 
up most of their water from the surface zone might be at an 
advantage over deeper-rooted species. However, Evans and 
Ehleringer (1994) found that this is not the case for deep-root
ed Chrysothamnus nauseosus individuals compared with neigh
boring shallow-rooted species. They conclude that water deep 
in the soil profile also provides an adequate nitrogen source. 

3.4. Impacts of Climate Change 

3 . 4 . 1 . H i g h e r Temperature 

For most desert regions, the temperature increases predicted in 
the Greco et a l (1994) scenarios are typically in the range of 
0.5 to 2.0°C, with greater increases in summer. A rise of 2°C 
without an increase in precipitation will increase potential 
évapotranspiration by 0.2 to 2 mm per day (Mabbutt, 1989; 
Chapter 4). Evapotranspiration may increase due to higher leaf 
temperatures and higher surface and soil evaporation rates, 
although the direct effects of higher CO2 concentrations may 
partly compensate the tendency for increased transpiration. 

Nasrallah and Baiting (1993) found an average 0.07°C increase 
per decade in temperature records for the Middle East from 
1945-90 with the greatest increases in spring and the smallest 
in winter. This increase appears to have been slowed by sulfate 
emissions and increased by human-induced desertification. 
Miihlenbruch-Tegen (1992) found no evidence of changes in 
mean daily temperatures during the past 50 years in South 
Africa but did find changes in daily minimum and maximum 
temperatures. These could be accounted for by changes in 
cloudiness. For example, increased cloud cover may decrease 
maximum temperatures and increase minimum temperatures 
by reducing insolation during the day and long-wave reradia-
tion at night. Lane et a l (1994) found that from 1901-87, mean 
annual temperatures increased by 0.12°C per decade in the 
desert southwest region of the United States, but they could not 
separate an anthropogenic component from natural variabihty. 
Changes in land-use practices can affect surface temperatures. 
Balling (1988) has suggested that an observed 2.5°C tempera
ture difference across the Mexican/U.S. boundary in the 
Sonoran desert may be due largely to heavier grazing on the 
Mexican side, which has led to lower vegetation cover and 
higher albedo. 

Many organisms are already near their tolerance limits, and 
some may not be able to persist under hotter conditions. Higher 

temperatures in arid regions with cold winters are likely to 
allow spring growth to begin earher. In some cases this may 
resuh in earlier depletion of water reserves accumulated over 
the cooler winter, leading to an even longer period of potential 
drought (Skiles and Hanson, 1994). 

3.4.2. R a i n f a l l 

The Greco et a l (1994) scenarios indicate that while some 
desert regions will receive more rainfall than at present, most 
will remain extremely arid. In most deserts the predicted addi
tional rainfall is at most only a few centimeters per year, with 
some models predicting a decrease in many areas. Decreased 
rainfall is predicted for large parts of the Sahara, northem 
Arabian, Sonoran, and central and westem Asian deserts. 
Rainfall in the Chihuahuan, southem Arabian, and Atacama 
deserts is predicted to increase sHghtly or remain the same, 
while some of the arid regions of central Australia are predict
ed to have significant increases in precipitation. The prediction 
of increased rainfall in Australian desert regions based on the 
Greco et a l (1994) scenarios is contradicted, however, by a 
general circulation model (GCM) developed by CSIRO in 
Australia (Whetton et a l , 1994). In an alternative approach, 
Wigley et a l (1980) used past warm-weather periods as an indi
cator of changes in precipitation under global warming. They 
conclude that precipitation in the arid and desert portions of the 
United States would decrease under a warmer climate scenario. 

The coefficient of annual variation (standard deviation/mean) 
increases rapidly as mean annual rainfall falls from 300 to 100 
mm per year; for sites with 100 mm annual rainfall, the stan
dard deviation can be 0.65 or higher (MacMahon and Wagner, 
1985; Fisher, 1994). This means that at sites with 100 mm/yr 
average rainfall, one year in six will have less than 35 mm of 
rain. Thus, extreme desert systems already experience wide 
fluctuations in rainfall and are adapted to coping with 
sequences of extreme conditions. Initial changes associated 
with climate change are less likely to create conditions signif
icantiy outside the present range of variation. 

As CO2 concentrations increase, plant transpiration is expected 
to decrease and water-use efficiency to rise (Mooney et a l , 
1991). Simulation studies for semi-arid and arid sites indicate 
that water-use efficiency (i.e., carbon fixed per unit water tran
spired) might increase by up to 50% under a doubled-C02 sce
nario. Even in simulations in which precipitation was assumed 
to decrease by 10%, standing biomass increased by 15 to 30% 
(Skiles and Hanson, 1994). 

A l l predictions of changes in precipitation should be treated 
with caution. None of the curtent GCMs can reliably predict 
the distribution of rainfall throughout the year, nor the distrib
ution of rainfall per event. These characteristics are as impor
tant as absolute rainfall amounts in the initiation and mainte
nance of plant growth. Pittock (1988) suggests that in 
Australian arid areas there may be an increase in the amount of 
rainfall for a given event. This suggests that pulse species 
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could benefit in these areas because more of the events may 
result in moisture sufficient for the completion of their life 
cycles. 

3 . 4 . 3 . Runoff and E p h e m e r a l Waters 

The impact of changes in temperature and precipitation 
regimes on runoff and groundwater recharge are complex and 
depend greatly on the precise timing of events and assumptions 
about surface conditions. Increases in rainfall intensity, amount 
per event, and storm clustering will tend to increase runoff in 
arid and semi-arid ecosystems (Wang and Mayer, 1994; WeUz 
and Blackburn, 1995). Vegetative cover tends to reduce runoff 
(Walker, 1991; Weltz and Blackburn, 1995). 

A landscape mosaic of runoff and run-on areas is an important 
component of desert systems. In some deserts with gently slop
ing surfaces (<0.6°), narrow bands of vegetation ("stripes") 
develop. These bands trap the runoff from wider bands of 
almost-bare surface upslope of them (White, 1971). At a larg
er scale, arid lands often are a mosaic of erosion cells, each 
consisting of erosional, transfer, and sink areas (Pickup, 1985). 
The sink areas receive the benefits of most of the precipitation 
falling on the entire cell and accumulate many of the surface 
nutrients. Both of these situations will amplify any change in 
runoff patterns (Noble and Burke, 1995). 

Lapenis and Shabalova (1994) have suggested that soil struc
tural change may be an important component of climate 
change because increased precipitation will lead to more 
organic matter being accumulated in the soil, improved soil 
field capacity, enhanced moisture availability, and changed 
runoff pattems. However, their model shows that this process 
is slow (ca. 400 yr) in desert regions. Fossil aquifers are impor
tant water sources in many deserts but will not be affected in 
the time scales relevant to humans. 

Catchment-scale ranoff is difficult to predict. An empirical 
study that predicted catchment-scale runoff from precipitation 
and temperature suggests that ranoff will decrease in arid 
watersheds in the western United States (Revelle and 
Waggoner, 1983). However, Idso and Brazel (1984) show that 
the effect could be reversed i f changes in water-use efficiency 
under increased COj concentrations were taken into account. 
Skiles and Hanson (1994) used a more detailed ecosystem 
model to take into account the seasonal responses of vegetation 
and found that there was little change, or a decrease, in ranoff 
in simulated semi-arid watersheds. Morassutti (1992) con
cludes that runoff from three major drainage basins in 
Australia, including the arid Lake Eyre drainage basin, would 
increase under scenarios based on the GISS G C M . However, 
he warns that there are a number of shortcomings in the model 
and that no trends in precipitation and ranoff are discemible 
from the historical record. 

Neilson and Marks (1994) used five GCMs to look at the effect 
of chmate change at the global scale. Their maps suggest that 

average annual ranoff (in the five GCMs) under doubled-COj 
scenarios for most of the desert areas of the world wil l remain 
the same or increase by 0-25 mm at the most. However, this 
lack of response may be due to their inclusion of Leaf Area 
Index (LAI) as a major component in the ranoff calculations. 
In all their desert biomes, L A I is <0.1 or not calculable. 

Scattered permanent and ephemeral waters are important for 
migrating and breeding birds. More than 300,000 birds can 
reproduce on the ephemeral Lake Eyre in central Australia 
after a major rainfall event that floods the lake— an event that 
has occurred only four times in the last 100 years. A population 
of thousands of egrets has been recorded in ephemeral waters 
following torrential rainfall in the Peruvian coastal deserts 
(Caviedes, 1984). Ephemeral water bodies can thus be very 
important to wetland birds (Kingsford and Porter, 1992) in dif
ferent desert systems. However, very little is known about the 
effect of ephemeral events on the overall population dynamics 
of birds. 

3 . 4 . 4 . Desert Locusts 

The desert locust has a wide distribution in Africa and south
western Asia, extending over areas with a mean annual pre
cipitation of <50 to 500 mm (Uvarov, 1977). There have been 
various widely distributed plagues recorded this century 
(Uvarov, 1977; Pedgley, 1989) that have caused enormous 
damage. For successful breeding, locusts need warm and 
moist conditions (Pedgley, 1989); warmer temperatures also 
hasten their life cycle. Locusts favor ephemeral systems with 
silty or clayey soil that allows the eggs to survive and provides 
enough vegetation for the later life stages. However, to reach 
plague levels they also require meteorological and vegetation 
conditions that bring previously scattered populations togeth
er, allowing them to continue breeding while avoiding natural 
enemies. Scattered pockets of ephemeral, green vegetation 
appear to be most suitable. 

In the gregarious phase, adult swarms can fly for many days 
and cover several hundred kilometers, especially in favorable 
wind conditions (Uvarov, 1977; Pedgley, 1989). Gentle winds 
allow locusts to take advantage of moist conditions in widely 
dispersed areas. The most common breeding sites have been 
recorded during the hot season in the Sahel-Sahara region 
(Uvarov, 1977). This area has an average annual precipitation 
of 50-200 mm, and the lush ephemeral vegetation supported 
by run-on in the wadi systems provides a suitable food source 
as well as areas suitable for egg-laying. 

Other locust species (e.g., the red locust; Walker, 1991) 
have different behaviors, but in most cases they are best 
able to take advantage of pulses of moisture availability 
spread in both space and time. Changes in the frequency of 
future rainfall events that favor ephemeral or pulse systems 
could lead to more plagues of locust species. Conversely, in 
areas that become more continuously wetter or drier, they 
may be disadvantaged. 
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3.4.5. E N S O and Related Issues 

It has been shown that the E l Niño Southem Oscillation 
(ENSO) phenomenon has a wide-ranging effect on regional cli
mates that varies with latitude (Caviedes, 1984). Because major 
desert areas are driven by anticyclone systems, changes in sea 
surface temperature have repercussions for the moisture bud
gets of deserts. For example. E l Niño has been associated with 
droughts in Australia (Nicholls, 1985) and north central Africa 
(Caviedes, 1984). However, it can also lead to higher precipi
tation and air temperatures, as in the coastal deserts of Peru and 
Chile. In these deserts, Caviedes (1984) recorded about a three-
to tenfold increase in precipitation and up to a 4°C increase in 
air temperature during the 1982-83 E l Niño. However, the cen
tral areas of Peru and the higher elevation areas suffered from 
drought during the E l Niño period. Sea surface temperatures 
also affect humidity, and some coastal deserts may have more 
dew and fog associated with ENSO events. 

Meehl et a l (1993) simulated the effect of ENSO events using a 
coupled ocean-atmosphere model in combination with a 2 x COj 
scenario. Their general conclusion is that under doubled COjthe 
ENSO will intensify, and anomalously dry areas will become 
drier and wet areas will become wetter during ENSO events. 

3.5. Biogeographical Shifts 

Desert regions are known to have undergone significant 
changes in the past. For example, the northem Sahara changed 
from Mediterranean flora at about 10,000 yr BP to its present 
aridity over several thousand years (Evenari, 1985a). Historical 
records show little shift in desert climates more recently, 
although vegetation at the margins of desert regions responds 
dramatically to variations in seasonal rainfall (Tucker et a l , 
1991). There has also been massive change in some areas due 
to human activity (see Chapter 4). Long-term studies of desert 
communities show that they are highly responsive to small 
changes in the climate regime in which they grow, and in par
ticular to rare events such as unusually moist or dry periods 
(Hall et a l , 1964; Noble, 1977; Noble and Crisp, 1980; 
Goldberg and Tumer, 1986; Turner, 1990). 

Monserud et al's (1993) projection of global vegetation 
changes in response to a doubled C02-driven climate indicates 
relatively little change in their desert category (by their defini
tion, about 25% of land surface and thus close to the generally 
accepted desert and semi-deserts). They found that 82-92% of 
existing deserts remain so classified under any of the four 
G C M climates they used. For all vegetation types combined, 
only 59-66% remain in the same category; deserts were the 
most stable of the 16 vegetation types they considered. 

The Greco et a l (1994) scenarios predict moister conditions 
along the boundaries of only a few deserts. Even if wetter con
ditions were to prevail, the "greening" of the deserts would often 
be negated by pressure from die expanding human population 
and the associated desertification problems (see Chapter 4). 

Climate amelioration may lead to increased invasion by species 
able to disperse widely and possibly to increased fire frequency 
if the occurtence of ephemeral flora becomes more common. 
Long-range dispersal mechanisms tend to be rare in plants of 
the extreme deserts (Ellner and Shmida, 1981; Chambers and 
MacMahon, 1994). Thus, even if deserts with little plant cover 
(e.g., the central Sahara) were to become more moist, vegeta
tion may take a long time to respond. In some cases, as in 
Australia, species (especially birds) that are dependent on 
ephemeral water bodies may show a population increase. 

3.6. Mitigation 

Despite their extent, extreme deserts store only a small portion 
of the global С and N pools (much less than 1%); thus, deserts 
are not a likely sink for excess CO2. Some small gains may 
arise through modified land-use and grazing management prac
tices (see Chapter 2). 

3.7. Future Needs 

There is a lack of information on many aspects of the extreme 
deserts. The highly pulsed availability of resources and the 
ephemeral nature of much of the biological activity make them 
difficuh to study. Predictions of the impacts of climate change 
wil l depend critically on the precise changes in the seasonality 
and distribution of rainfall events as much as on the absolute 
amounts of rainfall. 
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EXECUTIVE SUMMARY 

The impact of climate change on soils needs to be considered 
in parallel with impacts caused by unsustainable land-manage
ment practices. In many cases, it is impossible to separate the 
effects of these impacts; often they interact, leading to a greater 
cumulative effect on soils than would be predicted from a sim
ple summation of their effects. Findings follow: 

• Fundamental soil properties and processes—includ
ing organic-matter decomposition, leaching and acid
ification, salinization, soil water regimes, soil stabili
ty, and soil erosion—will be influenced by changes in 
climate (High Confidence). 

• Desertification arises both from human abuse of the 
land and from adverse climate conditions. CUmate-
related factors such as increased drought can lead to 
an increase in the vulnerability of land to desertifica
tion and to the escalation of the desertification process 
(High Confidence). 

• Reversing the effects of desertification is not always 
possible and is more difficuh for drier environments 
with shallower soils (High Confidence). 

• Changes in the frequency and intensity of precipitation 
will have the greatest dñect effect on soils via erosion 
by water. However, future erosion risk is likely to be 
related more to increases in population density, inten
sive cultivation of marginal lands, and the use of 
resource-based and subsistence farming techniques than 
to changes in precipitation regimes (High Confidence). 

• In structurally stable soils, greater precipitation will 
increase the rate of leaching of basic cations. In the 
long term, after buffering pools have become exhaust
ed, accelerated leaching could lead to soil acidifica
tion (High Confidence). 

• Higher temperatures are likely to increase the decom
position rate of organic matter and organic-matter loss 
(High Confidence). However, too httle is known 
about the influence of increased atmospheric carbon 
dioxide (CO2) levels on the amount of organic matter 
returning to the soil to judge the extent to which soil 
organic-matter levels will decline. 

• Where conditions become more arid, saUnization and 
alkalization are likely to increase because évapotran
spiration and capillary rise will be enhanced (High 
Confidence). Areas with a shallow water table may 
experience increased saUnization if rainfaU increases 
(Medium Confidence). 

• Predicted warming may give rise to higher evaporation 
rates, leading to drier soils and more frequent episodes 
of severe wind erosion (Medium Confidence). 

• Because arid and semi-arid land ecosystems have lit
tle ability to buffer the effects of climate variability 
relative to most other terrestrial ecosystems, they are 
particularly vulnerable to climate change and may be 
among the first ecosystems to be affected by global 
environmental change (Medium Confidence). 

• Adaptation to desertification will rely on convention
al strategies, such as the use of agroforestry, animals 
that are better adapted to dry conditions, diverse and 
multiple production systems, and water- and energy-
saving techniques (Medium Confidence). 

• Climate change could be beneficial to some semi-
arid and sub-humid tropical highlands because of 
temperature increases and CO2 fertilization (Medium 
Confidence). 
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4.1. Introduction 

Land degradation, defined liere as "a reduction in tlie capabili
ty of the land to support a particular use" (Blaikie and 
Brookfield, 1987), is considered to be one of the major prob
lems facing the world (UNEP, 1992). In this chapter, we exam
ine the likely impact of climate change on this global problem. 
Wi l l degradation of land be exacerbated or reduced? There are 
many recognized forms of land degradation, including soil ero
sion, salinization, soil contamination, loss of soil organic mat
ter, decline in nutrient levels, acidification, and loss of soil 
structure. Desertification currently affects about one-sixth of 
the world's population and one-quarter of the world's land: 6 
to 7 million hectares (Mha) are lost annually due to soil ero
sion, and up to 20 Mha of irrigated land are affected by salin
ization (World Resources Institute, 1992). Much of this degra
dation is undermining economic development and is already 
irreversible. 

With the forecast world population increase, there will be 
increased pressure on the soil to produce more food; thus, 
future trends in the potential of land to produce food will be of 
particular interest. The impact of cUmate change on the health 
of the land should be considered in parallel with the effects of 
existing pressures caused by unsustainable land manage
ment—because it is often impossible to separate the effects of 
these impacts and because their cumulative impact on soils 
often is greater than a simple summation. 

Emphasis in this chapter is given to the effects of climate 
change on soil erosion, saUnization, and desertification, but 
impacts on other degradation processes capable of being accel
erated by climate change also are reviewed. Additional 
processes of importance include organic-matter loss, nutrient 
loss, acidification, and soil structural deterioration (Rogasik et 
a l . , 1994). In some instances, changes in such processes will 
lead to the formation of new soil types requiring new types of 
management and having different use potentials. 

4.2. Soil Erosion: Causes, Processes, and Predictions 

Soil erosion is the movement and transport of soil by various 
agents—particularly water, wind, and mass movement—that 
leads to a loss of soil. Erosion has been recognized by many 
scientists and some governments as a major problem since the 
U.S. Dust Bowl of the 1930s (Jacks and Whyte, 1939); the 
causes and processes involved have been well-researched over 
the last 60 years, providing voluminous literature. 

Clearing soils of their natural vegetation cover and subse
quently using them for arable agriculture has been the primary 
cause of soil erosion onset. Historically, this has resulted in dis
astrous soil losses, particularly in conjunction with cUmate 
variations and extreme weather events (Bork, 1983, 1989). 
More recently, population pressure in developing countries, as 
well as changes in land use and management in other parts of 
the world, have increased erosion susceptibility even further. 

The annual rates of new soil formation are crudely estimated 
to be between 2 and 11 t/ha (Wischmeier and Smith, 1978), 
although experimentally derived rates often are less than this 
(Lai, 1994a). Globally, rates of soil erosion can exceed these 
estimated values by 10- to 20-fold, thereby reducing produc
tivity (Crosson and Stout, 1983; Sehgal and Abrol, 1994a, 
1994b) and causing sediment and nutrient loading of rivers 
(Clark ei a/., 1985). 

The main factors influencing soil erosion are rainfall 
(amount, frequency, duration, and intensity), windspeed 
(direction, strength, and frequency of high-intensity events), 
land use and management, topography, and soils and their 
properties (Morgan, 1986; Hallsworth, 1987). Since the 
1950s, significant advances have been made in predicting 
erosion risk, particularly through model development. 
Several models that are commonly used include the Wind 
Erosion Equation (Woodruff and Siddoway, 1965), the 
Universal Soil Loss Equation (USLE) (Wischmeier and 
Smith, 1978), EPIC (Williams et a l , 1990; Skidmore and 
Williams, 1991), W E P P (Flanagan et a l , 1991), and 
E U R O S E M (Morgan et a l , 1992). A l l of these models have 
weather/climate components and are capable of being manip
ulated to predict erosion risk under different climate-change 
scenarios (e.g., Favis-Mortlock, 1994). Generally, increased 
rainfall intensity and amount, increased windspeed, and 
increased frequencies of high-wind events—especially if 
coupled with increasing droughtiness—are likely to lead to 
an increase in erosion. However, erosion is site-specific, and 
different permutations of conditions can increase or decrease 
it. Research has predicted erosion risk as a function of land 
use and environmental conditions (Nearing et a l , 1994; 
Skidmore et a l , 1994), agronomic quality (Williams et a l , 
1984), and environmental quality (Knisel, 1980; Lai , 1994a). 

Despite scientific advances, the problem of accelerated soil 
erosion is more serious now than ever before (Lai, 1994c), and 
erosion hazards are being exacerbated particularly in the trop
ics and subtropics (Lai, 1994d). Reliable estimates of the cur
rent amounts of erosion and future areas at risk are difficult to 
obtain (Table 4-1; Lai, 1994b), although erosion has been sug
gested as affecting about 33% of the land currendy used for 
global crop production (Brown and Young, 1990). 

4 . 2 . 1 . Erosion by Water 

Climate change is likely to affect soil erosion by water through 
its effects on rainfall intensity, soil erodibility, vegetative 
cover, and patterns of land use. Estimates of changes in erosion 
risk can be made from a knowledge of projected changes in 
these factors. General circulation models (GCMs) can provide 
a range of climate scenarios, but these alone are not sufficient 
to predict future erosion risk, particularly because GCMs are 
currently poor predictors of changes in rainfall intensity and 
surface windspeed. In addition to more regionally reliable 
GCMs, accurate and reliable databases of parameters such as 
vegetation cover, soil properties, land use, and management 
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Table 4 - 1 : Estimates of c u r r e n t g l o b a l r a t e s of s o i l e r o s i o n a n d l i k e l y f u t u r e t r e n d s . 
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Soil Erosion by Water Soil Erosion by Wind 
Area' Denudation Dissolved Load^ Future Area' Future 

Region (106 ha) Rate^ (mm/yr) (106 t/yr) Trends (106 ha) Trends 

Africa 227 0.023 201 + 186 + 
Asia 441 0.153 1592 + 222 + 
South America 123 0.067 603 + 42 -
Central America 46 ) ) + 5 -

0.055 ) 758 ) 
North America 60 ) ) +/- 35 -
Europe 114 0.032 425 +/- 42 +/-
Oceania 83 0.390 293 + 16 + 

World 1094 0.079 3872 + 54.8 + 

Notes: + = increased risks; - = decreased risks. 
'Oldeman, 1991-92. 
2Lal, 1994b. 
3Walling, 1987. 

systems are needed. These databases are important for the 
assessment of biophysical processes and biomass productivity 
(Rosenzweig et a l . , 1993) and are needed at scales appropriate 
to regional and global degradation processes (Bliss, 1990; 
Bouwman, 1990; Batjes e t a l , 1994). Such databases have not 
yet been developed. 

GCMs indicate a marked change in soil moisture regime and, 
therefore, attendant changes in soil erodibility, land use, and 
vegetative cover. Regions likely to experience an increase in 
soil moisture include southern Asia (50 to 100%), South 
America (10 to 20%), and Oceania (10 to 20%). Regions like
ly to experience decreases in soil moisture include North 
America (10 to 50%), sub-Saharan Africa (10 to 70%), and 
Europe (10 to 60%) (Schneider, 1989). However, with respect 
to erosion, much will depend on the pattern, intensity, and sea
sonality of rainfall events. 

A potential change in the climate might have positive effects 
that lead to a decrease in soil erosion risk (Sombroek, 
1991-92; Brinkman and Sombroek, 1993) as a result of nega
tive feedback mechanisms. Examples include increased bio
mass production, increased vegetation cover, and enhanced 
soil organic-matter content resulting from elevated CO2 con
centrations. However, predicted changes in temperature, rain
fall, and soil moisture (IPCC, 1994) suggest that few areas 
will receive benefits from negative feedback effects. Instead, 
projected declines in levels of soil organic matter and the 
weakening of soil structure will make soils increasingly prone 
to erosion. 

Modeled estimates of the effect of climate change on soil ero
sion depend on assumptions regarding the frequency and inten
sity of precipitation (Phillips et a l . , 1993). However, some esti
mates of future erosion have been made. For example, changes 

in the U.S. national average for sheet and rill erosion have been 
modeled under a number of different climate change scenarios. 
For cropped land, modeled erosion increased by 2 to 16%; in 
pastureland, predicted changes were -2 to +10%; and in range-
land, modeled erosion changed by -5 to +22% (Phillips et a l , 
1993). EPIC was used in the U K to show that, although an 
increase in temperature has little effect on erosion rate, a 15% 
increase in rainfall leads to a 27% increase in mean annual ero
sion (Favis-Mortlock et a l , 1991; Boardman and Favis-
Mortlock, 1993; Favis-Mortlock, 1994). 

4.2.2. Erosion by Wind 

Soil erosion occurs when wind transports soil particles by 
suspension, surface creep, or saltation over distances ranging 
from a few centimeters to many kilometers. Wind erosion 
not only transports soil particles around arid and semi-arid 
landscapes but provides inputs into ecosystems around the 
world and may even alter global climatic patterns. Wind ero
sion is particularly problematic on sandy and organic soils 
subject to low soil moisture, patchy vegetation, sporadic 
rainfall, and periodic winds. Even soils resistant to wind ero
sion can be blown away if the soil is damaged by trampling 
of animals, loosening by ploughing and tillage, pulverization 
by traffic (human and animal), and denudation of natural 
vegetation by the expansion of agriculture, excessive graz
ing, or fire. 

Wind erosion is mainly a feature of arid and semi-arid con
ditions but may occur in moister zones where soil damage 
occurs during or just prior to periods of high wind velocity. 
In some areas, climate change is expected to lead to more 
droughty soils and less vegetation, both of which make soils 
more vulnerable to wind erosion (Middleton, 1985; 
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Hennessy et a l . , 1986). The predicted warmer climate may 
give rise to higher evaporation rates, leading to more fre
quent soil drying whether precipitation increases or not. 
Consequently, wind erosion may become more frequent. 
Although the influence of climate and human activities on 
wind erosion is well-documented, the feedback effect of 
windblown dust in the atmosphere on the warming of the 
upper atmospheric layers has not been thoroughly investi
gated (Nicholson, 1994). Desertification—an advanced 
result of wind erosion—is considered in Section 4.4. 

4 . 2 . 3 . Mass Movement and Subterranean Erosion 

The occurrence of mass movement depends upon the interac
tion of various factors, including land form, lithology, soil type, 
rainfall intensity and duration, drainage characteristics, vegetal 
cover, and human intervention (Rosewell et a l . , 1991). Where 
sloping land is subjected to increasing rainfall of high intensity, 
it will become increasingly subject to mass movement. 

There are various forms of subterranean erosion (Dunne, 
1990), including piping (ЮгкЬу and Morgan, 1980), intrasoil 
erosion, and tunnel erosion (Barrow, 1991). As with mass 
movement, increasing rainfall amounts and intensities will lead 
to increases in this form of erosion. 

4 . 2 . 4 . Coastal Erosion 

The main factors affecting coastal erosion and sediment redis
tribution are winds, currents, tides, and floods. Rising sea level 
could increase coastal erosion and the loss of highly productive 
wetlands—and thus intensify pressure on the remaining land 
(see Chapter 9). 

4.2.5. Adaptive Strategies for M i t i g a t i n g the I m p a c t of 
C l i m a t e Change on Soil Erosion 

More than 60 years of experience are available in the develop
ment of conservation techniques and soil protection, following 
the U.S. Dust Bowl and similar phenomena elsewhere in the 
worid (Kirkby and Morgan, 1980; FAO, 1983; Morgan, 1986; 
Schwertmann etal., 1989; Lai, 1990). A serious problem, how
ever, is that many of these conservation techniques have not 
been adopted. Nevertheless, they are available and could be 
used for or adapted to changing climatic conditions. The most 
important requirement is that governments recognize the prob
lem of soil erosion and set in motion the appropriate conserva
tion mechanisms. 

Future erosion risk is more likely to be influenced by increas
es in population density, intensive cultivation of marginal 
lands, and the use of resource-based and subsistence farming 
techniques than by changes in climate. One can anticipate that 
erosion, mass movement, and landslides are most likely to 
increase in and near regions of high population density. 

4 3 . Salt-Affected Soils 

4 . 3 . 1 . Coastal Salinity 

Coastal salinity depends primarily on sea level and its tidal, sea
sonal, and long-term fluctuations; the temperature, concenttation, 
and chemical composition of seawater; the geology, geomorpholo-
gy, and reUef of the coastal area, including river deltas and estuar
ies; and cUmate (temperature, precipitation, rate of evaporation, 
and spatial and temporal variabiUty in them) (Jelgersma, 1988; Day 
and Templet, 1989; PirazzoU, 1989; Szabolcs and Redly, 1989; 
Fisher, 1990; Várallyay, 1994). The assessment and prediction of 
coastal salinity and salt accumulation requires comprehensive 
information on the hydrological, chemical, and ecological conse
quences of a potential rise in the eustatic sea level. Consequences 
include inundation of coastal lowland plains, deltas, and estuaries 
of big rivers; intrusion of saline seawater or brackish tidal water; 
rapid erosion of coastUnes; a rismg water table; and hnpeded 
drainage in coastal plams. In general, any rise in the eustatic sea 
level wiU result in the territorial extension of coastal saUnity under 
the direct and indirect influences of saUne seawater (Tihis, 1987; 
Jelgersma, 1988; Szabolcs and Redly, 1989; Hekstra, 1989; 
PnazzoU, 1989; Scharpenseel et a l . , 1990; Szabolcs, 1991). 

4.3.2. C o n t i n e n t a l Salt Transport and 
Salt Accumulation Processes 

Impact analysis of chmatic scenarios on continental salt transport 
and salt accimiulation processes requires a much more complex 
approach. There are three principal mechanisms of saUnization: 
salt accumulation, seepage, and wmd deposition. SaUnization by 
salt accumulation occurs when leaching is reduced and salt accu
mulates at the surface or at some depth in tiie soil profile—where, 
followmg erosion, it may become exposed (West et a i , 1994). 
SaUnization also can occur when salt is leached mto a perched 
water table and then seeps to a lower pomt m the landscape 
(Ballantyne, 1963). SaUnization by wmd deposition relies on a 
suitable source of salt deposits. AU tiiree of these saUnization 
processes are likely to be affected by climate change. The effects 
of two possible future cUmate scenarios—warm and dry versus 
warm and wet—are considered m Sections 4.3.2.1 and 4.3.2.2. 
Such climates are likely to show high spatial and temporal vari
abiUty; various combinations of temperature and precipitation 
changes are likely in nature (Manabe and HoUoway, 1975; 
Solomon et a l . , 1987; Szabolcs and Redly, 1989). Further varia
tions may be caused by tiie physiographic variabiUty of specific 
regions (agroecological unit, water catchment area, etc.) 
(Jelgersma, 1988; Brammer and Brinkman, 1990; Fisher, 1990; 
Szabolcs, 1990) and by human activities (e.g., agricultural water-
management practices and water-conservation practices) 
(Hekstra, 1989; Szabolcs, 1989; Várallyay, 1990a, 1990b, 1990c). 

4 . 3 . 2 . 1 . W a r m a n d D r y C l i m a t e 

Rising temperatures during the summer will lead to higher 
évapotranspiration and aridity and thus higher concentration of 
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salts in the soil solution. Where the water table is shallow, dry
ing usually is associated with enhanced capillary rise from 
groundwater to overlying soil horizons. The consequences are 
increasing salinity in the sohd and liquid phases of the soil, salt 
efforescence or salt crust on the soil surface, higher salt content 
in the soil profile, and higher salt concentration in the soil solu
tion. If the lowering of the groundwater table is prevented by 
horizontal inflow, capillary transport leads to increasing sah 
accumulation in the overlying soil layers. Seepage from 
unlined canals and reservoirs and/or filtration losses from over-
irrigated or imperfectly irrigated fields will lead to horizontal 
groundwater inflow and/or saline seep from the surroundings 
to low-lying areas. These processes result in a rise of the water 
table due to increased capillary transport and thus to increasing 
salinity (Várallyay, 1968, 1994). 

Higher winter temperatures have much less impact on salinity. 
For example, changing the ratio of rain to snow and/or having 
a shorter period of freezing leads to better infiltration concur
rent with leaching. If the water table does rise during the tem
perate-zone winter, there is negligible (or no) capillary trans
port (because few plants are active), thus no salt accumulation 
(Várallyay, 1994). 

4 . 3 . 2 . 2 . W a r m a n d Wet C l i m a t e 

If the temperature increase is accompanied by a significant 
increase in rainfall, aridity and the concentration of salts in the 
soil solution will be reduced. This climatic scenario results in a 
net downward flow of water in the soil profile, at least for most 
of the year, associated with leaching, as well as a salinity 
reduction. However, where there is periodic drying (e.g., in a 

dry summer), capillary transport of salts can occur from shal
low groundwater to overlying soil horizons. Thus, increased 
climate variability that includes periods of severe drying can 
lead to temporally sporadic or seasonal salt accumulation. 

The accumulation of saUs in soils often negatively affects soil 
properties and processes, including nutrient-holding capacity, 
nutrient dynamics, bulk density, soil structure, and porosity 
(see Box 4-1). Salt accumulations create extreme ecological 
soil environments and reduce the potential of the land for agri
cultural and many other uses (Kovda and Szabolcs, 1979; 
Szabolcs, 1990, 1991; Várallyay 1994). 

4.4. Desertifícation 

Desertification is the process of ecological degradation by 
which economically productive land becomes less produc
tive and, in extreme cases, develops a desert-like landscape 
incapable of sustaining the communities that once depended 
on it (Kassas, 1988; Westing, 1994). Desertification has 
aroused much emotive and scientific interest, and there are 
many different definitions of the term (Verstraete, 1986). 
The definition used in this chapter is the one adopted at the 
United Nations Conference on Environment and Development 
(UNCED) in June 1992: "...land degradation in arid, semi-
arid, and dry sub-humid areas resulting from various factors 
including climatic variations and human activities" (UNEP, 
1992; Hulme and Kelly, 1993). Desertification occurs most 
frequently in ecosystems that have low rainfall, long dry sea
sons, recurrent droughts, mobile surface deposits, skeletal 
soils, and sparse vegetation cover (Le Houerou, 1968; 
Dregne, 1983; Kassas, 1988). 

Box 4-1. The Impact of Salinization on Crop Productivity in India 

Soil salinity is an important chemical degradation problem for Indian agriculture, affecting 10 Mha of land—of which 
2.5 Mha lie in the Indo-Gangetic Plateau. Saline soils are dominantly observed in coastal areas and in some irrigated 
areas inland. Sea-level rise would adversely affect the 7,000-km coastal belt of India, comprising 20 Mha of coastal 
ecosystem. A rise of 70 cm per century (IPCC, 1990) would inundate 25% of the coastal areas of Kerala, parts of 
Pondicherry, Karaikal, Tamil Nadu, and vast deltaic areas of Sundarbans (West Bengal), increasing coastal sahnity and 
reducing crop productivity. Increased tidal ingression through creeks along the east and west coasts may further aggra
vate coastal salinity and damage fragile wetiand ecosystems. Expected losses of soil productivity wil l depend on the 
level of sodicity but would be expected to approximate those hsted in Table 4-2. 

Table 4-2: P e r c e n t loss i n s o i l p r o d u c t i v i t y . 

Exchangeable Sodium Loss of Productivity in Loss of Productivity in 
Percentage Alluvium-Derived Soils (Fluvisols) Black Soils (Vertisols) 

Up to 5 
5-15 
15-40 
>40 

nil 
<10 

10-25 
25-50 

Up to 10 
10-25 
25-50 
>50 

Source: Sehgal and Abrol, 1994b. 
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Climate-related factors such as increased drought can lead to 
an increase in the vulnerability of land to desertification and to 
the escalation of the desertification process. In essence, deser
tification results from a combination of drought and misman
agement of land—in particular, the disharmony between land 
use and management on the one hand and the soil and prevail
ing climate on the other. Desertification may, in turn, affect 
local and global climate and thus should be viewed in a cause-
effect context, as outlined by Hulme and Kelly (1993) and 
shown in Figure 4-1, 

T a b l e 4-3: P r e c i p i t a t i o n - t o - p o t e n t i a l évapotranspiration 
( P : P E T ) r a t i o s of h y p e r - a r i d t o s u b - h u m i d l a n d s . 

P:PET Regions 

<0.05 Hyper-arid (true cUmatic desert) 
0.05-0.20 Arid (subject to desertification) 
0.20-0.45 Semi-arid (subject to desertification) 
0.45-0.70 Sub-humid (subject to desertification) 

4 , 4 . 1 . T h e C l i m a t i c Background of Desertification 

We use the term "desert" in the sense of "true" or "climatic" 
desert, which is associated only with the hyper-arid zone. 
Desertification is a process that occurs mainly in arid to sub-
humid climates that have precipitation:potential évapotranspi
ration (P:PET) ratios shown in Table 4-3. 

The area of land occupied by these four zones in which true or 
induced deserts can occur is 47% of the land mass of the plan
et (Table 4-4). 

The hyper-arid to dry sub-humid zones are subject to strong 
fluctuations in climate. Data from dendrochronological studies. 

pollen analyses, lake level surveys, glacier advances and retreats, 
crop distribution surveys, and grape harvesting dates confum the 
occurrence of many fluctuations in the last 2,{Ю0 years. 

Regional, short-term trends or fluctuations in rainfall are a fea
ture of semi-arid and arid lands. There has been a clear decline 
in rainfall in parts of Chile, where the influence of the E l 
Nino-Southern Oscillation (ENSO) has been evident since the 
beginning of the century (Burgos et a l , 1991; Santibanez and 
Uribe, 1994). Rainfall in the African Sahel has failed to reach 
1931-1960 mean levels in virtually all of the last 25 years. 
Although similar dry periods have occurred in the historical 
and recent geological past, there is evidence that the recent dry 
period in the Sahel shows more of a tendency to continental-
scale dryness (Nicholson, 1994). Increasing rainfall variability 

Local Factors Land-Cover Changes 
in Africa 

Management 
Failure Desertification 

External Factors 

Desiccation 

Natural Changes in 
Climate System 

I 
I 
I 

Oceans 

T 
I 
I 
I 

Greenhouse Gases Global-Mean 
Warming Greenhouse Gases Global-Mean 
Warming 

Well-Established Links 

Plausible Links 

Figure 4-1: A matrix of cause and effect surrounding desertification and the role of climate change (Hulme and Kelly, 1993). 
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T a b l e 4-4: R e g i o n a l d i s t r i b u t i o n of w o r l d d r y l a n d s Ш) (after O l d e m a n et a l , 1 9 9 0 ; UNEP, 1 9 9 2 ) . 
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Zone Africa Asia Australasia Europe 
North 

America 
South 

America Total 

Cold 0.0 1082.5 0.0 27.9 616.9 37.7 1765.0 
Humid 1007.6 1224.3 218.9 622.9 838.5 1188.1 5100.4 
Dry Sub-Humid 268.7 352.7 51.3 183.5 231.5 207.0 1294.7 
Semi-Arid 513.8 693.4 309.0 105.2 419.4 264.5 2305.3 
Arid 503.5 625.7 303.0 11.0 81.5 44.5 1569.2 
Hyper-Arid 672.0 277.3 0.0 0.0 3.1 25.7 978.1 

Total 2965.6 4256.0 882.2 950.5 2190.9 1767.5 13012.7 

appears to be associated with this; Hulme (1992) found that 
there were more areas of increased variability than those of 
reduced variability. Highly variable conditions can trigger 
desertification. However, other than those areas under the 
influence of the ENSO and the few areas with longer-term 
droughts such as the Sahel, there is little evidence for recent 
changes in drought frequency or intensity in arid and semi-arid 
lands (see Chapter 3, O b s e r v e d C l i m a t e V a r i a b i l i t y a n d 
C h a n g e , of the IPCC Working Group I volume). 

Analysis of temperature data for semi-arid and arid lands by 
various groups presents a more confused picture than that for 
rainfall. For example, in Kenya there was à mean annual tem
perature rise of 0.4°C over the period 1942-91, perhaps tied to 
urbanization (Kinuthia et a l , 1993). In South Africa, there was 
no temperature trend over the 1940-90 period (Miihlenbruch-
Tegen, 1992). Central Asia did not see a consistent trend over 
1900-1980 (Kharin, 1994); there was no trend in southern 
France, either (Daget, 1992). Over the last 100 years, tempera
ture in North America increased by 0.8°C (Balling, 1994). 
Chapter 3 of the IPCC Working Group I volume summarizes 
the global surface temperature trends for the period 1920-93. 
The future magnitude of increases in temperature in arid and 
semi-arid lands is likely to be similar to or lower than the glob
al estimate of 0.005°C per annum. The greatest increase in 
such lands is likely to be experienced above latitudes north and 
south of 40°. 

Whereas most terrestrial ecosystems have some built-in ability 
to buffer the effects of climate variability, this is not so true of 
those in arid and semi-arid lands—where even small changes 
in climate can intensify the already high natural variability and 
lead to permanent degradation of the productive potential of 
such lands (OIES, 1991). Arid and semi-arid lands may thus be 
among the first regions in which ecosystem dynamics become 
altered by global environmental change (West et a l , 1994). 

There also is the question of the extent to which desertification 
itself can exacerbate climate change. It has been suggested that 
surface air temperature has increased significantly in deserti-
fied areas because of changes in land cover, thereby affecting 
global mean temperature (BalUng, 1991). A reduction in sur
face soil moisture results in more available energy for warming 

the air because less is used to evaporate water. Hulme and 
Kelly (1993) consider this effect to be very weak but identify a 
better-established, though less-direct, link through the effects 
of changes in carbon sequestration potential and possible 
changes in soil conditions on emissions of nitrous oxide and 
methane. Hulme and Kelly (1993) point to the difficulty of 
quantifying the precise effect of desertification on global 
warming. Arid-region temperatures and rainfall should be 
monitored to develop a stronger information base. 

4.4.2. The N a t u r e , Causes, a n d Severity of D e s e r t i f i c a t i o n 

Desertification arises both from human abuse of the land and 
from adverse climafic conditions such as extended drought 
(UNEP, 1992)—which may trigger, maintain, or even acceler
ate the process of dryland degradation. Curtenfly there is dis
agreement as to whether human impacts or climatic factors are 
the primary agents responsible for the desertification of the 
world's arid and semi-arid lands. 

Some evidence suggests that human impacts arising from over
stocking, overcultivation, and deforestation are primarily 
responsible for the process. Such conclusions have been 
reached by scientists working in northwest China (Chao Sung 
Chiao, 1984a, 1984b); Australia (Perry, 1977; Mabbut, 1978); 
Soutii America (Soriano, 1983); North America (Dregne, 1983; 
Schlesinger e t a l , 1990); Europe (Lopez-Bermudez e t a l , 
1984; Rubio, 1987; KatsouHs and Tsangaris, 1994; 
Puigdefabregas and Aguilera, 1994; Quine e t a l , 1994); North 
and West Africa and the Sahel (Pabot, 1962; Le Houerou, 
1968, 1976, 1979; Depierre and Gillet, 1971; Boudet, 1972; 
Lamprey, 1988; Nickling and Wolfe, 1994; Westing, 1994); 
East Africa (Lusigi, 1981; Muturi, 1994); and South Africa 
(Acocks, 1952; Hoffman and Cowling, 1990a; Bond e t a l , 
1994; Dean and McDonald, 1994). Many of these studies sug
gest that, although desertification is the result of a complex 
interaction of a number of factors, the direct causes are human 
actions—which themselves are a function of population densi
ty (see Figure 4-2), cultural traditions, land tenure, and other 
socioeconomic and political factors. Although climate and soil 
type are important in determining the severity and rate of 
desertification, it is ignorance or the force of circumstance in 
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Figure 4-2: Evolution of the human population in northern Africa 
and the Near East from 1900 to 1990. Sources are various, including 
FAO yearbooks (Le Houerou, 1992). 

failing to match the use and management of the land to the soil 
and prevailing climate that leads to the removal of soil. 
Overstocking, deforestation, wood collection, and overcultiva-
tion usually are cited as the principal direct causes of the prob
lem; estimates of the percentage of desertified land attributed 
to each of these factors are available (Table 4-5). 

However, a somewhat different view of the causes of desertifi
cation also exists. For some Asian environments (e.g., Singh et 
a l , 1994) and particularly in African environments, there is a 
growing body of literature that emphasizes the impact of 

extended droughts over the last several decades in the deserti
fication process or suggests that desertification has been over
stated due to a lack of adequate information (Hellden, 1988, 
1991; De Waal, 1989; Forse, 1989; Mortimore, 1989; Binns, 
1990; Hoffman and Cowling, 1990b; Tucker et a l , 1991; 
Grainger, 1992; Thomas, 1993; Dodd, 1994; Pearce, 1994; 
Thomas and Middleton, 1994). Proponents of this view argue 
that domestic livestock populations seldom build up to num
bers that are damaging for these environments because the 
periodic droughts that characterize these regions frequently 
result in high animal mortality (see Behnke et a l , 1993; Dodd, 
1994; Scoones, 1995). 

There also is a great deal of variation in assessments of the 
nature and severity of the desertification problem, due mainly to 
the lack of adequate data. Some researchers suggest that almost 
20 million km2 (15% of the land surface of the Earth) are sub
ject to various degrees of desertification; they provide estimates 
of the extent and severity of the problem for different regions 
(Dregne, 1983, 1986; Le Houerou, 1992; Table 4-6). In addi
tion, there have been a number of attempts to calculate the rate 
of expansion of the more arid regions into the more mesic areas. 
Most of these studies have employed remote sensing, notably 
with ah- photos and large-scale satellite images (e.g., SPOT) 
taken decades apart, combined with detailed maps of ground-
contiol and older vegetation, forest, or range resources. Many 
of these large-scale studies have suggested that the annual rate 
of expansion of desertified lands in central Asia, northwest 
China, northem Africa, and the Sahel ranges from 0.5 to 0.7% 
of the arid zone (Le Houerou, 1968,1979, 1989,1992; Depierre 
and Gillet, 1971; Boudet, 1972; De Wispelaere, 1980; Gaston, 
1981; Haywood, 1981; Floret and Pontainier, 1982; Chao Sung 
Chiao, 1984b; Peyre de Fabrègues, 1985; Vinogradov and 
Kulin, 1987; Grouzis, 1988; Rozanov, 1990). Assuming a con
servative rate of expansion of 0.5% per annum, this information 
has been used to suggest an annual increment of desertified land 
of 80,000 km2 (see also Hulme and Kelly, 1993). Because 25% 
of the arid zone already is desertified, tiiis estimate would mean 
that almost all of the world's arid and semi-arid lands will 
become desertified within the next century if rates of desert 
expansion are similar to those that have prevailed over the past 
50 years. Complete arid-land desertification could occur earlier 
if human and livestock populations continue to increase and 
particularly if the resilience of arid regions is negatively affect
ed by climate change (Hulme and Kelly, 1993). 

T a b l e 4-5: Causes of d e s e r t i f i c a t i o n , i n p e r c e n t of d e s e r t i f i e d l a n d (after L e H o u e r o u , 1 9 9 2 ) . 

Regions or 
Countries Overcultivation Overstocking 

Fuel and Wood 
Collection Salinization Urbanization Other 

Northwest China 45 16 18 2 3 16 
North Africa and Near East 50 26 21 2 1 — 
Sahel and East Africa 25 65 10 — — — 

Middle Asia 10 62 — 9 10 9 
United States 22 73 — 5 — — 

Australia 20 75 - 2 1 2 
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Table 4-6: E x t e n t a n d s e v e r i t y of d e s e r t i f i c a t i o n (after O l d e m a n et a l , 1 9 9 0 ; L e H o u e r o u , 1 9 9 2 ; L e H o u e r o u et a l , 1 9 9 3 ; 
UNEP, 1 9 9 2 ) . 

Region 
Light 

Area % 
Moderate 

Area % 
Strong 

Area % Area 
Severe 

% 

Africa 1180 9 1272 10 707 5.0 35 0.2 
Asia 1567 9 1701 10 430 3.0 5 0.1 
Australasia 836 13 24 4 11 0.2 4 0.1 
North America 134 2 588 8 73 0.1 0 0.0 
South America 418 8 311 6 62 1.2 0 0.0 

Total 4273 8 4703 9 1301 2.5 75 0.1 

Notes: Area desertified in 10' km^; % = area desertrfied in percent of total drylands; drylands = arid + semi-arid + dry sub-humid. 

Some recent research, however, has not supported the expand-
ing-desert hypothesis. First, a number of researchers question 
the data upon which the severity estimates (see Table 4-6) are 
based (Hellden, 1988; Thomas, 1993; Dodd, 1994). Second, 
some argue that the process cannot be accurately described as 
a degradation front that grows incrementally larger each year. 
Arid and semi-arid systems are characterized by variable cl i
mates subject to large fluctuations in annual rainfall. During 
favorable or "wet" years there is little evidence to suggest that 
the desertification front expands (Thomas, 1993). On the con
trary, a number of recent studies suggest that vegetation cover 
at the margins of arid and semi-arid regions both increases and 
decreases, depending largely on seasonal and annual rainfall 
totals (Hoffman and Cowling, 1990b; Tucker et a l . , 1991). The 
different views regarding the importance of human abuse ver
sus adverse climatic conditions in causing desertification, and 
the lack of agreement on the scale of the problem, point to the 
need for a better understanding of the problem and, in particu
lar, better and more comprehensive data on its nature and 
extent. There is little doubt that desertification is an important 
environmental problem that needs to be addressed urgently— 
and that climate change will have an impact on it. 

4 . 4 . 3 . T h e I m p a c t of D r o u g h t and Desertification on 
N a t u r a l Ecosystems and R a i n - F e d Crops 

The impact of drought on natural ecosystems is measured by 
plant cover and biomass production and by the disruption of 
food production systems (De Waal, 1989; Mortimore, 1989). 
Drought reduces the number, phytomass, and ground cover of 
plants and hence reduces the protection of the soil against ero
sion (Grainger, 1992). Desertification has much more pro
found and lasting effects. Desertified soils are subject to 
extensive water and wind erosion and therefore lose much of 
their depth and ability to store water and nutrients (Mainguet, 
1986; Grainger, 1992). In the worst cases, all perennials are 
removed, and the soil surface is subjected to large-scale wind 
and water erosion. Without permanent vegetation protection, 
the soil surface is eroded by running water, sealed and crusted 
by raindrop splash, and made increasingly impervious and 

hence prone to more erosion. Soil surface sealing and encrus
tation reduces water intake, resulting in a drier environment. 
Thus, a whole spiral of self-peфetuating edaphic aridity is 
triggered (Le Houerou, 1969; Floret and Pontainier, 1984). 
Eventually, all of the soft soil layers are removed, and the sit
uation becomes irreversible. 

Schlesinger et a l . (1990) propose that not only does drought 
and the loss of vegetation cover lead to desertification, but a 
mere shift in plant growth form dominance, as a consequence 
of overgrazing, may drastically reduce productivity. In their 
model of dryland degradation in the southwestern United 
States, they suggest that overgrazing results in the redistribu
tion of organic matter and nutrients and is the primary agent 
responsible for the current conversion of previously produc
tive grasslands to unproductive mesquite ( P r o s o p i s g l a n d u 
l o s a ) shrublands. Where resources within semi-arid grass
lands previously were homogeneously distributed, overgraz
ing results in their concentration beneath shrub islands. 
Not only is the productivity of the land reduced, but posi
tive feedback processes render the changes irreversible 
(Schlesinger et a l . , 1990). 

Rangelands are likely to be prone to desertification because of 
their inherent fragility (see Chapter 2). Hanson et a l . (1993) 
use three GCMs to assess the effect of cUmate change on plant 
and animal production in the Great Plains of North America. 
Their scenarios predict decreases in plant nitrogen content dur
ing summer grazing and decreases in animal production 
because of increased ambient temperature and decreased for
age quality. Using a 1-year time-step livestock-production 
model, they show for the simulations used that carrying capac
ities would need to drop from above 6.5/ha to 9/ha to maintain 
90% confidence of not overstocking. 

Desertification causes soil to lose its ability to support rain-fed 
crops (El-Karouri, 1986). It inevitably results in emigration as 
the land cannot sustain the original inhabitants (Westing, 
1994). There are indications that as much as 3% of the African 
population has been permanently displaced, largely as a result 
of environmental degradation. 
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4 . 4 . 4 . Adaptive Strategies for M i t i g a t i n g the Impacts of 
C l i m a t e Change on Desertification 

As we have noted, some desertification already is irreversible. 
Many other examples of desertification are reversible given 
appropriate legislation, technology, conservation techniques, 
education, and, most importantly, the will to act. There are var
ious measures to combat the aridity that might lead to deserti
fication. The impact of increased aridity on natural ecosystems 
and crops would be moderate and in most cases manageable if 
improved agricultural and management practices—such as the 
selection of more drought-tolerant species and cultivars, short
er-cycle annual crops, better tillage practices, soil conservation 
practices, more timely agricultural operations, and more water-
conserving crop rotations—were adopted. In natural ecosys
tems such as rangelands, increased aridity could be mitigated 
through the use of more appropriate stocking rates and more 
balanced grazing systems such as deferred grazing, the con
current utilization of various kinds of stock species and breeds, 
game ranching, mixed stock and game ranching, commercial 
hunting, and so forth. 

4 . 4 . 4 . 1 . W a t e r Use a n d M a n a g e m e n t 

One of the primary factors affecting water availabihty is the 
annual distribution of precipitation. There are large differences 
in water availability in soils within a given land system or land
scape, depending on topography, geomorphology, and the 
nature of thé soil and its depth. Many surveys show that water 
availability in contiguous soils may vary by a factor of one to 
ten or more (Le Houerou, 1962; Floret and Pontainier, 1982, 
1984). The actual distribution of water in soils may be modi
fied considerably by tillage and mulching practices, soil and 
water conservation techniques, runoff farming, water harvest
ing, and wadi diversion. Most of these techniques have been 
known for nearly 3,000 years in the Near and Middle East. 

The techniques of runoff farming—which probably date to 
nearly З.СЮО years ago in western China, Iran, Saudi Arabia, 
Yemen, Jordan, northern Africa, and Spain—have hardly been 
used outside their own regions but are capable of development 
elsewhere. Unfortunately, some of these techniques are being 
abandoned in countries in which they have been in use for cen
turies, such as southern Tunisia, Libya, northem Egypt, Yemen, 
and Iran. The techniques of water harvesting—well-developed 
in the Near East and North Africa during Roman and Byzantine 
periods (200 ВС to 650 AD)—could be developed again with
in and outside these regions taking care to ensure that the new 
conditions are suitable for them. 

Irrigated farming may not suffer from increased aridity even if 
water availability becomes more difficult. Improved irrigation 
practices (e.g., generalized drip irtigation, underground irtiga-
tion) can save up to 50% water compared with conventional 
irrigation systems. Under more-arid future conditions, one 
could expect a very large increase in the use of irrigation, in 
addition to the expansion of controlled farming, crop genetic 

improvement, and the expansion of winter-growing crops that 
are much less demanding on water. 

In most arid and semi-arid countries, wasted water is common, 
particularly in agriculture (due to inefficient irrigation sys
tems). The amount of waste commonly reaches 50% in many 
countries, but such waste often is easy to prevent with appro
priate techniques. In many countries, water from aquifers (both 
shallow and deep) is being used at rates that exceed recharge. 
Increased pumping of water from these aquifers for irrigation 
will hasten their depletion and threaten the availability of this 
water for even more vital needs. Future development in many 
countries will require water savings. 

Two ways to save water besides improved irrigation and 
drainage systems are to utilize water-efficient plants and to 
develop winter-growing crops. Alfalfa, for instance (a very 
popular fodder crop), is extremely water-demanding—requir
ing about 700-1000 kg of water to produce 1 kg of fodder dry 
matter—whereas some other fodder crops are less water-
demanding for the same yield. Winter-growing crops consume 
much less water than summer crops because PET during win
ter is only a small fraction of the summer amount. 

Drainage water, which has a rather high concentration of salts, 
can be re-used to grow salt-tolerant crops, including cashcrops 
such as asparagus or industrial crops such as sugar beet; it also 
may be used to grow timber and fodder. Some timber and fuel-
wood species can produce high yields with water having half 
the salt concentration of seawater, as can a number of fodder 
crops such as saltbushes, fleshy sainfoin, tall fescue, and straw
berry clover (Le Houerou, 1986). There is, however, a poten
tially detrimental effect of re-using sah-enriched drainage 
waters—namely, the accelerating salinization of soil, as 
occurred adjacent to the Nile in Egypt. 

There are many techniques that could be used to counteract a 
moderate increase in climatic aridity, such as those outlined 
above, but these techniques tend to increase the costs of pro
duction and thus alter the conditions of commercial competi
tion of products on the markets. 

4 . 4 . 4 . 2 . L a n d - U s e Systems 

Adaptation to drought and desertification has challenged pas
toralists, ranchers, and farmers for centuries. Pastoralists and 
ranchers have drought-evading strategies and farmers have 
drought-enduring strategies. Drought-enduring strategies 
include the adoption of a hght stocking rate that preserves the 
dynamics of the ecosystems and their ability to recover after 
drought, and the utilization of agroforestry techniques whereby 
fodder shmbs and trees that can store large amounts of feed over 
long periods of time are planted in strategic locations in order to 
provide an extra source of feed when drought occurs. Among 
the species used are saltbush plantation, spineless fodder cacti 
{ A g a v e a m e r i c a n a ) , wattles ( R a c o s p e r m a spp), mesquites 
( P r o s o p i s spp), and acacias ( A c a c i a spp). These provide and 
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thus encourage a more permanent rather than nomadic exis
tence even when the range is dry and parched. 

Another drought-enduring strategy utilized in the United States 
and South Africa is game ranching of animals that are better 
adapted to dry conditions than are livestock—including sever
al species of Cervidae, various antelopes, and ostriches. There 
are at present more than 20 Mha of game ranching in South 
Africa, Namibia, Botswana, and Zimbabwe (Le Houerou, 
1994). The utilization of stock species and breeds that are bet
ter adapted to dry conditions is a further possible adaptation. 
Many East African pastoralists (Somali, Rendille, Gabra, 
Samburu) have shifted recently from cattle-husbandry to 
camel-rearing as a response to the deterioration of their envi
ronment; others have increased the proportion of goats com
pared to sheep (e.g., Turkana). 

A drought-evading approach to coping with drought and deser
tification is the application of soil-conservation techniques, 
including zero or minimum tillage, contour furrowing, pitting, 
banking, terracing, and benching. Most of these techniques 
have been known to some ethnic groups and to some regions 
for a long time, yet they have rarely been extended outside 
their region of origin. 

The overall sttategy should be the development of diversified 
and multiple production systems—including wildlife, combined 
with livestock and game ranching; commercial hunting; various 
tourism activities, including so-called green-tourism; runoff 
farming; poultry production; and nonagricultural activities such 
as handicraft. Such activities are developed to various levels in a 
number of countries, such as the drylands of tiie United States 
(west of 100° longitude), Australia, South Africa, Namibia, 
Botswana, Zimbabwe, Kenya, and Tanzania. There is no reason 
why these practices could not be developed elsewhere. 

4 . 4 . 4 . 3 . A g r o f o r e s t r y 

Agroforestry may play an exhremely important role in the devel
opment of semi-arid and arid lands and in the straggle against 
desertification (Le Houerou, 1980; Baumer, 1987; Le Houerou 
and Pontainier, 1987). Agroforestry techniques have been 
developed for centuries in some raral civilizations—such as 
Kejri [ P r o s o p i s c i n e r a r i a (L) Drace] in northwest India 
(Rajasthan); F a i d l t e r b i a a l b i d a (Del.) Chev. in various parts of 
intertropical Africa; saltbushes in various arid zones of the 
world; A r g a n i a s p i n o s a (L.) Sk in southwest Morocco; Q u e r c u s 
i l e x L . and Q. suber L . in Spain and Portugal; and Espino 
( A c a c i a caven Mol.) and Algartobo ( P r o s o p i s spp) in Latin 
America. Such techniques permit high raral population densi
ties in arid zones (e.g., 60-80 people/km^) with F a i d h e r b i a in 
southem Sahel, and similar densities in Rajasthan with P r o s o p i s 
c i n e r a r i a and in southem Morocco with A r g a n i a (the latter 
region receives <150-300 mm/yr rainfall). 

Agroforestry therefore should be an integral part of any dry
land development strategy for sustainable agriculture. This 

development should include village woodlots, which—when 
located in strategic situations on deep soils, and benefiting from 
some ranoff—may produce very high yields as long as the right 
species of tree are selected and then rationally managed. Such 
woodlots could and should be an important part of the fight 
against desertification because fuelwood collection is a major 
cause of land degradation in many developing countries. 

4 . 4 . 4 . 4 . C o n s e r v a t i o n a n d B i o d i v e r s i t y 

The world's semi-arid and arid lands contain a large number of 
species of plants and animals that are important to humankind 
as a whole. Due to recent desertification of several regions of 
the world, many species are endangered or will soon be. The 
only way to preserve this biological capital for the benefit of 
humankind is i n s i t u conservation projects. However, conser
vation is expensive, particularly in areas where the demand on 
the land is acute because of high human population growth. 

4.5. Other Forms of Soil Degradation 

There are a number of other soil processes that can lead to land 
degradation under a changing climate. For example, organic-
matter levels may decline; leaching may increase, giving rise 
to loss of nutrients and accelerated acidification; and, in some 
instances, soil structure may deteriorate. Some of these 
changes already are taking place as a result of land-use 
changes, poor fanning practices, and industrial emissions. To 
date, the changes are fairly subtie, and increasing slowly— 
unlike some forms of erosion and salinization which can occur 
more quickly. 

4 . 5 . 1 . D e c l i n i n g O r g a n i c - M a t t e r Levels 

Organic matter probably is the most important component of 
soils. It influences soil stability, susceptibility to erosion, soil 
stracture, water-holding capacity, oxygen-holding capacity, 
and nutrient storage and turnover, and it provides a habitat for 
extremely large numbers of soil fauna and microflora. With the 
expansion of agriculture and its intensification, soil organic-
matter levels have declined. In the United States, for example, 
many prairie soils have lost more than one-third of their initial 
organic-matter contents after 100 years or more of cultivation 
(Papendick, 1994). 

A decline of 55-58% in organic matter (equivalent to a loss of 
29-32 t/ha) has been noted in the top 10 cm of two alluvial 
soils in New Zealand after just 2 years of continuous cropping 
(Shepherd, 1992). Much of this organic matter was lost to the 
atmosphere as COj; this demonstrates the point that some 
intensively cropped land can potentially release a significant 
amount of greenhouse gases (Tate, 1992). 

Organic matter is susceptible to change .with changing climate. 
Higher temperatures increase rates of decomposition. Whether 
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enhanced atmospheric CO2 concentrations will give rise to suf
ficient increases in plant growth to retium organic matter to 
soils and compensate for this loss is still not estabUshed (see 
Chapter A). If CO2 levels do not lead to compensation, it wil l 
be important to implement programs of organic-matter man
agement to maintain adequate soil organic-carbon contents to 
prevent degradation. This also will benefit carbon sequestra
tion (see Chapters 23 and 24). 

4.5.2. D e c l i n i n g N u t r i e n t Levels 

Loss of nutrients is a common phenomenon in countries with 
low-input agriculture and also occurs under soils with a high 
leaching potential and a low buffering capacity. 

In soils in which the movement of water is predominantly 
downward, there wiU be a tendency for nutrients to be lost. In 
intensive, high-input agriculture, such losses are compensated 
by fertilizer additions, but under low-input agriculture, loss of 
nutrients is a common occurrence—one that is recognized as 
an increasing problem, particularly in subtropical and tiopical 
countiies (Smaling, 1990; Perdra, 1993). 

Temperature and precipitation changes could affect soil nutri
ent levels in several ways. Rising temperatures could act to 
maintain nutrients within the soil because of increased evapo
rative forces, and thus reduce leaching. A n increase in rainfall 
generally will give rise to increased nutrient loss. Conversely, 
a decrease in rainfall may lead to upward movement of nutri
ents—which, in some cases, can lead to salinization (see 
Section 4.3). Nutrient loss can be compensated by the use of 
inorganic and organic fertilizers, but the cost can be prohibitive 
for subsistence farmers. 

4 . 5 . 3 . A c i d i f i c a t i o n 

Most countries contain large areas of acidified soils (Wild, 
1993). The extent to which acidification wil l increase with ch
mate change depends on both rainfall and temperature. 
Significant increases in rainfall would be accompanied by 
increased leaching and thus acidification (Rounsevell and 
Loveland, 1992). A decline in rainfall could reduce the extent 
and intensity of acidification. In the sub-arid and sub-humid 
zones, soils are subject to seasonal changes—from leaching 
conditions to evaporative conditions. A n altered climate could 
shift conditions to a dominantly leaching regime involving 
increased acidification, or to a dominantiy evaporative regime 
involving less acidification but possible salinization. The 
direction of change wil l depend on the extent to which rainfaU 
and temperature change. 

One of tiie soil types most affected by acidification is termed 
acid sulfate soils. These soils suffer from extreme acidity as a 
result of the oxidation of pyrite when pyrite-rich parent materi
als are drained (Dent, 1986). Pyrite accumulates in waterlogged 
soils that are rich in organic matter and contain dissolved 

sulfates, usually from seawater. When these previously water
logged soils are drained, oxygen enters the soil system and oxi
dizes pyrite to sulfuric acid, causmg the pH to drop to less than 4. 

Several areas of the world contain potential acid sulfate soils, 
which would be converted to acid sulfate soils if chmate change 
were to lead to the lowering of water tables and increased oxi
dation (in total over 20 Mha; Beek et a i , 1980). The principal 
areas affected would be coastal areas of West Africa, South 
America, India, and the Far East. 

4 . 5 . 4 . D e t e r i o r a t i o n of Soil Structure 

Soil structiu'e regulates water retention and movement, nutrient 
transformations and movement, faunal activity and species 
diversity, and tiie sttength and penetiability of tiie rooting media 
(Lai, 1994a). Soil structure affects the ability of the soil to be cul
tivated, and tiie quality and durabiUty of seedbeds—and thus 
plant growth and vigor, grain yield, and grain quahty (Shepherd, 
1992). The potential for deterioration of soil зйисЬдге as a result 
of climate change, in conjunction with poor soil management, 
has received little attention from the scientific community even 
though soil structure conttols water and ak movement and tians-
port processes in the soil profile. Changes to soil stiucture are 
notoriously difficult to quantify, partly because of the influence 
of land use and management; research needs to be directed 
toward a better understanding of this. However, some potential 
consequences of climate change can be identified. 

A decline in soil organic-matter contents as a result of climate 
change has important implications for soil quality in general 
and specifically for soil stiiictural development because there is 
a sttong relationship between organic-matter levels and soil 
structure quality (see Chapter A) . A decline in soil organic-mat
ter levels would cause a decrease in soil aggregate stability, an 
increase in susceptibiUty to compaction, lower infiltration rates, 
increased ranoff, and, hence, enhanced likelihood of erosion. 

A second important function of soil stracture—in relation to 
clay soils particularly—is tiieir influence on water quality and 
seepage. Soils with high clay contents, especially those with 
expanding type clays (smectitic mineralogy), tend to shrink 
when they are dry and swell as they wet-up again. This behav
ior results in the formation of large cracks and fissures. Drier 
climatic conditions would be expected to increase the frequen
cy and size of crack formation in soils, especially those in tem
perate regions that currently do not reach their fuU shrinkage 
potential (Climate Change Impacts Review Group, 1991). One 
consequence would be more rapid and direct movement of 
water and dissolved solutes from soil to surface waters or 
aquifers through so-called "bypass" flow via cracks 
(Armstrong et a l . , 1994). The more direct movement of water 
in this way would decrease the filtering capacity of soil and 
increase the possibility of nutrient losses and pollution of 
ground and surface waters. Where animal manures or sewage 
sludge are applied to land, there would be a greater risk of 
organic contaminants and microorganisms reaching aquifers. 
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In the case of acid soils, increased cracking could lead to an 
increase in the quantity of metals (e.g., aluminum, manganese, 
iron, heavy metals) entering aquifers. In these situations, the 
combined effects of changes in soil chemical and biological 
cycles and increased cracking need to be assessed (Rounsevell 
and Loveland, 1992). An additional consequence is that the soil 
profile would not re-wet as before, and the rooting zone could 
be deprived of valuable water. Such changes also would have 
important implications for the stability of the foundations of 
buildings and roads—which would have been designed on the 
basis that such soils did not reach their shrink-swell capacity 
(Boden and Driscoll, 1987). 

4.6. Monitoring and Research Needs 

4 . 6 . 1 . M o n i t o r i n g 

Global estimates of land degradation generally are very crude; 
as a result, it is difficult to present a meaningful picture of its 
extent and severity. The most recent attempt by Oldeman et a l . 
(1990) helps to indicate the types and severity of land degra
dation, but because of a lack of adequately established nation
al surveys or a global network of monitoring sites, the results 
can only be a broad approximation. Compared with air and 
water, soil has received little attention in terms of monitoring; 
very few countries have sound data on the quality of their 
soils, and there often are few or no trend data to indicate 
whether or how soil quality is changing. There is a need to 
establish a comprehensive monitoring system for soil quality 
at a national level that wil l contribute to the creation of a glob
al picture. In the absence of such a program, there will be gen
eral ignorance of changes in soil quality with time, leading to 
an inability to address strategically any deleterious changes. 
The limited information that is available suggests that land 
degradation is a major global problem that urgently needs to 
be addressed. 

4.6.2. Research 

To date, most research on the impacts of climate change on 
soils has involved taking knowledge of soil processes and 
properties gained over some 50 years and predicting what 
effect a new climatic scenario might have on them. Other 
research has examined the impacts of climate change on soils 
in terms of their ability to support current and future crops and 
natural ecosystems. Both of these approaches, although justifi
able on the basis of the need for early predictions of the effects 
of climate change, often lack rigor. 

There are three areas in which research now needs to focus: 

• Determining the impact of increased atmospheric CO2 
concentrations, temperature, and changes in other cl i
matic parameters on soil properties and processes, 
including those involved in land degradation under 
different land uses in different climatic zones 

• Identifying the impact of these climate-induced 
changes on soil processes and properties and on the 
ability of the soil to perform its functions (e.g., as a 
habitat for microflora and fauna, nutrient storage and 
turnover, water storage and movement) 

• Understanding how such changes will affect terrestri
al ecosystems, what the response times of such sys
tems to soil changes will be, and what the suitability 
of changed soils will be for crops and more natural 
habitats. 

A successful outcome to this research requires continuing 
improvements to terrestrial nutrient-cycle models and GCMs. 
In particular, much better information is required for rainfall— 
including amount, frequency, duration, and intensity—and for 
surface wind, including direction, speed, and frequency of 
high-wind events. Given improved model output that is more 
rehable at the regional scale and the research outlined above, 
governments and land managers will receive increasingly 
valuable indicators of future conditions. 
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EXECUTIVE SUMMARY 

This chapter focuses on the impacts of climate change on phys
ical, ecological, and socioeconomic systems in mountain 
regions; this topic was not addressed in the form of an explicit 
chapter in the 1990 Assessment Report. 

Scenarios of climate change in mountain regions are highly 
uncertain; they are poorly resolved even in the highest-resolu
tion general circulation models (GCMs). Furthermore, moun
tains perturb atmospheric dynamic and thermal characteristics, 
thereby establishing locally distinct, topographical microcli
mates that influence a wide range of environmental factors. 
With these facts in mind, we can summarize the effects of cli
mate change on mountains as follows. 

Mountain Physical Systems 

If climate changes as projected in most climate scenarios, we 
have a high degree of confidence that the length of time that 
snow packs remain will be reduced, altering the timing and 
amplitude of runoff from snow, and increasing evaporation. 
These changes would affect water storage and delivery infra
structure around the world (see also Chapters 10 and 14). 
Alterations in precipitation regimes will modify these respons
es. Changes in extreme events (floods and droughts) could 
affect the frequency of natural hazards such as avalanches and 
mudslides. Downstream consequences of altered mountain 
hydrology are likely to be highly significant to economies 
dependent on this water. 

Mountain Ecological Systems 

We have a medium degree of confidence as to current under
standing related to responses of mountain vegetation to 
changes in temperature and precipitation, based on paleoenvi-
ronmental studies, observations, and experiments. However, 
predictions of vegetation shifts are complicated by uncertain
ties in species-specific responses to increased CO2 as well as 

uncertainties in projected regional temperature, precipitation, 
and soil moisture changes. A l l of these factors influence com
petitive interactions between species, particularly near eco-
tones such as timberline where species migrating upslope in 
response to warming are likely to encounter more slowly 
responding current inhabitants. 

Human land use has contributed to diminished biological 
diversity in many mountain regions around the world. We have 
a medium degree of confidence as to the probability that cl i
mate change will exacerbate fragmentation and reduce key 
habitats. There is cause for concern that mountaintop-endemic 
species may disappear. 

Mountain Socioeconomic Systems 

In many developing countries, mountains provide food and 
fuel needed for human survival. We have a high degree of con
fidence that disruption of mountain resources needed for sub
sistence would have major consequences, but we have a medi
um degree of confidence as to the response of mountain popu
lations to such changes. 

In areas where people do not depend on mountain environ
ments for subsistence, mountain lands are primarily used for 
cash crops, mining, timber harvest, and recreational activities. 
While not critical to human survival, these mountain areas are 
of increasing local and regional economic significance. 

Mountains can be used effectively as conservation reserves in 
a changing climate because they support a relatively broad dis
tribution of possible climates and a high diversity of habitats 
within a small physical area. Such reserves are most effective 
if they include a significant elevation range. 

We are confident that competition between alternative moun
tain land uses is likely to increase under climate-change and 
population-rise scenarios. 
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5.1. Mountain Cliaracteristics 

5 . 1 . 1 . I n t r o d u c t i o n 

Mountain systems account for roughly 20% of the terrestrial 
surface area of the globe and are found on all continents. They 
are usually characterized by sensitive ecosystems and 
enhanced occurrences of extreme weather events and natural 
catastrophes; they are also regions of conflicting interests 
between economic development and environmental conserva
tion. Once regarded as hostile and economically nonviable 
regions, mountains have attracted major economic investments 
for industry, agriculture, tourism, hydropower, and communi
cation routes. Most mountain regions except in Antarctica are 
inhabited; Ives (1992) has pointed out that mountains provide 
the direct Ufe-support base for about a tenth of humankind and 
indirectly affect the lives of more than half. 

Despite their relatively small surface area, mountains are an mte-
gral part of tiie clmiate system. As a physical barrier to atmospher
ic flows, they perturb synoptic patterns and are considered to be 
one of tiie trigger mechanisms of cyclogenesis m mid-latitudes. 
Because of significant altitijdhial differences, mountains such as 
the Himalayas, tiie Rockies, the Andes, and tiie Alps exhibit with-
m short horizontal distances cUmatic reghnes smiilar to tiiose of 
widely separated latitudmal belts; tiiey also feahrre mcreased diver
sity of species, communities, and habitats over lowland environ
ments. Mountams are also a key element of tiie hydrological cycle, 
bemg tiie source of many of tiie world's major river systems. 
Abrupt changes in existing temperature and precipitation pattems 
that have led to the present distribution of vegetation, ice, snow and 
permafrost zones would impact heavily on the unique featiû es of 
mountain environments. This, in tum, would lead to significant 
perturbations to the existhig socioeconomic stiuctiires for popula
tions livhig witiiin the mountains tiiemselves and mdkectiy to pop
ulations Uving outside these zones but dependent on them. 

Mountains around the world are also significant to local and 
global economies because of the mineral and timber resources 

they contain, as well as their hydropower potential. Regional 
cUmate change could directiy affect the viability and health of 
commercial timber production and, in an indirect manner, add 
cost to mining and other mineral extraction and processing 
activities in mountainous areas. 

5.1.2. C l i m a t e Characteristics 

A precise understanding of the climatic characteristics of 
mountain regions is limited by a lack of observations ade
quately distributed in time and space and insufficient theoreti
cal attention given to tiie complex interaction of spatial scales 
in weather and cUmate phenomena in mountains (Beniston et 
a l , 1994). Meteorological research has tended to focus on the 
upstream and downstream influences of barriers to flow and on 
orographic effects on weather systems (Smith, 1979) rather 
than on microclimates within the mountain environments 
themselves. Climatic features relevant to mountain environ
ments include microscale features of the atmosphere that are 
superimposed on larger scales of motion and the influence of 
elements of the surface, such as vegetation and géomorpholog
ie features, which can create microclimatic conti-asts in surface 
heating, soil moisture, or snow-cover duration (Geiger, 1965). 
Isolating macro- and microscale processes in order to deter
mine their relative importance is complicated by inadequate 
databases for most mountain areas of the world (Bany, 1994). 

Four principal factors influence mountain climates—namely, 
altitude, continentality, latitude, and topography. The role of 
these factors is summarized schematically in Table 5-1 (from 
Barry, 1992); the effects refer to responses to an increase in the 
factor listed. These climatic differences, in tum, influence veg
etation type and cover, hydrology, and sometimes geomorphic 
features. In particular, vegetation distribution in mountain 
regions is so closely linked to climatic parameters that vegeta
tion belt typology has been widely used to delineate climate 
influences (Troll, 1968; Lauer, 1979; Monasterio, 1980; 
Quezel and Schevok, 1981; KlotzU, 1984, 1991, 1994; 

Table 5 - 1 : C l i m a t i c effects of t h e b a s i c c o n t r o l s of m o u n t a i n c l i m a t e . 

Factors Primary Effects Secondary Effects 

Altitude Reduced air density, vapor pressure; 
increased solar radiation receipts; lower 
temperatures 

Increased wind velocity and precipitation 
(mid-latitudes); reduced evaporation; 
physiological sti-ess 

Continentality Annual/diumal temperature range increased; 
cloud and precipitation regimes modified 

Snow line altitude increases 

Latitude Daylength and solar radiation totals vary 
seasonally 

Snowfall proportion increases; annual 
temperatures decrease 

Topography Spatial contrasts in solar radiation and 
temperature regimes; precipitation as a 
result of slope and aspect 

Diumal wind regimes; snow cover related to 
topography 
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Ozenda, 1985; Quezel and Barbero, 1990; Rameau et a l , 
1993). Although it would appear simple to discuss how these 
typologies might be modified as a resuh of changing global cl i 
mate, the climate system and its interaction with such land
scape components as vegetation, geology, topography, and soil 
are highly nonlinear (Beniston, 1993, 1994). 

5.1.3. Physical Characteristics 

The various components of the hydrologie cycle are critical links 
between chmate and tiie Ufe of mountain communities and also 
influence areas downstream. The tknmg and volume of ramfaU and 
snowmelt are critical consttamts on hydrological systems. Sedünent 
loadings can be exceptionaUy high in many rivers origmating in 
mountains and reflect geomoфhologic processes. Unless slowed 
down by major lakes witiiin mountams tiiemselves or in adjacent 
lowlands, or by engmeering works designed to conttol torrent 
flows, rivers wUl carry tiieir heavy loads ummpeded into the plams. 
This can be beneficial for agriculture because tiiese sedknents cre
ate rich and fertile soUs, but excessive loads can have adverse con
sequences, such as floodmg of populated lowland areas. 

Influencing the hydrological system are elements of the moun
tain cryosphere, particularly glaciers and seasonal snow packs. 
These are of major significance in some of the more elevated 
mountain chains of the world in terms of water availability in 
the source region of many of the world's rivers (Steinhauser, 
1970). Snow cover in mountains is affected by the following 
factors, which are all linked to climate: 

• Snow cover duration, which has been shown to vary 
linearly with altitude and is a function of slope orien
tation (Slatyer eiaZ., 1984) 

• Snow depth, which also varies with altitude, orienta
tion, and topography (Witmer et a l , 1986; Fôhn, 1991) 

• Snowmelt runoff, which feeds into the hydrologie 
system of mountains; this is determined by tempera
tures and surface energy balance in spring (CoUins, 
1989; Chen and Ohmura, 1990). 

Changes in glacier and permafrost ice are linked to changes in 
the energy balance at the Earth's surface. Rates of such glacier 

and permafrost changes can be determined quantitatively over 
various time intervals, allowing direct comparison with estimat
ed effects of anthropogenic greenhouse forcing (Haeberli, 1994). 
As a consequence, they are among the clearest signals evident in 
nature of ongoing wanning trends related to the enhanced green
house effect (Haeberii, 1990; Wood, 1990; WGMS, 1993). 
Evidence from borehole profiles in permafrost also helps to 
determine the rate and magnitude of temperature changes 
(Mackay, 1990, 1992; Vonder MuehU and Holub, 1995). 

A major problem in many mountain regions related to climate 
change is increased erosion and reduced slope stability. The 
combination of complex orography with steep slopes, intense 
rainstorms, and, in some regions, frequent earthquakes, caus
es a high proportion of mass movement, which eventually 
finds its way into rivers as heavy sediment load. Any changes 
to an already fragile environment would impact heavily on 
géomorphologie processes, resulting in indirect impacts to 
natural and socioeconomic systems (Innes, 1985). For exam
ple, higher precipitation, particularly during extreme events, 
can augment the risk of erosion. However, the potential for 
increased erosion depends on a number of other factors linked 
to topography, geology, soil types, and farming and conserva
tion practices associated with a particular region. Enhanced 
precipitation can sometimes favor the development of denser 
vegetation, which in turn prevents soils from being eroded. 
Precipitation is not only a water source in mountain tenain but 
also the trigger factor for the occunence of debris flow, land
slide, and slope failure. No general study of the relationship 
between rainfall and landslides exists at a global scale, but in 
many specific cases a clear relation has been established 
between rain duration and induced movements (Novenaz and 
Bonnard, 1992). Relations between rainfall and induced 
movements can be direct and immediate or more long-term; in 
many cases, a long period of rainfall prior to the event has to 
be taken into account to explain a particular landslide 
(Bonnard, 1994). 

5.1.4. Ecological Characteristics 

Altitudinal vegetation distribution has traditionally been used 
to characterize mountain environments. This distribution is 

Box 5-1. Climate Variabilty as Reflected in Glacier Regimes 
in the Former Soviet Union (FSU) 

Solomina (1995) presents case studies of glacier fluctuations in the FSU. Major conclusions include: 

• The length of many mountain glaciers in the F S U has decreased by up to 4 km during the last two centuries. 
The maximum degradation has occuned in regions with strong glaciation (the Caucasus, Pamirs, Tien Shan, and 
Altay). 

• Changes in the equilibrium line altitude (ELA: the altitude of a glacier at which snow accumulation is equal to 
snow ablation) have also been more pronounced in regions with large glaciers, namely the Caucasus, Altay, and 
the periphery of the Central Asian mountains, and less in other mountain zones of the FSU. The mean E L A is 
estimated as being 50-80 m lower today than during the Little Ice Age. 
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strongly influenced by climatic parameters, but not exclusive
ly. Topography, edaphic factors, and, in many areas, human 
activities and the disturbances they generate strongly interfere 
with the potential distributions suggested by large-scale ch
matic parameters alone. 

The zonation pattems of vegetation differ according to the 
location of the mountains along a latitudinal gradient, as shown 
in Figure 5-1. Tropical mountains typically experience rela
tively uniform mean temperatures throughout the year, with 
significant diumal temperature variation. Mountains in tem
perate and boreal zones, on the other hand, are characterized by 
seasonal climates with a well-denned growing season, where
by plants can exploit the short, warm sununers. Many plant 
species at high altitudes are capable of surviving harsh condi
tions as a resuh of the onset of a hardening process. 

The amount and duration of snow cover influences high moun
tain vegetation by determining growing season and moisture 
conditions. In the alpine zones, exposed, windy ridges are gen
erally covered with xeric dwarf shrubs and wind-hardy lichens. 
Depending on nutrition and soil moisture, more mesic dwarf 
shrub heaths and mesic low herb meadows are found on lee 
slopes of intermediate snow cover. The late-exposed snow 
patches have hygrophilous herb communities. Vascular plants 
may be completely lacking due to the very short growing season. 

Both altitude and latitude conttibute to high diversity in species 
composition in mountain forests: Coniferous trees are common 
in boreal and temperate mountains, sclerophylous types in 
Meditertanean zones, deciduous species in oceanic boundaries 
of continents (e.g., Norway, British Columbia), and ericaceous 
(East Africa; Hedberg, 1951) or podocarp (Equatorial Andes) 
species in tropical zones. Furthermore, a unique feature of 

tropical mountains are cloud forests, which exhibit a high 
degree of biodiversity. 

5.1.5. H u m a n Characteristics 

Mountains having a history of relatively dense settlement, such as 
those in Europe, Japan, and the eastern United States, are facing 
a decline of ttaditional agriculhire and forestry, which have been 
economically viable only because of government subsidies. 
Mountains with a history of less dense settlement, such as the 
westem United States, Canada, South America, Africa, AusttaUa, 
and New Zealand, have over the past three centuries faced pres
sure from colonization and knmigration, which have mttoduced 
scattered but growing settlements. In relatively recent decades, 
tourism has emerged as a significant income source in mountam 
regions, as weU as a major source of envkonmental sfress 
(Grotzbach, 1988). While in some regions (e.g., westem Europe 
and Japan) mountams are experiencing depopulation (Yoshino et 
a l . , 1980; Price, 1994), in general, land-use pressures are mcreas
ing because of competition between refuge use, mineral exttac-
tion and processmg, recreation development, and market-oriented 
agriculture, forestiy, and livestock grazing (Ives and Messerli, 
1989; Messerii, 1989). 

Mountain habitats in developing nations, where traditional 
subsistence agriculture continues, face stress from increasing 
hunian population, ameliorated to some extent by short-term or 
seasonal migration. In many of these regions, pressures exist to 
develop market-based agricultural systems, changing from a 
largely local economy to a national and intemational pne. In 
Africa, most of the mid-elevation ranges, plateaus, and slopes 
of high mountains are under considerable pressure from com
mercial and subsistence farming activities (Rongers, 1993). In 

Altitude 
[m] 

Tropical Temperate Boreal 

Denali, Alaska 
63°N 

Figure 5-1: Schematic illustration of vegetation zonations in tropical, temperate, and boreal mountains. 
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Box 5-2. Socioeconomic Characteristics of North American Mountain Regions 

The major mountains of North America are the Rocldes, the eastem Appalachian chain, and various coastal ranges along 
the west coast of the continent. Primarily in the United States and in Mexico, the mountains border on semi-arid, highly 
populated urban areas (Mexico City, Los Angeles, Denver); most North American mountains are sparsely populated, 
however. Traditional economies have been in the mining and pastoral fields, with limited agriculture where the climate 
allows it. Forest harvest and replanting has been practiced in many areas. Much of the remaining area, especially in the 
Westem United States and Canada, is set aside for wildemess, where human influence is minimized, and for parks, 
which are managed (Peine and Martinka, 1992). Because of this rather significant wildemess designation (over 16 mil
hon hectares, about 6% of all forested lands in the United States alone), adaptation to the potential impact of global cli
mate change on natural ecosystems and biological diversity is more an administrative management issue than a scientific 
one (OTA, 1993). One problem is that wildemess areas tend to occupy only the tops of mountains, not the entire moun
tain, hmiting the availability of diverse habitats and hence migration opportunities. 

unprotected areas, mountain forests are cleared for cultivation 
of high-altitude adapted cash crops like tea, pyrethrum, and 
coffee. Population growth rates in East Africa, among the high
est in the world (Goliber, 1985), are concentrated in agricultur
ally fertile and productive mountain districts (Government of 
Tanzania, 1979). This is quite evident near Mt. Kenya, Mt. 
Kilimanjaro, and in the Usambara Mountains (Lundgren, 
1980). Tourism is becoming economically important in small, 
well-defined portions of these regions (Price, 1993). 

Particularly in tropical and semi-arid climates, mountain areas 
are usually wet, cool, and hospitable for human dwelling and 
commercial cultivation. Human encroachment on mountain 
regions has reduced vegetation cover, thus increasing soil-
moisture evaporation, erosion, and siltation, and thereby 
adversely affecting water quality and other resources. Impact 
analyses need to seriously consider not only climate but also 
the direct anthropogenic influence on mountain regions. 

5.2. Impacts of Climate Change 

Mountain environments are potentially vulnerable to the 
impacts of global warming because the combination of 
enhanced sensitivity to ctimatic change and limited possibilities 
for species migration to favorable locations make mountains 
"islands" in a "sea" of surtounding ecosystems (Busby, 1988). 
This vulnerability has important ramifications for a wide vari
ety of human uses and natural systems, such as nature conser
vation, land management, water use, agriculture, and tourism. It 
also has implications for a wide range of natural systems 
(hydrology, glaciers and permafrost, ecosystems, and so forth). 

Few assessments of the impacts of climate change have been 
conducted in mountain regions, in contrast to other biomes 
such as tropical rainforests, coastal zones, and high-latitude or 
arid areas. There are a number of reasons to explain this, some 
of which are listed below: 

• The dominant feature of mountains (i.e., topogra
phy) is so poorly resolved in most general circula
tion cUmate models (GCMs) that it is difficult to use 

GCM-based scenarios to investigate the potential 
impacts of climate change. There also is a significant 
lack of comprehensive multidiscipUnary data for impact 
studies, which is one of tiie prerequisites for case stud
ies of impacts on natural or socioeconomic systems 
(Kates e t a l , 1985; Riebsame, 1989; Parry e t a l , 1992). 

• The complexity of mountain systems presents major 
problems for assessing the potential impacts of cli
mate change. This applies to assessments of changes 
in both biophysical systems (e.g., Rizzo and Wiken, 
1992; Halpin, 1994) and societal systems, the latter in 
particular because it is difficult to quantify the value 
of mountain regions in monetary terms (Price, 1990). 

• Tourism, which is an increasingly important compo
nent of mountain economies, is not an easily defined 
economic sector and is highly influenced by factors 
other than climate change. 

5 . 2 . 1 . S c e n a r i o s a n d M e t h o d o l o g i e s 

Mitigation and adaptation strategies to counteract possible 
consequences of abrupt climate change in mountain regions 
require climatological information at high spatial and temporal 
resolution. Unfortunately, present-day simulation techniques 
for predicting climate change on a regional scale are by no 
means satisfactory. This is because GCMs generally operate 
with a rather low spatial resolution over the globe (-300 km) 
in order to simulate climate trends over a statistically signifi
cant period of time. As a resuh, entire regions of sub-conti
nental scale have been overlooked in terms of their climato
logical specificities, making it difficult to predict the conse
quences of climate change on mountain hydrology, glaciers, or 
ecosystems in a specific mountain region (Giorgi and Meams, 
1991; Beniston, 1994). The situation is curtently improving 
with the advent of high-resolution climate simulations in 
which the spatial scale of GCMs is on the order of 100 km 
(Beniston et a l , 1995; Marinucci et a l , 1995). However, even 
this resolution is generally insufficient for most impact studies. 

A number of solutions exist to help improve the quality of climate 
data used in impact assessments and economic decisionmaking. 
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Options include statistical techniques of downscahng from syn
optic to local atmospheric scales (Gyahsfras et a l . , 1994); cou
pling of mesoscale, or limited area, models (LAMs) to GCMs 
(Giorgi et a l , 1990, 1992; Marinucci and Giorgi, 1992; 
Marinucci et a l , 1995); and use of paleochmatic and geographi
cal analogs (e.g., LaMarche, 1973; Webb et a l , 1985; Davis, 
1986; Schweingruber, 1988; Graumhch, 1993; Luckman, 1994). 

Any meaningful climate projection for mountain regions— 
and, indeed, for any area of less than continental scale—needs 
to consider processes acting on a range of scales, from the very 
local to the global. The necessity of coupling scales makes pro
jections of mountain climates difficult. 

5.2.2. Impacts on Physical Systems 

5 . 2 . 2 . 1 . I m p a c t s o n H y d r o l o g y 

In spite of limitations in the quality of historical data sets and 
inconsistencies in projections between GCMs, particularly for 
precipitation (Houghton et a l , 1990), assessments of the poten
tial impacts of climate change on water resources, including 
snowfall and storage, have been conducted at a variety of spa
tial scales for most mountain regions (Oerlemans, 1989; Rupke 
and Boer, 1989; Lins et a l , 1990; Slaymaker, 1990; Stteet and 
Melnikov, 1990; Nash and Gleick, 1991; Aguado et a l , 1992; 
Bultot et a l , 1992; Martin, 1992; Leavesley, 1994). For exam
ple, high-resolution calculations for the Alps (Beniston et a l , 
1995) using a nested modeling approach ( G C M at 1° 
latitude/longitude resolution coupled to a L A M at 20-km reso
lution) indicate that in a doubled-COj atmosphere wintertime 
precipitation will increase by about 15% in the Western Alps; 
this is accompanied by temperature increases of up to 4°C. 
Summertime precipitation generally decreases over the alpine 
domain, with July temperahires on average 6°C warmer than 
under current cUmatic conditions. Such numerical experiments, 
while fraught with uncertainty, nevertheless provide estimates 

of possible future regional climatic conditions in mountains and 
thereby allow more detailed impact assessments. 

CUmate change may be characterized by changes in seasonal 
or annual precipitation, proportions of solid to liquid precipita
tion, or frequencies of extreme events. Whatever the directions 
and magnitudes of change, mountain communities and those 
downstream need to be prepared to implement flexible water 
management strategies that do not assume that recent pattems 
wil l continue. Events in recent history may provide useful 
guidelines for developing such strategies (Glantz, 1988). 

Clhnate-driven hydrology in mountam regions is deterinined to a 
large extent by orography itself; mountain belts produce regional-
scale concentration of precipitation on upwind slopes and rain-
shadow effects hi the lee of mountains and ш deep intermontane 
vaUey systems, often givmg rise to high mountain deserts. Many 
of the more elevated mountam chains of the world mtercept large 
atmospheric moisture fluxes and produce belts of mtense precipi
tation. Along tiie soutiiem slopes of tiie Hhnalayas, enhancement 
of monsoonal conditions results in some of the highest armual 
average precipitation in the world, such as at Cherrapimji, India. 
The spectrum of variabihty of hydrological regimes ranges from 
the predominantly rainforested slopes of Papua-New Guinea to 
the ice fields of the Patagonian Andes. Climate change will affect 
the relative importance of these two extreme regimes, as well as 
the total moistm^e flux and how it is dehvered temporally. 
Mountains such as the Andes and the Himalayas are source 
regions for some of tiie world's largest rivers, such as the Amazon, 
tiie Ganges, hrawady, and Yangtse, and the discharge characteris
tics of these rivers and tiiek shifts under changed clmiatic condi
tions wiU be largely governed by modified precipitation regimes. 

5.2.2.2. I m p a c t s o n M o u n t a i n C r y o s p h e r e 

The effects of temperature and precipitation changes on glaci
ers are complex and vary by location. In polar latitudes and at 

Box 5-3. Estimates of Cryosphere Response to Climate Change 
in Asian, Latin American, and African Mountain Chains 

Wang (1993) estimates that about 21% of the glacial area will disappear in Northwest China if temperature increases by 
1-1.3°C and precipitation decreases by 60-80 mm. Glaciers with areas of less than 0.5 km^ in the Tianshan and Qilian 
ranges and permafrost areas in Northeast China and Qing-Zang plateau are expected to disappear i f temperature increases 
by 2°C or more (Zhang, 1992; Wang, 1993). 

In the Venezuelan Andes, photographs from 1885 show that the present-day snowline has risen from 4,100 m to more than 
4,700 m (Schubert, 1992). These changes in ice extent and in snowline altitude have had important geoecological effects, 
leading to shifts in vegetation belts and to the fragmentation of previously continuous forest formations. Enhancement of 
the warming signal in these regions would lead to the disappearance of significant snow and ice surfaces. 

On Mount Kenya, the Lewis and Gregory glaciers have shown recession since the late 19th century. Calculations of area 
and volume loss of the Lewis Glacier for 1978-90 show similar rates to those of the preceding decades, Nevertiieless, 
Hastemath and Rostom (1990) propose that the retreat in the late 19th century was triggered by a decrease in cloudiness 
and precipitation, whereas the retreat since the 1920s may be due to an observed warming trend. 
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very high altitudes of mid-latitudes, atmospheric warming does 
not directly lead to mass loss through melting/runoff but to ice 
warming (Robin, 1983). In areas of temperate ice, which pre
dominate at lower latitudes or altitudes, atmospheric warming 
can directly impact the mass and geometry of glaciers 
(Haeberii, 1994). 

Haeberii (1994) indicates that alpine glacier and permafrost sig
nals of warming trends constitute some of the clearest evidence 
available concerning past and ongoing changes in the climate 
system. The glacier fluctuations, in particular, indicate that the 
secular changes in surface energy balance may well be in accor
dance with the estimated anthropogenic greenhouse forcing. In 
fact, the evidence strongly indicates that the situation is now 
evolving at a high and accelerating rate beyond the range of 
Holocene (natural) variability. Temperature profiles from per
mafrost boreholes also confirm the nature of recent warming 
trends (Vonder Muehll and Holub, 1992; Mackay, 1990, 1992). 

In terms of chmate-change impacts on snow, Fôhn (1991) sug
gests that one potential effect of global warming in the 
European Alps might be a delay in the first snowfall and a 
reduction in the length of snow cover. Analysis of satellite data 
from the 1980s and early 1990s has shown that lowlands around 
the Alps experience about 3-4 weeks less snow cover than they 
historically have had (Baumgartner and Apfl, 1994); this ten
dency will likely accelerate in a warmer climate. Additionally, 
snow accumulation and ablation exhibit different temporal pat
terns than in the past and could be even more irregular in a 
changed chmate. For higher elevations, the total annual snow 
volume accumulated during the winter has not changed signifi
cantiy tills century, despite the observed global temperature rise. 

Investigations concerning the impact of chmate change on snow 
conditions in the French Alps were undertaken with a physically 
based snow model (CROCUS) coupled to a meteorological 
analysis system (SAFRAN). The two systems have been vaUdat-
ed by comparing measured and simulated snow depth at 37 sites 
of tiie area for the period 1981/1991. Sensitivity studies show that 
lower elevations (i.e., below 1500 m) are exttemely sensitive to 
small changes in temperature, especially in the southem part of 
the French Alps. Variations of precipitation amount influence tiie 
maxmium snow depth (or snow water equivalent) much more 
than snow cover duration (Martin, 1995). 

Reduced snow cover will have a number of implications; it 
will increase early seasonal runoff, leading to drier soil and 
vegetation in summer and greater fire risk. Further details on 
impacts on mountain cryosphere are provided in Chapter 7. 

5 . 2 . 2 . 3 . I m p a c t s o n E x t r e m e Events 

It is uncertain whether a warmer global climate will be accom
panied by more numerous and severe episodes of extreme 
events because curtent G C M capability to simulate extremes 
and tiien altered frequency of occurrence in a changed climate 
is extremely limited. Enhanced occurrences of intense storms. 

accompanied by high precipitation and/or winds, would 
inevitably have significant repercussions on a number of sensi
tive environmental and socioeconomic systems. If the severity 
of storms such as "Vivian" (European Alps, 1990, which 
destroyed vast areas of forested slopes) or the intense precipita
tion of August 1987 in central Switzerland (which disrupted rail 
and road traffic in the Gotthard Region, one of the major com
munication routes across the Alps) were to increase in frequen
cy in a changed climate, populations living in mountains would 
be faced with significant social and economic hardships. 

Other impacts associated with extreme events include fire. 
Forest fires are likely to increase in places where summers 
become warmer and drier, as has been projected for the Alps, for 
example (Beniston et a l , 1995). Prolonged periods of summer 
drought would transform areas aheady sensitive to fire into 
regions of sustained fire hazard. The coastal ranges of 
California, the Blue Mountains of New South Wales (Austealia), 
Mt. Kenya, and mountains on the fringes of the Mediterranean 
Sea, already subject to frequent fire episodes, would be severe
ly affected. There would be major socioeconomic impacts as 
well, because many sensitive regions are located close to major 
population centers (e.g., Los Angeles and the Bay Area in 
California; the Sydney conurbation in Australia; coastal resorts 
close to the mountains in Spain, Italy, and southem France). 

5 . 2 . 2 . 4 . I m p a c t s o n Géomorphologie Processes 

The latitude and altitude of different mountain systems deter
mine the relative amount of snow and ice at high elevations 
and intense rainfall at lower elevations. Because of the amount 
of precipitation and relief, and the fact that many of these 
mountains are located in seismically active regions, tiie added 
effect of intense rainfall in low- to middle-altitude regions is to 
produce some of the highest global rates of slope erosion. 
CHmate change could alter the magnitude and/or frequency of 
a wide range of géomorphologie processes (Eybergen and 
Imeson, 1989). The following examples provide an indication 
of the nature of the changes that might occur with specific 
changes in climate. 

Large rockfalls in high mountainous areas often are caused by 
groundwater seeping through joints in the rocks. If average and 
extreme precipitation were to increase, groundwater pressure 
vTOuld rise, providing conditions favorable to increased trig
gering of rockfalls and landslides. Large landshdes are propa
gated by increasing long-term rainfall, whereas small slides are 
triggered by high intensity rainfall (Govi, 1990). In a future cl i
mate in which both the mean and the extremes of precipitation 
may increase in certain areas, the number of small and large 
slides would cortespondingly rise. This would contribute to 
additional transport of sediments in the river systems originat
ing in mountain regions. Other trigger mechanisms for rock
falls are linked to pressure-release joints following déglacia
tion (Bjerrum and Jfrstad, 1968); such rockfalls may be 
observed decades after the déglaciation itself emphasizing the 
long time-lags involved. Freeze-thaw processes also are very 
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Box 5-4. Long-Term Records of Climate and Vegetation Dynamics: A Key to Understanding the Future 

Paleoenvironmental records represent the only available source of information on the long-term natural variability within 
the biosphere-atmosphere system. The spatial and temporal resolution of paleoenvironmental data sets has increased in 
recent decades on annual to millenium scales, and data reflecting vegetation dynamics are now available for many parts 
of the world (Bradley and Jones, 1992; Wright et a l , 1993; Graumlich, 1994). In addition, comparisons of records of 
past vegetation dynamics to paleoclimatic simulations by GCMs have improved the understanding of the role of climate 
in governing past vegetation change (Webb et a l , 1993). Several major findings of paleoresearch have guided investiga
tions of the effects of future climate change on the Earth's biota. These include changing seasonality, which may result in 
unexpected vegetation pattems (Prentice et a l , 1991); rapid changes in both climate and vegetation with ecosystem-wide 
implications (Gear and Huntiey, 1991); and short-term extteme events that may impact tree population structures (Lloyd 
and Graumlich, 1995). Thus, the same types of individualistic behavior of species observed in physiological attributes 
are mirrored in long-term and large-scale vegetation dynamics (Graumlich, 1994). 

Future cUmates are likely to be characterized by combinations of temperature and precipitation that are not replicated 
on the contemporary landscape. Any predictions of vegetation response to climatic changes must be based on an 
improved understanding of the relationship between climatic variation and vegetation processes; this is where analyses 
of high-resolution proxy data can be of use. 

important (Rapp, 1960), and several authors have reported pos
sible links between rockfall activity and freeze-thaw mecha
nisms Unked to climate change (Senarclens-Grancy, 1958; 
Heuberger, 1966). 

A further mechanism that would be responsible for decreased 
slope stability in a warmer climate is the reduced cohesion of 
the soil through permafrost degradation (Haeberli et a l , 1990; 
see also Chapter 7). With the melting of the present permafrost 
zones at high mountain elevations, rock and mudslide events 
can be expected to increase in number and possibly in severi
ty. This wil l certainly have a number of economic conse
quences for mountain communities, where the costs of repair 
to damaged communications infrastracture and buildings will 
rise in proportion to the iiumber of landshde events. In many 
mountainous regions, tourist resorts such as those in the Alps 
and the Rocky Mountains or large urban areas close to moun
tains (suburbs of South American Andean cities. Hong Kong, 
or Los Angeles, for example) have spread into high-risk areas, 
and these witi be increasingly endangered by slope instability. 

5.2.3. Impacts on Ecological Systems 

While the authors acknowledge that climatic change on fauna 
will be important, priority is given here to vegetation response, 
particularly because vegetation dynamics wiU determine future 
distributions of animal habitats (both directly for herbivores 
and indb-ectly for predators). 

The potential impacts of future climatic changes on mountain 
ecosystems and nature reserves have become an increasingly 
important issue in the study of long-term biodiversity manage
ment and protection (Peters and Darling, 1985; McNeely 1990; 
Halpin, 1994; OTA, 1993). Projected changes in global temper
atures and local precipitation pattems could significantly alter 
the altitudmal ranges of important species within existing 

mountain belts and create additional environmental sttesses on 
already fragile mountain ecosystems (Guisan et a l , 1995). 

On a global scale, plant hfe at high elevations is primarily con-
sttained by direct and indirect effects of low temperature and 
perhaps also by reduced partial pressure of COj. Other atmos
pheric influences, such as increased radiation, high wind 
speeds, or insufficient water supply may come into play, but 
only on a regional scale (Lüdi, 1938; Fliri , 1975; Lauscher, 
1977; Komer and Larcher, 1988; Barry, 1992). Plants respond 
to these climatological influences through a number of mor
phological and physiological adjustments, such as stunted 
growth forms and small leaves, low thermal requirements for 
basic life functions, and reproductive strategies that avoid the 
risk associated with early life phases. 

5 . 2 . 3 . 1 . Inference f r o m t h e Past 

Paleoenvironmental information, including tree-ring data 
and pollen loadings, serves as an indicator of past climate-
vegetation relationships. Paleoecology offers insights into the 
nature of climate-vegetation interactions. The indirect record 
of the response of organisms to environmental changes of the 
past is equivalent to results from natural, if unplanned, experi
ments (Davis, 1989). Because these natural experiments typi
cally include conditions not observed in the 20th century, the 
paleorecord documents biotic responses to a substantially 
broader range of environmental variations tiian can be obtained 
through observations. 

Paleoecological and paleoclimatic studies are of key impor
tance in establishing baselines and are the only means avail
able for determining amplitudes and rates of change of vege
tation to natural climate variations. In addition, paleoenviron
mental data are essential for model simulations and scenario 
generation. 
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5.2.3.2. E c o p h y s i o l o g i c a l Responses 

It is known from botii conunon sense and paleoenvironmental 
research that plant communities respond to a general increase 
in temperature through a shift toward higher latitudes and alti
tudes. However, this shift is controlled by ecophysiological 
processes at the individual plant level, involving direct and 
indirect effects of temperature increase, photoperiod con
straints, and competition processes. 

Callaghan and Jonasson (1994) show that direct effects of 
increased temperature on aboveground processes tend to dom
inate over indirect effects on belowground processes and that 
these will be greatest at locations where current climates are 
extreme (Bugmann and Fischlin, 1994). Reduced duration of 
snow cover is likely to be important for vegetation in a warmer 
climate (Korner, 1994). 

Heide and coworkers have clearly shown that photoperiod con
straints in cold climates may be strong and of overriding 
importance (Heide, 1985; Solhaug, 1991). For most native 
species, the precise photoperiodic requirements and their inter
action with temperature are not known, thus making it difficult 
to estimate plant migration based on temperature scenarios 
alone (Ozenda and Borel, 1991). According to Heide (1989, 
1990), some alpine grasses have no photoperiod requirements 
for initiating growth and are therefore affected by spring frosts. 
For example, in northem Sweden, Molau (1993) has shown 
that increased length of the growing season and increased sum
mer temperature are the two components of climate change 
that will have the greatest impact on reproduction and popula
tion dynamics in arctic and alpine plants. 

If climatic change leads to warmer and locally drier conditions, 
mountain vegetation could suffer as a result of increased évap
otranspiration. This is most likely for continental and 
Mediterranean mountains. A change in regional distribution of 
air humidity could strongly modify the tree species composi
tion of mountain forests; drier conditions, for example, would 
give continental species an advantage. If changes in water sup
ply were to occur during summer, they would also become 
effective indirectiy by influencing topsoil processes and plant 
nutrition (Bowman et a l , 1993; Baron et a l , 1994). When 
temperatures are low, microbial activity in alpine soils is con
centrated in the top few centimeters. This is the part of the soil 
where nutrient recycling and most of the root growtii takes 
place; when this top layer desiccates, mineral cychng is 
blocked (Komer, 1989). Regular rainfall is thus a prerequisite 
for plant nutrition. Because most alpine plants are inherently 
slow growers, any enhancement of nutrient supply will stimu
late the few potentially fast-growing species in a community, 
eliminate others, and thus cause substantial changes in vegeta
tion structure. 

The length and depth of snow cover, often correlated with 
mean temperature and precipitation, is one of the key climatic 
factors in alpine ecosystems (Barry and Van Wie, 1974; 
Aulitzky et a l , 1982; Ozenda, 1985; Burrows, 1990; 

Musselmann, 1994). Snow cover provides frost protection for 
plants in winter and water supply in spring. Alpine plant com
munities are characterized by a very short growing season (i.e., 
the snow-free period) and require water to commence growth. 
Ozenda and Borel (1991) predict that the most threatened veg
etation communities will be those that live in snow beds and in 
hollows because these groups are subjected to summer drying. 

5 . 2 . 3 . 3 . G e o g r a p h i c a l D i s t r i b u t i o n a r u i M i g r a t o r y Responses 

A general hypothesis presented by Peters and Darling (1985) 
and others concems the potential movement of the climatic 
ranges of species along altitudinal, thermally defined gradients. 
This conceptual model implies that the boundaries of present 
species' climatic ranges will respond symetrically to changes in 
temperature related to the adiabatic lapse rate for a particular 
mountain site. The general biogeographical rule used to derive 
this conceptual model is attributed to the "Hopkins bioclimatic 
law" (MacArthur, 1972; Peters and Darhng, 1985), which 
relates a 3°C change in temperature to a 500 m change in alti
tude. According to this conceptual model, the expected impacts 
of climate, change in mountainous nature reserves would 
include the loss of the coolest climatic zones at the peaks of the 
mountains and the linear shift of all remaining vegetation belts 
upslope. Because mountaintops are smaller than bases, the pre
sent belts at high elevations would occupy smaller and smaller 
areas, and the corresponding species would have smaller popu
lations and might thus become more vulnerable to genetic and 
environmental pressure (Peters and Darling, 1985; Hansen-
Bristow e t a l , 1988; Bortenschlager, 1993). 

Examples of past extinctions attributed to upward shifts are 
found in Central and South America, where vegetation zones 
have moved upward by 1000-1500 m since the last glacial 
maximum (Flenley, 1979; van der Hammen, 1974). Romme 
and Tumer (1991), in their study on possible implications of 
climate change for ecosystems in Yellowstone National Park 
(USA), project species extinctions as a resuh of fragmentation 
and shrinking mountaintop habitats. 

In the Alps, the main climatic space confraction and fragmenta
tion of plant populations would be in the present alpine and nival 
belts, where rare and endemic species with low dispersal capac
ities could become extinct. Because the alpine belt contains a 
non-negUgible part of the endemic alpine flora (15%; Ozenda 
and Borel, 1991), tiie potential impact of climate change on 
floristic diversity in the Alps could be significant. Halpin (1994) 
states that the process is more complex than suggested above. 
Even if vegetation belts do not move up as a whole in response 
to global climate change, the ecological potential of sites will 
change in relation to shifts in climatic features. 

The impact of chmatic change on altitudinal distribution of 
vegetation cannot be analyzed without taking into account 
interference with latitudinal distribution. Especially at low alti
tudes, Meditertanean tree species can substitute for sub-mon
tane belt species. In the southem French Alps, i f a warming and 



202 I m p a c t s of C l i m a t e C h a n g e o n M o u n t a i n Regions 

Box 5-5. Climate Change Impacts on Vegetation in the Scandinavian Mountains 

A simple correlative and qualitative model (Holten and Carey, 1992; Holten, 1995) based on important controlling fac
tors for plant distribution indicates that six continental eutrophic mountain plant species may come under direct threat of 
extinction in a "Step 2" of chmate change impacts on the Fennoscandian range. "Step 2" represents the long-term (sever
al centuries) consequences when climate exceeds the Holocene thermal optimum, resulting in both qualitative and quan
titative changes in vegetation. Another 11 species regarded as potentially vulnerable may experience substantial reduc
tion and fragmentation of their populations. The most threatened species are characterized by rarity, low competitive 
ability, narrow habitat amplitude, and a distributional optimum in the middle alpine zone. Increased drought and over
heating wil l probably have the most negative short-term (50-150 years) effects on mountain plant populations. In the 
long term (after several centuries), if the boreal forest invades parts of the low-alpine zone, many mountain plant species 
will be vulnerable to extinction because of their lower competitive ability relative to boreal plants. 

a decrease in precipitation were to occur, Ozenda and Borel 
(1991) predict a northward progression of Mediterranean eco
types ("steppization" of ecosystems). Kienast e t a l . (1995) pre
dict steppization on no more than 5% of today's forested areas 
in Switzerland. On the Itahan slopes of the Alps, the northward 
progression of Mediterranean influences would probably be 
more important. A similar (xeric) change is less likely to take 
place in the southeastern part of the range (Julian and Camic 
Alps), where a much more humid climate exists. 

5 . 2 . 3 . 4 . M o d e l i n g of C o m m u n i t i e s a n d Ecosystems Responses 

There are a number of ecosystem models currently available 
that can be used to test the sensitivity of a particular system to 
processes such as nutrient cycling (e.g., CENTURY, ТЕМ), 
investigate species composition under changed environmental 
conditions (e.g., BIOME, DOLY, MAPSS) , or assess forest 
health (e.g., FORET). 

A number of modeling studies that were based on forest gap 
models (Shugart, 1984) have been conducted to assess the 
impacts of climatic change on forest biomass and species com
position in mountainous regions (e.g., Kienast, 1991; Krauchi 
and Kienast, 1993; Bugmarm, 1994; Bugmann and Fischlin, 
1994; Krauchi, 1994). Although several different models and cli
mate scenarios were used in these studies, they yielded quite 
similar conclusions regarding the sensitivity of forests in the 
European Alps. As an example of such a model application. 
Figure 5-2 illusttates the modeled forest changes in the alpine 
zone under differing climatic scenarios. Potential regional devel
opment of forest vegetation (using the F O R S U M model; 
ICrauchi, 1994) at the Derborence site in the Swiss Alps is illus
trated for no change in climate (upper) and for the IPCC IS92A 
scenario (lower). The forest at this location is currently changing 
as a result of successional processes. While the overaU forest 
biomass might remain the same, the species composition will be 
different under the two chmates, with a reduction in the compet
itive dominance of P i c e a abies and an increase in the proportion 
of broadleaves under the IS92A scenario (Krauchi, 1994). 

Model studies for AustraUan mountain vegetation show that 
there is the potential for the expansion of woody vegetation. 

both trees and shrubs, in response to rising temperature 
(Grabherr et a l , 1994; Williams and Costin, 1994). The tree-
line may rise by 100 m for each degree increase in mean annu
al temperature (Galloway, 1989). Elevated summer tempera
tures may also lead to an expansion of shrub communities 
(WiUiams, 1990). 

V E M A P (1985), a continental-scale vegetation response study 
of the United States, considered how three biogeographical 
models (BIOME2, DOLY, MAPSS; Woodward et a l , 1995) 
respond to doubled-COj climate scenarios. Results on a coarse 
(0.5° latitude/longitude) grid showed alpine and subalpine 
regions in the western United States retreating to higher eleva
tion and decreasing in area, while the subalpine montane forest 
boundary shifted upward. Two models also projected upward 
shifts in the lower montane boundary, while one produced a 
lowering of this boundary. 

It should be emphasized that there are considerable limitations 
in present-day simulation techniques for assessing ecosystem 
response to climate change, in particular the temporal changes 
of these responses. In general, increases in atmospheric tem
perature will affect the structure and function of vegetation, as 
well as species composition where time may not be sufficient 
to allow species to migrate to suitable habitats (Kienast, 1991; 
Bugman, 1994; ЮôtzU, 1994). 

5.2.4. Impacts on Human/Socioeconomic Systems 

Because of the diversity of mountain economies, from exclu
sively tourist-based ones to those characterized by centuries-
old subsistence agriculture, no single impact study wil l ade
quately represent the range of potential socioeconomic 
responses to climate change. A case-by-case approach is 
therefore essential to understand how, for example, mountain 
agriculture may change in Bolivia, tourism may change in 
Switzerland, or hydropower resources may be affected in New 
Zealand. 

Because humans have influenced mountain ecosystems in 
many different ways throughout history, anthropogenic 
impacts generally cannot be dissociated from climate change 
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impacts. Climatic influences are often obscured by the impact 
of change in land use. A n example is the fragmentation of the 
forest and natural vegetation cover. Because of persistent 
anthropogenic influences in the past, timberhne in mountains 
such as the Alps has dropped 150-400 m compared to its 
uppermost position during the postglacial optimum (Holtmeier, 
1994). At present, the chmatic limit of tree growth in the Alps 
is situated above the actual forest limit (Thinon, 1992; Tessier 
et a l . , 1993). By reducing species diversity and even 
intraspecies genetic variability of some species, humans have 
reduced the abiHty of alpine vegetation to respond to climate 
change (David, 1993; Peterson, 1994). 

5 . 2 . 4 . 1 . M o u n t a i n A g r i c u l t u r e 

Mountains contribute a substantial proportion of the world's 
agricultural production in terms of economic value. Upland 
regions are characterized by altitudinal climatic gradients that 
can lead to rapid changes in agricultural potential over com
paratively short horizontal distances. Where elevations are 
high enough, a level eventually wil l be reached where agri
cultural production ceases to be profitable or where produc
tion losses become unacceptably high. Upland crop produc
tion, practiced close to the margins of viable production, can 
be highly sensitive to variations in climate. The nature of that 
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Figure 5-2: Example of simulations of forest response to different climate change scenarios in the alpine zone. Simulated forest succession 
on a subalpine site (mean annual temperature: 6°C; mean annual precipitation: 1,200 mm; subsoil: limestone and some flysch intersections) 
assuming today's climatic pattern (upper) and the IPCC IS92a climate scenario (lower; ДТ: +1°C in 2025; ДТ: +3°C in 2100) using FORSUM, 
a JABOWA/FORET-type gap model (Krauchi, 1994). The main difference in the transient response in species composition between the 
baseline cUmate and the IS92a climate is the reduced importance of Picea abies combined with an increasing percentage of deciduous trees. 
The estabhshment of Quercus p e t r a e a and Acerplatanoides is particularly stimulated. The site might undergo a transition from Piceo-
A b i e t i o n (Adenostylo-Abietetum or Equiseto-Abietetum) to A b i e t i - F a g e t u m . 
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Box 5-6. Impacts of Climate Change on Agriculture in Upland Regions of China and Japan 

Climatic wanning will in general increase agricultural productivity in China (Gao et a l , 1993). Under the present cli
mate, crops such as maize and rice suffer from low temperature and frost in northeast and southwest mountainous 
regions (Ma and Liang, 1990; L i et a l , 1993). The yield for crops in these areas is expected to rise with increasing tem
peratures (Hulme et a l , 1992). According to a study by L i et a l (1993), a mean warming of 0.4-1.0°C in the mountain 
regions of southwest China wil l move the upper boundary"for growing grain by 80-170 m, and the growing areas will 
expand. However, there is uncertainty related to expansion of growing areas because soils are very important limiting 
factors for grain production. Specific soil properties include physical and chemical conditions that control plant growth, 
such as permeability, water holding capacity, acidity, soil structure, and density. In addition, the specific varieties that are 
presently used in mountain agriculture may need to be altered in order to keep up with global warming and thus present 
an additional economic hardship to the system. 

To examine the effect of climatic variability on rice suitability, simple empirical indices have been developed relating 
rice yield to July/August mean air temperature in upland regions of Tohoku and Hokkaido in northem Japan (Yoshino et 
a l , 1988). In combination with information about regional lapse rates of temperature, estimates have been made of the 
effects of anomalous weather on yield and on potentially cultivable areas for both cool and warm departures from a cur
rent mean cUmate. The results indicate that a July/August temperature departure of -1.1 °C in Hokkaido would reduce 
yields by some 25% relative to the average, and the potentially cultivable area would contract to elevations below 100 m 
in a small area of southwestem Hokkaido, where the Sea of Japan acts to ameliorate the climate. A comparable anomaly 
in Tohoku (-1.0°C) would produce a 13% yield shortfaU, and the cultivable area would contiact by some 20%, to areas 
below about 200 m. 

Conversely, in warmer-than-average years, higher yields would occur in association with an upward shift in limits of 
potential cultivation (Carter and Parry, 1994). A temperature rise of more than 3°C would also lead to a yield increase, 
but while current varieties of rice tend to respond positively to small temperature increments, they are less well adapted 
to large departures. It is likely that later-maturing varieties would be adopted under much warmer conditions to exploit 
the greater warmth. Under this scenario, most of the land below 500 m could become viable in Hokkaido, as could land 
up to 600 m in Tohoku. 

sensitivity varies according to the region, crop, and agricul
tural system of interest. In some cases, the limits to crop cul
tivation appear to be closely related to levels of economic 
return. Yield variability often increases at higher elevation, so 
climate change may mean a greater risk of yield shortfall, 
rather than a change in mean yield (Carter and Parry, 1994). 

Several authors have predicted that currently viable areas of 
crop production will change as a resuh of cUmate change 
(Alps: Balteanu et a l , 1987; Japan: Yoshino et a l , 1988; New 
Zealand: Salinger et a l , 1989; and Kenya: Downing, 1992), 
although other constraints such as sou types may make agri
culture unsuitable at these higher elevations. In-depth studies 
of the effects of cUmatic change in Ecuador's Cential Sierta 
(Parry, 1978; Bravo et a l , 1988) and Papua New Guinea 
(Allen et a l , 1989) have shown that crop growth and yield are 
conttoUed by complex interactions among different climatic 
factors and that specific methods of cultivation may permit 
crop survival in sites where the microclimates would otherwise 
be unsuitable. Such specific details cannot be included in 
GCM-based impact assessments, which have suggested both 
positive and negative impacts—such as decreasing frost risks 
in the Mexican highlands (Liverman and O'Brien, 1991) and 
less productive upland agriculture in Asian mountains, where 
impacts would depend on various factors, particularly types of 
cultivars and the availability of irrigation (Parry et a l , 1992). 

Given the wide range of microclimates already existing in 
mountain areas that have been exploited through cultivation of 
diverse crops, direct negative effects of climate change on crop 
yields may not be too great. While crop yields may rise if mois
ture is not limiting, increases in the number of extreme events 
may offset any potential benefits. In addition, increases in both 
crop and animal yields may be negated by greater populations 
of pests and disease-causing organisms, many of which have 
distributions that are climatically controUed. 

More important in certain parts of the developing world is the 
potential for complete disruption of the Ufe pattem of mountain 
vUlages that climate change may represent in terms of food 
production and water management. People in the more remote 
regions of the Himalayas or Andes have for centuries managed 
to strike a delicate balance with fragile mountain environ
ments; this balance would likely be disrupted by climate 
change, and it would take a long time for a new equilibrium to 
be established. In cases such as this, positive impacts of cU
mate change (e.g., increased agricultural production and/or 
increased potential of water resources) are unlikely because the 
combined stressors, including negative effects of tourism, 
would overwhelm any adaptation capacity of the environment. 

Compounded with these effects are those related to augmented 
duration and/or intensity of precipitation, which would 
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enhance soil degradation (erosion, leaching, and so forth) and 
lead to loss of agricultural productivity. 

5.2.4.2. H y d r o p o w e r 

A n important socioeconomic consequence of global warming 
on the hydrological cycle is linked to potential changes in 
runoff extremes. Not only the mountain population but also the 
people in the plains downstream (a large proportion of the 
world population) presently depend on unregulated river sys
tems and thus are particularly vulnerable to climate-driven 
hydrological change. Current difficulties in implementing 
water resource development projects will be compounded by 
uncertainties related to hydrologie responses to possible cli
mate change. Among these, possible increases in sediment 
loading would perturb the functioning of power-generating 
infrastructure. 

Sensitivity of mountain hydrology to cHmate change is a key 
factor that needs to be considered when planning hydropower 
infrastructure. In the future, a warmer and perhaps wetter green
house climate needs to be considered. The impact of climate on 
water resources in alpine areas has previously been examined 
by Gleick (1986, 1987a, 1987b) and Martinec and Rango 
(1989). Similar studies have related electricity demand to cli
mate (Warren and LeDuc, 1981; Leffler et a l . , 1985; Maunder, 
1986; Downton et a l , 1988). However, few have attempted to 
integrate these impacts of climate change by considering both 
electricity supply and electricity consumption (Jager, 1983). 

Mountain runoff (electricity supply) and electricity consump
tion (demand) are both sensitive to changes in precipitation and 
temperature. Long-term changes in future climate will have a 
significant impact on the seasonal distribution of snow storage, 
runoff from hydroelectric catchments, and aggregated electric
ity consumption. On the basis of a study made in the Southem 
Alps of New Zealand, Garr and Fitzharris (1994) conclude that 
according to future climate scenarios (New Zealand Ministry 
for the Environment, 1990), the seasonal variation of electrici
ty consumption wil l be less pronounced than at present—with 
the largest changes in winter, which corresponds to the time of 
peak heating requirements. There will also be less seasonal 
variation in runoff and more opportunity to generate power 
from existing hydroelectric stations. The electricity system will 
be less vulnerable to climate variability^ in that water supply 
will increase but demand will be reduced. These conclusions 
suggest that climate change wil l have important implications 
for hydroelectricity systems in other mountain areas as well. 

5 . 2 . 4 . 3 . C o m m e r c i a l A c t i v i t i e s : T i m b e r a n d M i n i n g 

Commercial utilization of mountain forests can be affected 
directly and indirectly by climate change. Direct effects 
include loss of viability of commercial species, including prob
lems in regeneration and lower seedling survival. Indirect 
effects relate to disturbances such as fire, insect, and disease 

losses. These indirect effects depend on the influence of cl i
mate on the disturbance agents themselves, as discussed more 
fully in Chapter 1. 

Many of the commercially viable mineral deposits in the world 
are located in mountain regions. While climate has only a 
minor direct influence on exploitation of these resources, h 
may exert a significant indirect influence. Mining causes a sur
face disraption and requires roads and other infrastructure. 
Changes in climate that lead to increases in precipitation fre
quency and/or intensity exacerbate the potential for mass wast
ing and erosion associated with these developments. 
Furthermore, the economics of mineral expolitation often 
requires i n s i t u processing of the extracted ore—for example, 
smeltering and hydrochemical processing. In the latter case, 
climate, especially precipitation and temperature, is a critical 
factor in process design. 

5 . 2 . 4 . 4 . T o u r i s m 

Resources required for tourism are climate-dependent—that is, 
their availability may be affected in the short and long term by 
variability, extremes, and shifts in climatic means. These 
resources include the landscapes of natural and anthropogeni-
cally influenced ecosystems and climatic conditions that are 
suitable for specific activities (Price, 1994). 

Impacts of climate change on tourism in mountain areas may be 
divided into two types: dnect and indirect. The former would 
result from changes in the atmospheric resources necessary for 
specific activities (e.g., clean a k , snow). Indirect changes may 
result from these changes and from wider-scale socioeconomic 
changes, for example, fuel prices and patterns of demand for 
specific activities or destinations. Various indirect impacts may 
also derive from changes in mountain landscapes— t̂he "capital" 
of tourism (Krippendorf, 1984)—which might lead potential 
tourists to perceive them as less attractive, and consequently to 
seek out new locations. There also may be new competition from 
other tourist locations as climates change, particularly on sea
sonal timeframes, especially in relation to vacation periods. 

5 . 2 . 4 . 4 . 1 . W i n t e r t o u r i s m 

Scenarios derived from GCMs have been used to examine the 
possible implications of climate change for skiing in Australia 
(Galloway, 1988; Hewitt, 1994; Whetton, 1994), Austria 
(Breiling and Charamza, 1994), eastem Canada (McBoyle and 
Wall, 1987; Lamothe and Périard, 1988), and Switzeriand 
(Abegg and Froesch, 1994). These studies show that, because 
the length of the skiing season is sensitive to quite small cl i 
matic changes, there could be considerable socioeconomic dis
ruption in communities that have invested heavily in the skiing 
industry. To some extent, such impacts might be offset by new 
opportunities in the summer season and also by investment in 
new technologies, such as snow-making equipment, as long as 
climatic conditions remain within appropriate bounds. Such 
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investments, following seasons with little snow, have provided 
some "insurance" in mountain regions of North America. 
Investment in snow-making equipment has been somewhat 
less widespread in some European countries such as 
Switzerland (Broggi and Wil l i , 1989), despite the fact that sea
sons with httle snow, especially at critical times such as during 
the Christmas and New Year period, can be economically dev
astating to mountain communities. Artificial snow-making 
often raises environmental concern because of the quantities of 
energy and water required for snow-making, the disturbances 
generated during the operation of the equipment, and the dam
age to vegetation observed following the melting of the artifi
cial snow cover. 

5 . 2 . 4 . 4 . 2 . M o u n t a i n - p r o t e c t e d areas 

Types of tourism vary from "wilderness tourism" in relatively 
pristine ecosystems to highly developed resorts designed ini
tially for downhill skiing and, increasingly, for year-round use. 
The question of the management of protected areas in North 
American mountains under global climate change has been 
considered by Peine and Martinka (1992), Peterson et a l . 
(1990), and Peine and Fox (1995). These studies predict 
increasing conflicts between different objectives, particularly 
recreational use and the protection of ecosystems and species. 

Strategies advanced for mitigating adverse effects of global ch
mate change include the establishment of refugia (i.e., areas 
protected by law from human influences). Mountain-protected 
areas represent a topographically complex environment that is 
important for the economic and spiritual sustenance of many 
human cultures. As human populations continue to grow, use 
of this biologically diverse resource has accelerated, highlight
ing a strategic role for protected areas that includes both con
servation and scientific interests. From a global conservation 
perspective, protecting representative samples of mountain 
resources is a high-priority goal. At the same time, scientists 
are more frequently using protected areas as controls for land-
use research and as sites for long-term environmental monitor
ing. Despite their environmental and scientific value, however, 
such preserves represent small and fragmented landscapes, 
making them vulnerable to species migrations and extinctions. 

5.3. Future Research and Monitoring Needs 

Future research needed to understand and predict effects of cli
matic change on mountain regions should represent balance and 
coordination between field studies, including paleoenvkonmen-
tal data collection; monitoring; experimental studies; and mod
eling (Guisan et a l , 1995). Research requirements include: 

• Specific regional field studies (ttansects, data acquisi
tion, mapping, observations at high elevation, and so on). 

• Paleo data to establish basehnes, to evaluate respons
es of ecosystems to natural climate variabihty, and to 
provide data for model verification 

• Monitoring to establish long-term baseline data, in 
particular in potentially sensitive regions (e.g., remote 
areas, high elevations) 

• Experimental studies to improve fundamental under
standing, to test hypotheses, and to provide empirical 
information for modeling studies 

• ModeHng to amehorate climate scenarios using vari
ous downscaling approaches, to improve understand
ing of how topographic and edaphic variability influ
ence ecosystems and natural resources on the region
al scale, and to improve mechanistic modeling of 
physical, biological, and socioeconomic systems 

• Integrated assessment models to address the complex 
interrelationships of different systems in mountain 
regions and to provide valuable multidisciplinary infor
mation to a range of end-users, including policymakers. 
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EXECUTIVE SUMMARY 

Although there are many different systems for defining and 
classifying wetlands, for this chapter we define wetlands gen
erally as areas of land where the water table is at or near the 
surface for some defined period of time, leading to unique 
physiochemical and biological processes and conditions char
acteristic of waterlogged systems. Wetlands exist in both 
inland and coastal areas, covering approximately 4-6% of the 
Earth's land surface. They are found on every continent except 
Antarctica and in every climate from the tropics to the tundra. 
This chapter examines the possible impacts of climate change 
on non-tidal (primarily inland) freshwater wetiands. 

Wetlands have many functions that have socioeconomic benefits: 
They provide refuge and breeding ground for many species, 
including commercially valuable ones; tiiey are areas of high bio
diversity; tiiey control floods and droughts and improve water 
quality; and they are used for recreation and education. The direct 
economic value of these beneflts varies between regions. 

Human activities—such as the conversion of wetiands to agri
cultural and forest lands, construction of dams and embank
ments, and peat mining—already pose a serious threat to wet
lands worldwide. Mainly as a resuh of these activities, it is 
estimated that more than half of the world's wetlands have dis
appeared during the last century. These anthropogenic effects 
are most notable in densely populated areas and are expected 
to increase, especially in developing countries. 

We are highly confident that climate change wil l have its great
est effect on wetlands by altering their hydrologie regimes. 
Any alterations of these regimes wil l influence biological, bio
geochemical, and hydrological functions in wetiand ecosys
tems, thereby affecting the socioeconomic benefits of wetiands 
that are valued by humans. Due to the heterogeneity of non-
tidal wetiands, and because their hydrologie conditions vary 
greatly within and among different wetiand types and sites, the 
impacts of climate change on these ecosystems wil l be site-
specific. Impacts can be generalized for specific wetland types 
and, to some degree, wetiand regions. However, generaUzation 
across wetiand types is difficult and cannot be made in terms 
of locations or wetland categories. 

We are highly confident that hydrologie changes or other dis
turbances that change the vegetation types in wetland areas 
will affect other wetiand functions as well. However, many 
wetlands have inherently high spatial and temporal variability 
in plant communities due to climatic variations (e.g., seasonal 
flooding or drought) and variations in microtopography. We 
are confident that in some wetlands a changed plant communi
ty as a result of climate change will resemble at least some 
component of the existing community. 

We are highly confident that climate change will affect the 
cycling of carbon in wetlands: Some carbon-sequestering wet
lands will change from CO2 sinks to sources due to a lowering 
of the water table or increased temperature. Changes in the 
source/sink relationship of wetiands have already occurred in 
parts of the arctic region. Climate change leading to an alteration 
in the degree of saturation and flooding of wetlands would affect 
both the magnitude and tiie timing of CH4 emissions. Drying of 
northem wetlands could lead to declines in CH4 emissions. 

We are confident that climate change will affect the areal 
extent and distribution of wetlands, although at present it is not 
possible to estimate future areal size and distribution of wet
lands from climate-change scenarios. Regional studies from 
east China, the United States, and southem Europe indicate 
that tiie area of wetlands wil l decrease if the climate becomes 
warmer. Chmate warming also would have severe impacts on 
wetiands in arctic and subarctic regions in this respect because 
it would result in a melting of permafrost, which is the key fac
tor in maintaining high water tables in these ecosystems. 

Adaptation, conservation, and restoration of wetiands m response 
to chmate change varies among wetland types and the specific 
function being considered. For regional and global functions (e.g., 
trace-gas fluxes and carbon storage), there are no human respons
es that can be apphed at tiie scale necessary. For wetiand fimctions 
that are local in scale (habitat value, pollution trapping, and to 
some degree flood control), possibihties exist for adaptation, cre
ation, and restoration. However, wetiand creation and restoration 
technologies are just developmg, and we do not yet have reUable 
techniques to create wetiands for many specific purposes. 
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6.1. Introduction 

6 . 1 . 1 . Aims and Goals of the Chapter 

This chapter examines the potential impacts of climate change 
on non-tidal wetland ecosystems and the possible options for 
responding to these changes. Tidal wetlands are covered in 
Chapter 9. 

This chapter gives particular emphasis to the possible impacts 
of climate change on the areal extent, distribution, and func
tions of non-tidal wetlands, in the context of other natural or 
anthropogenic stressors that are likely to affect these ecosys
tems simultaneously. In addition to describing the importance 
of different climate variables and the range of factors that 
determine the sensitivity of individual wetlands, the chapter 
uses four case studies to illustrate the effects of climate change 
on certain defined wetland areas: the Sahel, northem boreal 
wetlands, Kalimantan (Indonesia), and the Florida Everglades. 

This is the first time that IPCC has attempted a detailed assess
ment of the potential impacts of climate change on the strac
ture and function of wetlands. Previous assessments briefly 
touched upon wetlands in a qualitative discussion of methane 
(CH4) sources and sinks (Melillo et a l . , 1990) and discussed 
wetlands in the context of ecosystem responses to increased 
CO2 concentrations, illustrated by case studies of the arctic tun
dra and a salt marsh. 

The present assessment is hindered because the literature on 
wetlands is highly variable in quality and coverage and large 
gaps in knowledge remain regarding many of their regulating 
processes. In particular, relatively few studies exist on the 
impacts of climate change on inland wetlands; most that do 
exist have been carried out on specific wetland sites and/or 
have tended to focus on the Northern Hemisphere. These fac
tors are reflected in the examples and conclusions in this chap
ter and in the emphasis on case studies. Recently, wetlands and 
wetland-related topics have begun to receive increasingly 
greater attention, and new information is expected to be pub
lished in the near future. 

6.1.2. D e f i n i t i o n 

Wetlands exist in both inland and coastal areas, covering 
approximately 4-6% of the Earth's land surface. A wide vari
ety of wetland definitions are found in the literature. Cowardin 
et a l . (1979) argue that there is no single, correct, indisputable, 
ecologically sound definition for wetlands, primarily because 
of the diversity of weflands and because the demarcation 
between dry and wet environments lies along a continuum. In 
general, a wetland describes any area of land where the water 
table is at or near the surface for some defined period of time, 
leading to unique physiochemical and biological processes and 
conditions characteristic of shallowly flooded systems (Mitsch 
and Gosselink, 1993). This chapter wil l discuss both perma
nent and temporary wetlands. 

6.1.3. Classification 

Wetlands usually are categorized according to their character
istic vegetation; their location (coastal or inland); the salinity 
of the water they contain; or other biological, chemical, hydro-
logical, and geographical features. Coastal wetlands are influ
enced by the ebb and flow of tides and may include tidal salt 
marshes, tidal freshwater marshes, and mangrove swamps (see 
Chapter 9). 

This chapter covers inland wetlands, or those not subject to tidal 
influences—including peatlands, swamps, marshes, and flood-
plains. Peatlands consist of bogs and fens, which may be forest
ed, and are peat-accumulating wetlands in moist climates (peat 
is partially decomposed plant material). Bogs are acidic, poor in 
nutrients, and receive water from precipitation only, whereas 
fens are generally circumneutral, richer in nutrients, and receive 
water primarily from overland flow and/or groundwater. 
Swamps or forested wetlands are areas with little or no peat 
accumulation. Marshes or herbaceous wetlands and floodplains 
are flooded areas along rivers or lakes (Zoltai and Pollet, 1983). 

More than seventy global classification schemes exist intema-
tionally. Because the response of wetlands to cUmate change 
tends to be site- or region-specific, no existing scheme is use
ful for this chapter in relating geographic or physical features 
with climate responses. For this reason, this chapter will focus 
on describing the climate and other variables that determine the 
response of individual wetland sites, rather than attempting to 
correlate responses with particular wetland types. 

Many studies have shown that hydrologie parameters are 
strong controllers of wetland ecosystem structure and func
tion (Gosselink and Turner, 1978; Novitzki, 1989; Kangas, 
1990). The source, renewal rate, and timing of the water 
regime directly control the spatial and temporal heterogene
ity of wetland ecosystem structure and function. The 
hydroperiod—defined as the depth, frequency, duration, and 
season of flooding—is usually the single most important reg
ulator in wetlands, controlling many of their important char
acteristics (Lugo et a l . , 1990a). The hydroperiod is deter
mined by the climate, topography, catchment area, soils, and 
geology of the region in which the wetland is situated 
(Armentano, 1990). 

For this assessment, we focus on climate-change effects on 
hydrology as an integrative tool for our analysis. However, 
these effects are highly site-specific, and there are few general, 
categorical conclusions that can be drawn. There is extreme 
hydrological variation between and even within individual 
wetlands, such as differences in the direction of water flow 
(vertical, unidirectional, or bidirectional; Lugo et a l . , 1990b). 
This variabUity, coupled with the resolution at which these 
hydrological differences can be found, reinforces the need to 
describe wetland responses on a site-by-site basis. It is possi
ble to generalize impacts for specific wetland types and, to 
some degree, wetland regions, but it is difficult to generalize 
across different wetland types. 
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T a b l e 6 - 1 : Causes of w e t l a n d losses (modified after D u g a n , 1 9 9 0 ) . 

Floodplains Marshes Peatlands Swamps 

Human Actions 
Drainage for agriculture, forestry, and mosquito control ++ ++ ++ ++ 
Stream channelization for navigation and flood protection + 
Filling for solid waste disposal, roads, etc. ++ ++ 
Conversion for aquaculture + + 
Construction of dikes, dams, and levees ++ ++ 
Discharge of toxic compounds and nutrients ++ ++ 
Mining for peat, coal, gravel phosphate, etc. + ++ ++ 
Groundwater abstraction + ++ 
Sediment diversion by dams, deep channels, etc. ++ ++ 
Hydrological alterations by canals, roads, etc. ++ ++ 
Subsidence due to extraction of groundwater, oil, gas, minerals, etc. ++ ++ 

Natural Causes 
Subsidence + + 
Sea-level rise ++ 
Drought -n- -b+ -b + 
Hurricanes and storms -и + 
Erosion -I- -t-
Biotic effects ++ ++ 

Notes: ++ = common and important cause of wetiand loss; -i- = present but not major cause of wetiand loss. 

T a b l e 6-2: W e t l a n d values (modified after D u g a n , 1 9 9 0 ) . 

Floodplains Marshes Peatlands Swamps 

Function 
Groundwater recharge ++ ++ + + 
Groundwater discharge -t- -и- н- ++ 
Flood control + + -H+ + ++ 
Erosion control -I- ++ 
Sediment/toxicant retention ++ ++ ++ 
Nutrient retention ++ ++ ++ ++ 
Biomass export ++ -i- -i-
Storm protection -i-
Microclimate stabilization + -i- + 
Water transport + 

Recreation/tourism + + + + 

Products 
Forest resources + ++ 
Wildtife resources ++ + + 
Fisheries ++ ++ + 
Forage resources ++ -n-
Agricultural resources ++ + + 
Water supply + + + + 
Attributes 
Biological diversity ++ + + + 
Uniqueness to culture -i- + -i- + 

Notes: -ь+ = common and important value of that wetiand type; = less common and important value. 
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wetlands are being used to treat wastewater. Declines in these 
functions due to chmate change could have important econom
ic and aesthetic implications, particularly in heavily developed 
areas (Arheimer and Wittgren, 1994). 

6.3. Sensitivities and Impacts 

6 . 3 . 1 . W h i c h Wetlands a r e Most V u l n e r a b l e 
to C l i m a t e Change? 

It is difficult to determine the vulnerability of specific types of 
non-tidal wetlands to climate change. One hue of reasoning 
suggests that wetlands in naturaUy stressed environments 
appear to tolerate less additional stress than those located in 
favorable conditions (Lugo and Brown, 1984), meaning that 
they are more vulnerable to the alterations in hydrological 
regimes that are expected to result from climate change. By 
this reasoning, depressional wetlands (found in depressions in 
the landscape) with small watershed areas and situated in areas 
where the climate is either dry or wet at present will be most 
susceptible to these effects (Mitsch and Wu, 1995). In contrast, 
wetlands along floodplains and lakes should be able to adapt to 
a changing climate by migrating along river edges up- and 
downstream as well as up- and downslope to follow water— 
although the efficiency of such migration will be dependent on 
a number of factors, including catchment area, topography, and 
human settlements. 

A second line of reasoning suggests that wetland types that 
have a large degree of inherent exposure to high spatial and 
temporal variation in environmental conditions may have a 
greater potential for adaptation to climate change (see 
Section 6.4). 

Arctic and subarctic peatiands will be extremely vulnerable to 
climate change if warmer temperatures lead to a thawing of the 
permafrost layer and affect their hydrology through drainage or 
flooding (Gorham, 1994; Oechel and Vourlitis, 1994; OTA, 
1993). These wetiands have a Umited capacity to adapt to cl i
mate change because it is unlikely that new permafrost areas 
will form. In addition, non-tidal wetiands located near the coast 
are vulnerable to changes in climate due to sea-level rise, 
which would have severe impacts resulting from chemical and 
hydrological changes caused by intrusion of saline seawater 
(see Section 6.5.5). 

6.3.2. I m p o r t a n c e of Different C l i m a t e V a r i a b l e s 

No single factor determines how climate change will affect 
individual wetland ecosystems. The variables that are predict
ed to change include temperature, precipitation, and CO2 con-
centiations, resulting cumulatively in changes in water avail
ability. Changes in the frequency and duration of flooding and 
drought and any alterations in disturbance regimes wUl be par
ticularly important in determining how the ecological functions 
of wetlands ultimately are affected. 

6 . 3 . 2 . 1 . T e m p e r a t u r e 

Temperature is an important factor contioUing many of the 
ecological and physical functions of wetlands. Primary pro
ductivity, microbial activity, and habitat are aU conttoUed to a 
certain extent by temperature. Temperature also affects evapo-
ttanspiration rates, which has implications for the hydrological 
regime of wetiands by transporting water from the ecosystem 
to the atmosphere. 

6.3.2.2. P r e c i p i t a t i o n 

Precipitation regulates the direct inflow and amount of water to 
wetiand ecosystems. However, the effect of a change in pre
cipitation on a given wetiand will depend on the type of wet
land and the topographic and geographic characteristics of the 
region (drainage area, relief, and so forth). For example, very 
large wetiands, like the Okawango delta in Africa, are supplied 
with water from a considerable distance. In this case, the spa
tial variability of climate change could affect the balance 
between supply and evaporative demand. Further, in wetlands 
located along floodplains, a change in water availability 
throughout the drainage area or region will affect flooding and 
the hydrological regime in complex ways. 

Poiani et a l . (1995) show that the seasonaUty of precipitation 
changes is very important to wetiand ecosystems. Climate 
change affecting spring precipitation and runoff may have the 
greatest impact on wetiand hydrology and vegetation. Some 
modeling studies have indicated that there may be a threshold 
temperature beyond which changes in precipitation become 
less important to wetland hydrology. In one study, Poiani and 
Johnson (1993) conclude that precipitation changes are much 
less influential on hydrological regimes under a ч-4°С scenario 
than under a +2°C scenario. 

6.3.2.3. CO2 C o n c e n t r a t i o n 

Current research suggests that elevated COj levels may have a 
dhect fertiUzation effect on some types of vegetation, leading to 
higher production rates (Idso and Kimball, 1993). Elevated CO2 
concenttations seem to increase plant tolerance to sttess, includ
ing photoinhibition, high or low temperature exttemes, drought, 
and waterlogging (Hogan et a l . , 1991). However, multi-species, 
intact ecosystems may show complex responses to an increase 
in CO2 concentrations (Komer and Amone, 1992). Elevated 
CO2 concenttations in the atmosphere also may affect the rate 
of evapottanspiration through changes in water usage by plants 
(Bunce, 1992; Kimball and Idso, 1983). However, the effects of 
increased CO2 on ttanspiration and water-use efficiency appear 
to decrease as water availabUity increases or as temperature 
decreases (Oechel and Strain, 1985). Any changes in transpka-
tion may influence regional water balances and hydrological 
regimes because vegetation is a critical component of the 
cycling of water between soils and the atmosphere (Salati and 
Vose, 1984). UntU detailed mechanistic questions regarding the 
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biochemistry and physiology of wetland vegetation can be 
resolved, the extent to which wetlands will respond to increased 
CO2 concentrations remains uncertain (Larson, 1994). 

6.3.2.4. Extreme Events 

Wetlands are sensitive to extreme climate events such as heavy 
spring flooding and summer drought (Gorham, 1991). 
Potential changes in precipitation patterns related to the ampli
tude, periodicity, or frequency of extreme events are critical 
components in modeling wetland responses to climate change 
(Poiani and Johnson, 1993). Extreme droughts make wetlands 
more sensitive to fire (see Sections 6.5.4 and 6.5.5; Gorham, 
1994), which could impact ecological functions such as vege
tation cover, habitat value, and carbon cycling. At the same 
time, such biomass burning is likely to result in massive emis
sions of smoke particles (aerosols) to the atmosphere, which 
may offset some warming, at least regionally (Penner et a l . , 
1992). Sea-level rise may affect some inland wetlands, causing 
saltwater intrusion that could resuh in an encroachment of salt-
tolerant wefland communities. 

6.3.2.5. Water A v a i l a b i l i t y a n d Movement 

Combined changes in temperature, évapotranspiration, precip
itation, and CO2 concentrations ultimately affect the hydrolog
ie regime in a wetland ecosystem. It is critical to consider these 
combined effects because responses can be nonlinear. For 
example, it has been found that relatively small differences in 
precipitation can produce substantial differences in water level, 
especially for smaller temperature increases (Poiani and 
Johnson, 1993). Whereas decreased water availability will 
cause wefland loss due to concomitant drying, climate models 
suggest that some areas wil l become wetter—particularly high-
latitudes in the winter. Although few studies have examined the 
potential impacts in these cases, it is conceivable that wetter 
conditions could be conducive to wefland development in areas 
not currentiy occupied by wetiands—as has occurred in areas 
of the Sahel (see Section 6.5.2). 

In some cases, the movement of water in itself can benefit wet
lands because it contributes to nutrient transport, aeration, and 
so forth, and because species can more readily distribute them
selves according to the hydrological conditions to which they 
are adapted. Hoods also create currents capable of exporting 
toxic compounds that otherwise could accumulate in sediments 
(Lugo et a l , 1990a). However, extremely intense hydrological 
fluxes tend to stress wetiand ecosystems. 

6.3.3. Effects on Wetlands D u e to Climate Change 

CUmate changes affecting the areal extent, distribution, and 
hydrological regimes of wetiands are expected to have impor
tant effects on their ecological functions. These effects must be 
assessed in light of many uncertainties, particularly concerning 

the interactions of atmospheric water, surface water, and 
groundwater components of wetlands (Winter, 1988). 

6 . 3 . 3 . 1 . A r e a l Extent a n d D i s t r i b u t i o n 

At present, regional scenarios do not provide adequate infor
mation to determine the direction or magnitude of change in 
the areal extent of wetlands (Gorham, 1991). It seems likely 
that some wetland regions will become moisture-limited, while 
other non-wetland areas will develop a climate conducive for 
wetland development. At this time, however, any estimation of 
the change in global areal extent would be very uncertain (see 
Gorham, 1991). 

A few studies have attempted to estimate possible regional 
changes in wetland distribution, although they tend to involve 
areas that are projected to experience net losses in water avail
ability rather than areas that are expected to experience 
increases. For example, a study by Brock and van Vierssen 
(1992) of hydrophyte-dominated wetiands in southem semi-
arid regions of Europe concludes that an increase in tempera
ture of 3-4°C would decrease the areal extent of habitat for 
hydrophytes by 70 to 85% within 5 years—suggesting that 
wetlands in other semi-arid and arid regions will be very sen
sitive to climate warming (see Section 6.5.2). 

Poiani and Johnson (1993) conducted a study to understand how 
possible changes in the areal extent of a semipermanent wetiand 
in the prairie pothole region of the United States might affect its 
ecological functions. For this study, they developed a simulation 
model for hydrological and vegetation responses. Using output 
from the Goddard Institute for Space Studies (GISS) general cir
culation model (GCM) for current and doubled-C02 climates 
(mean monthly air-temperature increase of 3 to 6°C and precip
itation ranging from -17% to + 2 9 % ) in an 11-year simulation, 
they project a 3% increase in the overall size of this wetland 
under current climate but a decrease of nearly 12% under the 
greenhouse scenario. Further, the areas of open water would 
decrease from 51% at tiie beginning of the simulation to 0% by 
the fourth year, allowing emergent plant species to spread over 
the entne wetland. This change would have serious implications 
for the wildlife in the region because these areas are extremely 
important breeding areas for waterfowl (see Section 6.2.1). This 
study indicates tiiat even if the total decrease in wefland area due 
to a warmer climate is relatively smaU (12%), the overaU change 
in wetiand characteristics can have severe effects on many of the 
existing functions and values of wetlands. The model also indi
cates that wetland size, depth, and vegetative characteristics are 
more sensitive to changes in temperature than to either increas
es or decreases in precipitation. 

Another study of the prairie pothole region (Larson, in press) 
examines the relationship between climate variables and the 
percentage of wet basins, using a multiple linear-regression 
model. This study focuses on closed-basin wetiands surround
ed by either grassland or aspen parkland. The study found that 
when temperatures increase by 3°C in subsequent model runs 
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(15 years simulated), the Canadian and U.S. grassland models 
project declines in the percentage of wet basins of 15% and 
28%, respectively. The aspen parkland model, however, pro
jects a decUne of 56% in the number of wet basins with 
increased temperatures. Model response to changes in precipi
tation were uniform and small across the region. A n important 
consequence of geographical differences in wetland response 
to temperature is that as waterfowl extend their migrations far
ther north in drought years, they may face decreased probabil
ity of finding suitable wetlands. 

A study by Zhang and Song (1993) examines the possible 
effects of cUmate change on the areal extent of the wetlands of 
eastern China, where 75% of the country's wetlands are locat
ed. The study examines climate change under six hypothetical 
climate scenarios (precipitation increasing or decreasing by 
10% and temperature increasing 1,2, and 3°C); the areal extent 
of herbaceous wetlands declines under all scenarios. 

At high northem latitudes, warming could cause a poleward 
migration of the northem treeline. This shift would decrease 
the winter albedo because the tree canopy has much lower 
albedo than exposed snow surfaces (Bonan et a l , 1992), great
ly affecting regional cUmate by absorbing more of the sun's 
incoming energy. 

Another implication for northem peatlands is the expected 
melting of permafrost due to higher temperatures (see Chapter 
7). Harriss (1987) concludes that an increase in temperature of 
2°C would shift the southem boundary of permafrost in the 
Northern Hemisphere to the north. The. melting of permafrost 
is likely to have drastic effects on peatiand hydrology and land
scape pattems, leading to lowered water tables in some areas 
and flooded thaw lakes in others, as well as to thermokarst ero
sion (Billings, 1987; Gorham, 1991). It has been suggested 
(Zoltai and Wein, 1990) that such melting may shift bogs on 
permafrost back to fens, from which they originated after the 
warm mid-Holocene period. Vegetetation could shift from 
black sprace/SphagnumAichen (which are typical for bog 
ecoystems) to grasses, sedges, and reeds. Further, the rate of 
climate-change impacts on northem peatlands may be such that 
it causes degradation of southem regions much faster than the 
northem regions can expand northward (Gorham, 1991). These 
shifts also would have implications for the carbon cycle, as 
well as the flux of especially CH4 from northem peatlands (see 
Section 6.5.3). 

6.3.3.2. F u n c t i o n s 

Functions are processes necessary for the self-maintenance of 
ecosystems, such as primary production, nutrient cycling and 
decomposition. Wetland functions can be categorized as bio
logical, biogeochemical, or hydrological. These are distinct 
from, but often translate into, the socioeconomic values per
ceived by society (Brinson, 1993). None of these categories is 
exclusive, and each may influence the other; for example, any 
changes in wetland plant species have far-reaching effects on a 

wide range of wetland functions due to the unique stractural, 
chemical, and ecological characteristics of different plants. 

6 . 3 . 3 . 2 . 1 . B i o l o g i c a l f u n c t i o n s 

Biological functions relate to vegetation, habitats, and species 
diversity. Climate changes resulting in increased or decreased 
temperature and water availability wiU affect the composition 
and production of vegetation, the quality and areal extent of 
habitat available for species, and species composition and 
diversity (Thompson and Hamilton, 1983; Junk, 1983, 1993; 
Bradbury and Grace, 1983; Reader, 1978; Bernard and 
Gorham, 1978). 

The species composition of plant communities in wetlands is 
critically affected by water movement and hydroperiod (Lugo et 
a l . , 1990a). Often, extended flooding and a longer hydroperiod 
wiU result in tree mortality and the replacement of forest by 
herbaceous vegetation (Lugo ei a l , 1990a). A long-term lower
ing of the water table would probably lead to similar changes in 
the composition and production of the vegetation as found in 
drainages made for forestry (e.g., in Sweden and Finland). 

In forested wetlands subjected to drainage, the lowering of the 
water table has resulted in an increase in tree-stand volume 
(Keltikangas et a l , 1986; Hânell, 1988). Based on data from 
several different wetland types given by Hânell (1988), Rodhe 
and Svensson (1995) calculate that the increase in tree-stand 
volume could range between 1.2-6.0 kg dry biomass/m^. 
Similar resuhs are reported in studies on wetlands in Finland 
(Ilvessalo and Ilvessalo, 1975). 

Changes in wetland plant communities can have important 
effects on decomposition, nutrient cycling, and plant produc
tion functions. The nature and amount of plant litter production 
strongly influences wetland soil microbial populations (Melillo 
et a l , 1982; McClaugherty et a l , 1985; Bowden, 1987). 
Several studies have found strong Unks between wetland plant 
community types and microbial decomposition and nutrient-
cycling processes in fens and bogs (Svensson, 1976, 1980; 
Svensson and Rosswall, 1984; Verhoeven et a l , 1990; 
Verhoeven and Arts, 1992; van Vuuren et a l , 1992, 1993; 
Koerselman et a l , 1993). Microbial decomposition of litter 
and the release or "mineralization" of nutrients contained 
therein enhances plant productivity and litter quality (nutrient 
content, degradability; Pastor, 1984). Different plant commu
nities demonsttate different rates of nitrogen availabihty to 
plants, carbon storage, and microbial processing of pollutants 
(RosswaU and GranhaU, 1980; Pastor et a l , 1984; Morris, 
1991; Duncan and Groffman, 1994; Weisner et a l , 1994; 
Schipper et a l , 1994). 

The physical and chemical characteristics of plants also steong-
ly influence insect species and populations, which provide Ufe-
support functions for wetland-dependent birds, fish, and mam
mals (Mitsch and Gosselink, 1986; Kiviat, 1989). In conserva
tion biology, there is intense interest in the effects of changes 



N o n - T i d a l W e t l a n d s 225 

in plant species on the habitat value of wetlands (Bratton, 
1982; Harty, 1986; Mooney and Drake, 1986; Center et a l , 
1991; McKnight, 1993). 

6.3.3.2.2. B i o g e o c h e m i c a l f u n c t i o n s 

Biogeochemical functions include pollution trapping and 
waste processing, carbon cycling (Svensson, 1986; Armentano 
and Menges, 1986; Silvola, 1986; Sjors, 1980; Gorham, 1990, 
1991; Miller et a l , 1983; Marion and Oechel, 1993), and the 
flux of greenhouse gases (Svensson et a l , 1975; Svensson, 
1976; Aselmann and Crutzen, 1989; Matthews and Fung, 1987; 
Bartlett and Harriss, 1993; Matthews, 1993; Bartlett et a l , 
1989; Urban et a l , 1988; Freeman et a l , 1993; Martikainen et 
a l , 1993; PuUiam, 1993). 

Wetlands, and especially peaüands, play a significant role in 
the carbon cycle and presentiy are net sinks of carbon. A recent 
compilation of estimates of the amount of carbon held in soil 
as organic matter (Woodwell et a l , 1995) gave a mean of 1,601 
Gt, of which about 20% (412 Gt of C) is stored in peatiands. 
Estimated average accumulation rates for boreal and subarctic 
peatlands range from 0.05-0.11 Gt C/yr (Armentano and 
Menges, 1986; Silvola, 1986; Sjors, 1980; Gorham, 1990, 
1991; Miller et a l , 1983; Marion and Oechel, 1993). However, 
some peats may have reached a balance between the degrada
tion and addition rates of organic matter (Maimer, 1992; 
Warner et a l , 1993). 

Laboratory experiments and field studies have shown that low
ering the water table by 20-30 cm could increase CO2 fluxes 
from peat soil 1.5-2.5-fold (Silvola et a l , 1985; Moore and 
Knowles, 1989). However, it seems that changes in the water 
table are more significant between 0-30 cm than between 
30-60 cm (Silvola et a l , 1985). Any lowering of tiie water 
table would mean, on the average, an extra carbon release of 
about 100-300 g C/m^/yr. Further, an increase in temperature 
of 1-5°C in northern peatlands could decrease carbon accumu
lation by 10-60% due to enhanced microbial activity (see 
Section 6.5.3). Very little is known about peatiands in tropical 
regions, and there is some disagreement about whether tropical 
peatiands at present function as net carbon sinks or sources 
(Immirzi and Maltby, 1992; Sorensen, 1993; Sieffermann et 
a l , 1988; see Section 6.5.4). They are, however, large carbon 
stores, and any significant changes in the degree of storage 
have imphcations for carbon cycling. 

In the recent geologic past, the tundra was a sink of 0.1-0.3 Gt 
C/yr (Miller et a l , 1983; Marion and Oechel, 1993). However, 
recent climatic warming in the arctic (see Lachenbruch and 
Marshall, 1986; Chapman and Walsh, 1993), coupled with the 
concomitant drying of the active layer and the lowering of the 
water table, has shifted areas of the arctic from sinks to sources 
of CO2 (Oechel et a l , 1993). For example, arctic areas that 
were sinks of 0.1 Gt C/yr now are sources of 0.1-0.6 Gt C/yr 
(Oechel et a l , 1993; Zimov et a l , 1993). This illustration of a 
response of a northem wetiand to warming suggests a major 

change in ecosystem function that may be an early indication 
of global change in a natural ecosystem. 

Although wefland vegetation fixes atmospheric CO2, biogeo
chemical processes give rise to other greenhouse gases, such 
as CH4. The estimated contribution of wetlands to the annual 
atmospheric C H 4 burden is 55-150 Mt/yr (Prather et a l , 
1994). However, the flux measurements on which these esti
mates are based are biased toward wetiands in northem North 
America and the Scandinavian countries (Bartlett and Harriss, 
1993; Matthews, 1993). CUmate change leading to an alter
ation in the degree of saturation and flooding of wetiands 
would affect both the magnitude and tiie timing of C H 4 emis
sions (see Section 6.5.3.2). Drying of northem w e t l a n d s could 
lead to declines in CH4 emissions (Roulet et a l , 1993; 
Martikainen et a l , 1995). Although emissions of N2O from 
wetiands usually are low (Urban et a l , 1988; Freeman et a l , 
1993; Martikainen et a l , 1995), a lowering of the water table 
could increase emissions. 

CUmate change also can affect the chemical properties of wet
lands. Some non-tidal wetiands are saline due to the suфlus of 
évapotranspiration over precipitation. If rates of évapotranspi
ration increase, there is a risk that more salts will accumulate 
in these wetlands, which could impair the value of wetlands 
due to the loss of intolerant species. Wetlands that are present
ly freshwater could become saline. However, in regions facing 
a decrease in évapotranspiration, the existing saUne wetiands 
could gradually change as salinity decreases. This will affect 
the chemical properties of the wetiands—which, in turn, has 
consequences for biological and ecological characteristics, 
affecting vegetation, habitat value, and species composition 
(including the invertebrate community; Swanson et a l , 1988). 

A n increase in temperature also will affect processes such as 
poUution trapping and waste processing because these process
es are regulated by microbial activity and plant uptake, which 
are important sinks for nutrients (such as nitrogen and phos-
phoras) and various kinds of pollutants (heavy metals, pesti
cides and herbicides; Gilliam et a l , 1988; van der VaUc et a l , 
1979; Brinson, 1990; Brix and Schiemp, 1989; Johnston, 
1991; Mitsch and GosseUnk, 1993). However, the key features 
to which these water-quality functions are connected are cou
pled to the water regimes of wetlands (Kadlec, 1989), so it is 
impossible to make any general statements about the impact of 
cUmate change on these functions. 

6.3.3.2.3. H y d r o l o g i c a l f u n c t i o n s 

Hydrological functions include flood control (Andriesse, 1988; 
Novitzki, 1979; Boelter, 1966; Gosselink and Maltby, 1990) 
and aquifer recharge (Bemaldez et a l , 1993). Wetiands tem
porarily store runoff water, thereby reducing floodwater peaks 
and protecting downstiream areas (Andriesse, 1988; Novitzki, 
1979; Boelter, 1966; Gosselink and Maltby, 1990). A reduction 
of wetiand area due to climate change could severely hamper 
flood-control efforts in some regions. Under certain conditions. 
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climate change could enhance recharge to major aquifers by 
overlying wetlands—^particularly in arid or semi-arid regions, 
where groundwater is of considerable importance as a source 
for public water supply and irrigation (Bemaldez et a l . , 1993; 
see Section 6.5.2). The contribution of wetlands to groundwa
ter resources depends on the detention of water within the wet
land during dry periods; this is likely to be reduced by loss of 
wetlands (Bemaldez ei a/., 1993). 

At northern latitudes, projected higher spring and winter tem
peratures would likely affect the amount and timing of ranoff 
from snowmelt and rainfall by changing the pattems of soil 
freezing and thawing (Mimikou et a l . , 1991). It also would 
decrease the ratio of snow to rain, leading to additional changes 
in spring snowmeh (Cohen, 1986; Gleick, 1987; Croley, 1990). 

6.3.4. Interactions Between C l i m a t e Change and 
Other W e t l a n d Stressors 

The impacts of climate change on wetlands will interact with 
other anthropogenic stresses. Due to the importance of hydro-
logical regime and wetland response, we confine ourselves to 
discussing the cumulative impacts of hydrological changes in 
wetlands. Apart from climate change, the most common dis
turbances to the hydrological regimes of wetland ecosystems 
are alterations in plant communities, storage of surface water, 
road constraction, drainage of surface water and soil water, 
alteration of ground water recharge and discharge areas, and 
pumping of ground water. A l l of the anthropogenic activities 
and natural causes mentioned in Table 6-1 will , to various 
extents, impact the hydrology of wetlands. Drainage for agri
culture, for example, would cause drastic changes in water 
level and means near-total destraction of wetland ecosystems, 
whereas construction of dams for water management could be 
less severe if efforts to maintain waterflow through the sub
jected wetlands are made. Due to site-specific responses by 
wetland ecosystems and the large range of plausible anthro
pogenic and natural stressors, a quantitative evaluation of them 
in combination with climate change is difficult. It is conceiv
able, however, that within the next decades the main threat to 
wetlands is likely to be due to anthropogenic activities rather 
than climate change. 

6.4. Response Options—Adaptation, Conservation, 
and Restoration 

The prospects for adaptation, conservation, and restoration of 
wetland ecosystems in response to chmate change varies with 
wetland type and the specific wetland function being consid
ered. For wetland functions that are an aggregated product of 
regional or global wetland resources (e.g., trace-gas fluxes, 
carbon storage), there are no human responses that can be 
applied at the necessary scale. Moreover, changes in these 
functions as wetlands adapt to cUmate change are difficult to 
predict due to the site-specific nature of wetland responses to 
climate change. 

For wetland functions that are more local in scale (e.g., habitat 
value and pollutant absorption), prospects for adaptation, con
servation, and restoration are better than for large-scale func
tions. However, these prospects will vary strongly with wet
land type. Some wetland types have a higher potential for 
adaptation to cUmate change due to their inherent exposure to 
high spatial and temporal variation in environmental condi
tions. For example, the prairie pothole wetlands discussed in 
Section 6.3.3.1 respond dynamicaUy and naturally to wide 
variation in seasonal and annual climate (van der Valk and 
Davis, 1978; Poiani and Johnson, 1989). 

Other wefland types—for example, boreal peatlands—have 
high spatial variability in plant communities caused by varia
tion in macro- and microtopography (Sjors, 1950). Hotter, 
drier, and/or wetter cUmates will result in a change in the wet
land community in these wetlands, but the natural spatial and 
temporal variation inherent in these systems suggests that the 
changed community will resemble at least some component of 
the existing community (Poiani and Johnson, 1989). 

Given the site-specific nature of wetland responses to climate 
change and the importance of inherent variation in fostering 
potential for adaptation, wetiand conservation and restoration 
efforts should focus on preserving this variation (McNeely, 1990; 
Leemans and Halpin, 1992; Peters and Lovejoy, 1992). Wetiand 
restoration and creation technologies have a great potential for 
amelioratmg the effects of climate change on wetiand functions. 
However, wetland ecology is complex, and the enthusiasm for 
wetland creation and restoration has outpaced the scientific 
understanding and technological development needed to success
fully create wetlands for specific purposes (Reed and Brown, 
1992; van der Valk and Jolly, 1992). Key areas of concem in wet
land creation are how to estabUsh a persistent and resilient assem
blage of desked wetland plants, and a lack of understanding of 
tiie relationships between different plant assemblages and a range 
of wetland functions—from microbial pollutant-attenuation 
mechanisms to sequesttation of soil carbon to food-chain support 
(Zedler and Weller, 1990; Pickett and Parker, 1994). 

6.5. Examples and Case Studies 

6 . 5 . 1 . I n t r o d u c t i o n 

This section uses case studies from certain defined wetiand 
areas and regions to demonstrate climate-change impacts on 
different wetiand types and geographic locations. The areas 
selected for these studies are the Sahel region of Africa, nortii-
em wetiands, the KaUmantan of Indonesia, and the Florida 
Everglades of the United States. These different locations will 
provide insight into the uses and responses of peatiands, 
marshes, and floodplains, as well as measures that are present
ly being taken in some places to restore wetiands affected by 
human uses and alterations. 

The purpose of the case studies is to Ulusttate the general con
cepts described in this chapter through specific examples and 
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to identify factors that malee wetlands more or less vulnerable 
to any possible changes. The case studies also illustrate the 
type of information needed for any given location in order to 
conduct an assessment of potential risks, as well as the speci
ficity of the information that may be gleaned about possible 
impacts at this time at individual sites. 

Most of the case studies deal with the local functions, uses, and 
benefits of the wetlands and how these wil l be affected by cli
mate change: These wetlands are valuable to nearby popula
tions as sources of water, as agricultural land, as habitat for 
species, and for their other hydrological functions. Some of the 
case studies deal with the biogeochemical functions of wet
lands and the ways in which human alterations and climate-
change impacts on wetlands could affect the cycling of COj, 
CH4, and N2O to the atmosphere, which would result in glob
al-warming feedback. 

6.5.2. Case Study: The Sahel 

6 . 5 . 2 . 1 . B a c k g r o u n d 

The SaheUan wetlands are dynamic ecosystems (see Box 6-1). 
During the past 2 decades, new wetlands of up to 1,800 hectares 
have formed, while other wetlands have been degraded (Piaton 
and Puech, 1992; Brouwer and Mullié, 1994a). Wetlands in the 
Sahel include the floodplains of the large rivers and Lake Chad, 
as well as thousands of small permanent and temporary wetland 
ecosystems scattered throughout the region (see Sally et a l , 
1994; Brouwer and MuUié, 1994a; Windmeijer and Andriesse, 
1993). Some of these wetiands, such as the small valley bot
toms, contain water only during ranoff events. 

The small wetlands in the Sahel are very important for agricul
ture (MHE-DFPP, 1991; MHE-Niger, 1991a; Brouwer and 
Mullié, 1994b) and are used for dry-season cropping, using 

moisture left in the soil after the floods have receded, or for 
small-scale irrigation. In the period 1984-91, between 42,000 
and 64,000 hectares of wetiands were used each year in Niger 
for dry-season cropping, generating an annual income of 
$200-$4,300 per hectare (MAE-Niger, 1993; Raverdeau, 
1991; Cherefou Mahatan, 1994). In 1990, 4.1x106 hectares of 
dryland cropping (mostly millet) in Niger generated an income 
of about $70 per hectare. This difference in income per hectare 
is in part a reflection of the quahty of the food produced. The 
small wetiands also have greater production of fish per hectare 
and greater density of birds than the large wetiands (Brouwer 
and Mullié, 1994b; Mullié and Brouwer, 1994). 

6.5.2.2. S o c i e t a l C o n t e x t 

The human carrying capacity of the Sahel region is already 
matched or exceeded by population density (van der Graaf and 
Breman, 1993); dryland agriculture or large-scale migration to 
other parts of the region are unlikely to be able to reheve the 
situation. As a result, wetiands will be more sought-after, and 
pressure for conversion of wetlands to rice flelds should 
increase due to increasing urbanization in West Africa and its 
effects on the demand for rice. 

Droughts also tend to increase pressure on wetlands because 
they affect the migration pattems of people in the area. During 
the severe droughts of 1975 to 1988, the number of villages on 
the Nigerian section of Lake Chad increased from 40 to more 
than 100 (Hutchinson et a l , 1992). Similarly, the use of the 
Hadejia-Nguru wetlands in Nigeria for agriculture has 
increased due to droughts. This increase was not foreseen when 
plans were made for the constraction of dams and irrigation 
projects in the catchment upstream. Wet periods have tradi
tionally meant migration to the normally drier and less-popu
lated northem and westem parts of the Département Tahona, 
Niger. Because these people often stayed despite less-abundant 

Box 6-1, The Wetlands of the Sahel: Effects on Agriculture, Habitat, and Hydrology 

Background: The wetiands of the Sahel region of Africa consist of the floodplains of major lakes and rivers, as well as 
thousands of smaller wetiand ecosystems scattered throughout the region. These smaller wetiands are particularly impor
tant for agriculture and as a source of income from agriculture; floodplains are important for their hydrological func
tions. The wetiands in the Sahel are already expected to come under increased pressure for conversion to agriculture and 
other uses due to urbanization and population growth projected over the next decades. 

Possible impacts: With the possible exceptions of eastem Niger and Chad, climate change is expected to decrease the 
extent of wetiands in the Sahel, due to changes in temperature and precipitation projected by current scenarios. These 
changes are likely to resuU in a net loss of water in most of the large rivers in the Sahel over the next 30-60 years, with 
the exception of the major rivers flowing into Lake Chad. Although few studies exist on the effects on species, the loss 
of wetiands due to climate change could create a risk of extinction for some local populations of turtles and birds. 

Conclusion: Although climate change could have some beneficial effects on the wetland regions of the Sahel, tiiere 
would be many adverse impacts; some could be potentially irreversible. Even if the predicted decrease in rainfall in the 
westem Sahel were followed by a recovery to present levels or more, part of the damage that is likely to occur in the 
interim would be very difficult to repair. 
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rainfall, they increased the pressure on natural resources, 
including wetlands (DDE-Tahoua, 1993). 

6.5.2.3. C l i m a t e C h a n g e E x p e c t e d 

Rainfall in the Sahel region is greater in the north than in the 
south (see Nicholson, 1978, 1994; Hutchinson et a l , 1992). 
This analysis focuses on the wet season (June-August), when 
most dryland crops are grown. According to the IPCC Working 
Group II scenarios (Greco et a l , 1994), precipitation in the 
Sahel zone is projected to decrease by 2020 in the Senegal to 
Burkina area and increase moderately to considerably in Niger 
and Chad. Temperature is projected to increase by 0.5-1.5 
(0-2.0)°C. For the decade around the year 2050, the three mod
els show less agreement overall, although all indicate that east-
em Niger is likely to receive more rain. Temperatures would be 
similar to those around the year 2020, though possibly some
what higher in the area of the headwaters of the Senegal and 
Niger rivers. In the headwaters of the Komadougou Yobé river, 
rainfall around the year 2020 is expected to be somewhat less 
than at present. For the year 2050, the scenarios are less con
clusive: In the area of the headwaters of the major rivers flow
ing into Lake Chad, rainfall around 2020 and 2050 is expected 
to be moderately to considerably greater than now. 

6.5.2.4. Effects o n W a t e r A v a i l a b i l i t y a n d V e g e t a t i o n 

Overall, these changes suggest that there will be less water in 
most of the large rivers in the Sahel over the next 30-60 years, 
with the exception of the major rivers flowing into Lake Chad. 
This will mean less water available in the floodplains along 
these rivers, unless there are changes to the management of 
outflow from dams. Changes to the hydrology of the small wet
lands wil l depend not only on climate change but also on 
whether they are supplied with surface water or groundwater, 
on the reaction of the natural vegetation, and on the extent of 
cropping in their catchment areas. 

Recharge to shallow, unconfined groundwater could either 
increase or decrease as a result of climate change. The ground
water level in southwest Niger increased in the last decade 
(Leduc et a l , in press; Bromley et a l , in press a), either as a 
recovery from the droughts of 1983-84 and/or 1 9 1 2 - 1 A or as a 
response to changes in land use. Annual recharge under millet 
in southwest Niger is on the order of 1-200 mm, a factor ten 
times greater than under bush and older fallow vegetation 
(Gaze et a l , in press; Bromley et a l , in press b). Therefore, an 
increase in the area sown for millet—as noted by Reenberg 
(1994) and others—could result in a higher recharge to uncon
fined groundwater and the wetiands fed by such groundwaters. 

The dryland areas should experience less evaporative water 
loss because less rainfall, at least initially, means less perenni
al vegetation. However, there wi l l be increased mnoff until a 
new vegetative cover is established. This increase in mnoff 
will likely result in increased erosion (see van Molle and van 

Ghelue, 1991) and a faster silting up of wetlands. It also could 
create entirely new wetlands. 

Higher temperahires also may adversely affect seedling emer
gence of millet, the staple cereal over much of the Sahel (see 
Monteith, 1981)—^meaning that less millet would be harvested in 
the dryland areas and increasing the pressure on wetiands. 
However, during dry years in eastem Niger, infiltiation mto the 
heavier soils in depressions may be so low that cropping becomes 
unattiractive (Reenberg, 1994). During dry years, water is more 
Umiting than nutrients, and cropping on less-fertile upland soils 
with higher infiltiation rates may become more attiactive. 

Desertification upon drought may result in a loss of wetiands 
due to moving sands (DDE-Tahoua, 1993; Mahamane Alio and 
Abdou Halikou, 1993; Framine, 1994). In part, this response 
can be related to the greater vulnerability of perennial vegeta
tion to desiccation under a monomodal semi-arid rainfall 
regime (Elhs and Galvin, 1994), when topsoil and seedbanks 
are washed or blown away during the drought. Droughts may 
make wetiand vegetation more vulnerable to fires intended to 
improve rangeland vegetation (Hutchinson et a l , 1992). 

6.5.2.5. Effects o n B i o d i v e r s i t y 

There are few assessments of how these changes could affect 
local biodiversity. Mullié and Brouwer (1994), following Gibbs 
(1993), suggest that small wetiands in the Sahel are important 
for the metapopulation dynamics of certain taxa—meaning that 
the loss of small wetiands may lead to a significant risk of 
extinction for local populations of turtles and small bhrds (Gibbs, 
1993). Taxa tiiat are easily transported by wind or birds as adults, 
eggs, cysts, larvae, and so forth would be subject to less risk 
(Dumont, 1992; Mullié and Brouwer, 1994; Magadza, 1994). 

The importance of wetlands to birds in semi-arid areas can 
vary greatly from year to year depending on local and regional 
rainfall (Rose and Scott, 1994). If wetiands in the westem 
Sahel become drier, relatively mobile birds dependent upon 
wetiand habitats will move into wetiands further east (i.e., 
Niger, northem Nigeria and Cameroon, Chad). 

6.5.3. N o r t h e r n Wetlands: Effects on the C a r b o n Cycle 
and Trace-Gas Emissions 

6 . 5 . 3 . 1 . P e a t A c c u m u l a t i o n 

Peatlands are a major store of organic carbon and contain 
approximately 20% of the total amount of organic carbon 
stored in soils (see Section 6.3.3.2). A majority of this is in the 
Northem Hemisphere as carbon stored in the form of peat (see 
Box 6-2). Peat formation and accumulation in these wetlands 
is influenced by climate change: A change in cUmate would 
lead to changes in the flux of carbon (CO2 and CH4) between 
these ecosystems and the atmosphere, generating a feedback 
on climate warming. 
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Box 6-2. Northern Wetlands: Effects on the Carbon Cycle and TVace-Gas Emissions 

Background: Peatlands are a major store of organic carbon and contain approximately 20% of the total amount of 
organic carbon stored in soils. The northem peatlands account for a majority of this as carbon is stored in the form of 
peat. This case study demonstrates how changes in climate may affect the flux of carbon (CO2 and CH4) and nitrous 
oxide between these ecosystems and the atmosphere, generating a feedback on climate warming. 

Possible impacts: Current scenarios suggest that chmate change is likely to increase the flux of CO2 to the atmosphere 
because temperatures influence whether carbon Utter is accumulated into the peat profile or oxidized. In addition, the 
position of the water table regulates the extent of oxygen penetration into the peat profile. This means that drainage will 
cause increased decomposition, leading to increased fluxes of CO2 to the atmosphere, although this effect will decline 
over time. Further, a decrease in water availability could lead to a decrease in CH4 emissions from wetlands. Changes in 
variables such as the areal extent of wetlands and the duration of the active period will determine whether there will be a 
change in the total CH4 flux from a wetland. A lowering of the water table would probably not affect nitrous oxide emis
sions from bogs but could lead to an increase of emissions from fens, although emissions of nitrous oxide from wetlands 
tend to be low. 

Conclusion: Changes in tiie source/sink relationship have already occurred in wetiands in some parts of the world. Both 
climate change and human (non-cUmate) factors are likely to further affect the biogeochemical functions of wetiands. 

Wetiand vegetation fixes CO2 from the atmosphere and even
tually is added to the top layers of the wetland soil as organic 
Utter. Part of the organic litter is oxidized and emitted as CO2, 
and some is accumulated as peat. Several investigations have 
shown that soil CO2 efflux from peaflands is strongly related to 
temperature (Svensson et a l . , 1975; Svensson, 1980; Glenn et 
a l , 1993; СгШ, 1991), although Moore (1986) found a poor 
correlation between temperature and CO2 emission rates. Since 
most of the CO2 emitted is produced by the upper soil layers 
(Stewart and Wheatly, 1990), it mainly originates from organ
ic material that has not yet become a part of the peat proper, 
known as the catotelm. Carbon litter reaching the soil may be 
either oxidized (emitted as CO2) or accumulated. Thus, a 
change in CO2 emissions wi l l be directly correlated to the por
tion of organic matter transferred to the catotelm. Because the 
CH4 formed wil l be accompanied by a nearly equal amount of 
CO2 (see Gujer and Zehnder, 1978), this relation should hold 
for most peatiand types. 

According to one CO2 efflux temperature-moisture regression 
model (Svensson, 1980) of the transfer rate of organic matter 
to the catotelm due to changes in temperature, CO2 entissions 
should rise by 12% for each degree Celsius increase in average 
temperature, given the mean seasonal moisture level. 
Accordingly, a temperature increase of 1-5°C would result in 
a 10-60% decrease in the rate at which organic matter is trans
ferred to the catotelm. 

Peat accumulation has varied substantially over past ntiUennia 
(see Maimer, 1992), which is reflected in the quaUty of peat as 
a substrate for decomposers. The degradation rate of deep peat 
is Umited by substrate quality rather than by abiotic factors 
(Hogg et a l , 1992). Therefore, the decomposition rate in deep 
peat will be fairly constant and only marginally affected by 
changes in temperature. Such constancy would improve the 
usefulness of the model described above in predicting changes 

in peat accumulation in response to a temperature change. 
Changes in hydrology also wiU influence the accumulation rate 
of peat because the position of the water table regulates the 
extent of oxygen penetration into the peat profile. The effect of 
a lowered water table due to climate change can be compared 
to the effects noted after drainage of peatiands for forest pro
duction. Drainage results in an increased decomposition rate 
and elevated fluxes of CO2 to the atmosphere (Silvola et a l , 
1985; Silvola, 1986; Moore and Knowles, 1989): A 25-cm low
ering of the water table gave rise to a twofold increase in CO2 
emissions from peat (Silvola et a l , 1985; Moore and Knowles, 
1989). Depending on the type of peatiand, this elevated flux 
may reduce carbon accumulation or even reverse the net flux 
of carbon to make the peafland a net source of atmospheric 
CO2. Drained minerotrophic forested peatiands have been 
reported to respond in the latter way, whereas nutrient-poor 
peaflands may continue to accumulate carbon at a predrainage 
level (Laine et a l , 1994; see also Tamm, 1951, 1965). Average 
CO2 evolution from northem peatiands has been estimated at 
about 200 gC/mVyr (Silvola et a l , 1985; Moore 1986, 1989). 
FoUowing drainage, an elevated COj flow will decline over 
time (see Armentano and Menges, 1986) owing to substrate 
depletion as the more easily decomposable fractions of the peat 
become depleted. However, a drier climate will continue to 
"drain" the peat successively for a long period; the decline will 
occur later. To estimate the importance of this, it is assumed 
that the drainage response reported by Silvola et a l . (1985) is 
linear with depth. The increase in COj flows at subsequent 
drawdowns of 5 cm would then be 40 gC/mVyr or another 20% 
per depth interval. 

The scenarios for 2020 and 2050 for the areas of boreal and 
subarctic peatlands project a temperature increase of 1-2°C 
and a decrease in soil moisture. Based on this temperature 
change, it seems reasonable to expect a 25% decrease in the 
addition of organic matter to the catotelm. It is assumed that 
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this effect would be amplified in response to a decrease in soil 
moisture. Thus, it is conceivable that the peat accumulation 
rate will decrease to half of the present rate or even less (i.e., 
<0.025-0.055 Gt C/yr). Boreal peatiands may even become net 
sources of atmospheric COj. In concluding his discussion of 
the response of northem wetlands to predicted climate change, 
Gorham (1991) gives the extreme example of a 1-cm break
down of the boreal peat layers worldwide. This would resuh in 
2 Gt C/yr, which corresponds to more than a third of the pre
sent release of carbon to tiie atmosphere via fossil fuel com
bustion. The response in net primary production in relation to 
climate change is more difficult to predict and may enhance or 
reduce the effects caused by the estimated changes in the 
degradation features of peatiands (see Maimer, 1992). 

6.5.3.2. C l i m a t i c C o n t r o l s on M e t h a n e F l u x 

The net emission of CH4 from peatlands is dependent on how 
much C H 4 is formed in the anaerobic parts of the profile and 
the amount oxidized in the oxic zones. Because the position of 
the water table and the associated capillary fringe determine 
the thickness of the zones of production and oxidation of CH4, 
the flux of CH4 is intimately tied to the surface hydrology of 
the wetiand—which in tum is controlled by climate (precipita
tion and evaporation) and the topographic and geologic setting 
(surface and subsurface water flow). A decrease in water avail
ability in the peat can lead to a decrease in CH4 emissions 
(Whalen et a l , 1996; Sundh et a l , 1994a, 1994b; Martikainen 
et a l , 1995; Roulet et a l , 1993). Deeper penetration of oxygen 
into the peat also will enhance the capacity of the peat to act as 
a CH4-oxidizing filter for CH4 diffusing from the CH4-forming 
sources below. Changes in the direction or magnitude of any or 
all of the controlling variables discussed above wil l affect the 
CH4 flux. A change in the total CH4 flux from northem wet
lands can be expected if the areal extent of wetiands changes, 
the duration of the active period changes, and/or the per-unit-
area production or oxidation of CH4 changes. 

The relations among moisture content, temperature, and CH4 flux 
in individual wetlands have received much attention (Bartlett et 
a l , 1992; Crill et a l , 1988; Dise et a l , 1992; Moore and 
Knowles, 1989; Moore and Dalva, 1993; Moore and Roulet, 
1993; Svensson, 1976; Svensson and Rosswall, 1984). These 
relations bave been used to estimate qualitatively the year-to-year 
variation in the flux and tiie possible dkection of change based on 
changes in temperature and precipitation obtained in 2 x CO2 sce
narios (Table 6-3). Four different approaches have been used to 
address this issue: (1) correlation of the time series of CH4 fluxes 
witii the time series of temperature and moisttire using interannu
al data sets; (2) dkect observations of changes m CH4 flux in 
manipulation experiments that simulate expected changes m wet
lands due to climate change; (3) modeling of variabihty of CH4 
flux using existing climate records and regressions between tem
perature and CH4 flux; and (4) modehng of tiiermal and hydro-
logical reghnes of wetlands in 2 x CO2 cUmate scenarios and then 
modeUng of change in CH4 flux using regressions relating CH4 
flux to temperature and moisture in order to predict a change in 

flux. These studies have shown tiiat the flux of CH4 is moderate
ly sensitive to changes in temperature and very sensitive to 
changes in moisture. Usmg these relative sensitivities as a guide, 
a qualitative assessment of CH4 flux from northem wetiands 
according to six possible climate scenarios is made (Table 6-3). 
At present, it is not possible to obtain reliable quantitative esti
mates of the change in flux because the surface hydrology of 
general circulation models is too coarse to adequately represent 
the small changes in moisture regime that probably affect the 
CH4 flux. 

6.5.3.3. Effects on N i t r o u s O x i d e Emissions 

Emissions of NjO from northem wetiands are low. I n s i t u 
chamber measurements and laboratory experiments with intact 
peat cores have revealed emissions below 0.025 g NjO-
N/m2/yr (Urban et a l , 1988; Freeman et a l , 1993; Martikainen 
et a l , 1993). A lowering of the water table of bogs will not 
affect their N2O emissions, whereas it could strongly increase 
emissions from fens. Annual emission rates in the range of 
0.05-0.14 g NjO-N/m^/yr have been reported for drained peat 
by Martikainen et a l (1993) and Freeman et a l (1993). The 
difference between bogs and fens can be explained partly by 
the fact that drained peat profiles of fens have the capacity to 
nitrify (Lâng et a l , 1994). N2O emissions from drained boreal 
fens are lower than those from drained agricultural organic 
soils but 10-100 times higher than the rates from coniferous 
forest soils (Martikainen et a l , 1993). 

6.5.4. Case Study: K a l i m a n t a n 

6 . 5 . 4 . 1 . B a c k g r o u n d 

Kalimantan is one of the largest islands (539,460 km^) in the 
Indonesian archipelago (see Box 6-3). The region has a humid 
ttopical climate, with high temperatures and high precipitation. 
The peatiands of Kalimantan probably play a major role in 
determining local climate at the present time, although there is 
no substantial evidence to confirm this. 

The largest wetland areas are found in low-lying alluvial plains 
and basins and flat-bottomed valleys. Most of the freshwater wet
lands in the area are forested swamps, specifically either fresh
water swamp forests or peat swamp forests (Silvius, 1989). The 
freshwater swamp forests are rich in epiphytes, rattans, and 
palms. They provide shelter for a range of rare and endangered 
species of wildlife, including numerous bird species. The peat 
swamp forests are a fiuther developmental stage of the freshwa
ter swamp forest. Deep peats are found in the cential and westem 
parts of tiie island (Sieffermann et a l , 1988, 1992; Rielly et a l , 
1992). The peat swamp forests have a relatively high diversity of 
free species, but the variety of wildlife tends to be poorer tiian in 
freshwater swamp forests (Whitten et a l , 1987). Because of the 
high acidity of tiie peats and tiie fact that they are difficult to 
drain, peat swamp forests are of umited agricultural value 
(Silvius, 1989). Botii swamp types are important watershed areas 
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capable of absorbing and storing excess water and reducing 
flooding in adjacent areas. They also are an important foreshy 
resource, with many commercially valuable timber species. 

The wetlands of Kalimantan currently are deteriorating 
through the loss of the natural ecosystem, including primary 
forest cover. Deforestation, drainage, and agriculture all limit 
the buffering capacity of developed wetlands, causing changes 
that are long-term and irreversible. Because much of the 
human settlement at the present time is located in the coastal 

zone, peat swamp forest on the deeper interior peats has not 
been subject to large-scale harvesting. These areas are used 
mainly for timber extraction rather than agriculture; hence, 
their vegetation cover remains relatively unmodified. 

6.5.4.2. Effects of T e m p e r a t u r e Change 

The projected climate change for the region involves an 
increase in temperature ranging from 0-1.5°C. The effects of 

Table 6-3: P o t e n t i a l changes i n СЩ flux f r o m n o r t h e r n wetlands due t o changes i n the t h e r m a l a n d m o i s t u r e r e g i m e ( a d a p t e d 
w i t h a d d i t i o n s f r o m M a t t h e w s , 1 9 9 3 ) . 

Study Description Change in Thermal Observed or Modeled 
and Location and/or Moisture Regime Change in CH4 Flux Relative Sensitivity 

Field observations of C H 4 flux 
and temperatures among tundra 
wetlands of the North Slope 
(Alaska) with differing 
moisture levels (1987-1989)1 

AT = +4°C 
AT = +4°C; wetter 
ДТ = +4°C; drier 

Four-fold increase 
Four- to five-fold increase 
Two-fold increase 

Large positive sensitivity 
to temperature increase; 
small positive sensitivity 
to moisture change 

Field observations of CH4 flux 
from permanent tundra wetland 
sites (Alaska)^ 

4-year variation in 
temperature and moisture 

4 times variation in flux: Flux 
increased with warmer, wetter 
conditions 

Large positive sensitivity 
to both temperature and 
moisture changes 

Field observations of CH4 flux 
from drained boreal 
wetiands (Canada)^ 

Field observations of CH4 flux 
from drained boreal 
wetiands (Finland)^ 

Modeling study based on 
20th-century historical summer 
temperature anomalies for five 
high-latitude wetland regions 
and a temperature/CH4 flux 
regression model^ 

Modeling study simulating 
change in summer temperature 
and water table for a northem 
fen (Canada) in a 2 x COj 
scenario (-t-3°C, +1 mm/d P) 
and temperature/CH4 flux, and 
water table/CH4 flux 
regression models^ 

AWT = -10 cm 
AWT > -10 cm 

AWT = - 4 cm 
AWT = - 20 cm 

ДТ = ±2°C 

AT » H-0.8°C 
ДТ = -H2°C 
AWT = -14 cm 

Elimination of CH4 flux 
Wetland became small CH4 sink 

Five-fold decrease 
EUmination of CH4 flux 

±15% variance in flux 

+5% increase 
4-15% increase 
-80% decrease 

Large positive sensitivity 
to moisture change 

Large positive sensitivity 
to moisture change 

Moderate sensitivity 
to temperature 

Moderate sensitivity to 
temperature; large 
sensitivity to moisture 

Notes: ДТ = change in temperature; AWT = change in water table; P = precipitation. 
'Livingston and Morrissey, 1991. 
2Whalen and Reeburgh, 1992. 
3Roulet et a i , 1993. 
^Martikainen et a i , 1992. 
SHaniss and Frolking, 1992. 
6Rouleteia/., 1992. 
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Box 6-3. The Forested Swamps of Kalimantan: Effects on Habitat, Hydrology, and Carbon Cycling 

Background: The wetlands of Kalimantan are found in low-lying alluvial plains and.basins and flat-bottomed valleys. 
Most of the freshwater weflands in the region are classified as forested swamps, specifically as either freshwater swamp 
forests or peat swamp forests. The freshwater swamp forests are important in providing shelter for rare and endangered 
species; both types are important as watersheds and habitats for valuable tree species. They also are carbon sinks but 
release carbon into the atmosphere when water declines. The Kalimantan weflands currenfly are stressed by the loss of 
the natural ecosystem through deforestation, drainage, and agriculture. These activities limit the buffering capacity of 
developed wetiands, causing changes that tend to be long-term and irreversible. However, these inland wetiands have 
escaped some interference because most of the human settiements are located along the coastal zones. 

Possible impacts: Increased temperatures are likely to result in a longer period of reduced rainfall because higher tem
peratures will cause evapoti-anspiration to exceed precipitation. This is likely to have deleterious effects on the vegetation 
and hydrology of these wetiands. Climate change also could enhance peat losses in the region that currentiy result from 
human interference. On the other hand, increased precipitation in the dry season is likely to be beneficial, as the lower 
water levels that are typical in this season lead to a net loss of carbon into the atmosphere and an increased risk of fire 
(one of the greatest threats to their functioning). 

Conclusion: It is possible that some measures may be taken in this region in the near future to abate the detrimental 
impacts caused by human (non-climate) stresses on these wetiands. The extent to which adaptations will be sufficient to 
counteract changes imposed by a changing climate as well cannot be determined. However, human activities that reduce 
the resiliency of these wetlands, as well as planned development of previously undisturbed areas of swamp forest, will 
likely lead to considerably enhanced carbon transfer from the wetlands to the atmosphere, even without climate change. 

higher temperature and longer dry periods combine to produce 
a longer period when évapotranspiration exceeds rainfall and 
effective rainfall is greatiy reduced. This, linked to increasing 
human activity on peatlands—such as timber extraction, agri
cultural development, and construction work—could have seri
ous consequences. 

Much of the Kalimantan lowland area is subjected to a distinct 
dry season from July to September or October in which there 
are high water losses from weflands as a result of direct evap
oration and évapotranspiration. Thus, water levels drop and 
peat oxidation occurs, with a net loss of carbon to the atmos
phere. The spread of fire is one of the greatest threats to the 
functioning of these wetiands. Peat fires occur frequently in the 
region, creating palls of smoke sufficienfly heavy to close local 
airports. In 1983-84, fires destroyed 3.5 Mha of botii diptero-
carp and peat swamp forest in Kalimantan, resulting in a direct 
economic cost of $2-12 million and an incalculable ecological 
cost (Maltby, 1986). The risk of fires spreading from cultivat
ed to forest areas increases during the dry season and would 
increase if the dry season were extended. 

6.5.4.3. Effects of P r e c i p i t a t i o n C h a n g e 

Estimated precipitation changes for the area range from -20% 
during winter to -1-40% during the summer. The higher "sum
mer" (i.e., dry-season) values are beneficial to the peatlands 
because this is the time when they experience the greatest 
drawdown of the water table. A decrease of precipitation in the 
wet season could be significant if, as a result, the dry season 
is extended. 

Large-scale removal of the forests and drainage of the 
underlying peats could prevent further peat formation. The 
high peats of Kalimantan already appear to be degrading 
(Sieffermann et a l . , 1988) and losing carbon directly 
through oxidation to the atmosphere or indirectly in surface 
drainage waters, followed by oxidation of carbon com
pounds at a later stage. Climate change would most surely 
exacerbate this degradation, leading to peat losses in this 
region. 

6.5.4.4. R e m e d i a t i o n P o s s i b i l i t i e s 

A forest-management project in Kalimantan currently 
being sponsored by the British Overseas Development 
Administration will include suggestions for the sustainable 
management of the peat swamp forests. The resulting guide
lines should help preserve the forest cover on the deeper peats, 
particularly if extraction methods do not intensify. Indonesian 
authorities also are infroducing stricter regulations and con
trols on unnatural fires resulting from illegal land clearance 
and setflement. However, in 1986-89, a feasibility study was 
carried out to investigate the potential of using deep peat to 
generate electricity. 

The extent to which these potential management changes will 
be sufficient to counteract the effects of climate change 
cannot be determined. However, utilization of the forests 
on these peats and planned development of previously 
undisturbed areas wil l likely lead to considerably larger car
bon transfer from wetiands to the atmosphere even without 
cUmate change. 
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6.5.5. Case Study: T h e F l o r i d a Everglades 

6 . 5 . 5 . 1 . B a c k g r o u n d 

The Everglades is a 500,000-hectare freshwater peatiand domi
nated by vast expanses of sedge and sawgrass, interspersed with 
shallow-water aquatic commumties (sloughs), wet prairies, and 
tree islands (Loveless, 1959; Gunderson, 1994). Peat accumula
tion and the subsequent formation of the Everglades began 
approximately 5,0(Ю years ago as sea-level rise slowed after an 
initial rapid rise during déglaciation (Gleason and Stone, 1994). 
As recently as a century ago, the Everglades encompassed more 
than 1,000,0(Ю hectares, but drainage for agriculture and urban 
development has resulted in the loss of more than half of the 
ecosystem (Kushlan, 1989; Davis et a l . , 1994). The remaining 
area has been dramatically altered by construction of impound
ments, canals, levees, and water-control structures; the system 
is managed, primarily, as a water source (Light and Dineen, 
1994). During the wet season (June-November), excess water 
from agricultural land and suburban areas is pumped into the 
Everglades; during the dry season (December-May), the 
Everglades serves as a water source (DeGrove, 1984). In addi
tion, approximately 50% of the water from the Kissimmee 
River/Lake Okeechobee complex—the "headwaters" of the 
Everglades—is diverted by canals to the Atlantic Ocean and the 
Gulf of Mexico before recharging the wetland (Light and 
Dineen, 1994). Thus, the present-day Everglades is character
ized by a general reduction in the hydroperiod (Fennema et a l , 
1994; Stephens, 1984; SFWMD, 1992; Walters et a l , 1992). 

Long-term rates of peat accretion in the Everglades average 
0.8-2.0 mm/yr, based on i^C dating of the basal peat 
(McDowell et a l , 1969) and 2iopb dating of peat cores (Craft 
and Richardson, 1993). However, alterations of the natural 

hydroperiod and nutrient regimes in the Everglades have 
resulted in changes in the rate of peat accretion. Areas experi
encing reduced hydrology (caused by overdrainage) exhibit 
lower rates of accretion (1.6-2.0 mm/yr) compared to areas of 
extended hydroperiod (2.8-3.2 mm/yr) (Craft and Richardson, 
1993). Likewise, pollen analysis of peat cores indicates a 
decrease in the extent of wetland vegetation such as sawgrass 
and slough and a concurrent increase in terrestrial "weedy" 
species (ragweed and pigweed) since drainage activities were 
initiated (Bartow et a l , 1994). Thus, future changes in the 
Everglades ecosystem caused by global warming must be 
interpreted in the context of recent anthropogenic alterations of 
hydrology and nutrient regimes (see Box 6-4). 

6.5.5.2. Effects of Sea-Level Rise 

The most immediate effect of climate change will be acceler
ated sea-level rise, resulting in saltwater intrusion into the 
lower part of the glades from Florida Bay (Wanless et a l , 
1 9 9 A ) . Increased saUnity would result in encroachment of salt-
tolerant wetland communities such as mangroves and salt 
marshes. The areal extent of freshwater communities such as 
sawgrass, slough, and wet prairie will decrease, and the amount 
of organic carbon sequestered also will decrease. Another bio
geochemical consequence of saltwater intrusion is a shift in 
anaerobic decomposition away from methanogenesis toward 
nitrate and sulfate reduction. 

6.5.5.3. Effects of T e m p e r a t u r e C h a n g e 

Temperature is expected to increase from 0.5 tol.5°C, likely 
resulting in an increase in évapotranspiration—which may 

Box 6-4. The Florida Everglades: Effects on Water Supply and Critical Habitats 

Background: The Everglades is a freshwater peatiand dominated by sedge and sawgrass, with sloughs, wet prairies, and 
tree islands. The Everglades is important as a habitat for wildlife, fish, and plant species and as a water source for the 
neighboring community. It is estimated that drainage for agriculture and urban development in the past century has 
resulted in a loss of more than half of the ecosystem, and the remaining wetlands have been altered by other construction 
and so forth. 

Possible impacts: Sea-level rise is expected to be perhaps the most important variable that will affect the Everglades, 
causing saltwater intrusion that is likely to result in an encroachment of salt-tolerant wetland communities. This would 
decrease the areal extent of the freshwater wetlands, with some effects on anaerobic decomposition. The increased évap
otranspiration expected in some seasons would exacerbate this saltwater intrusion. Increased temperature is likely to 
cause a northward migration of some introduced species but could be conducive for other species. Climate change also is 
expected to affect the hydrology of the wetlands, causing higher water levels in the winter and lower levels in the sum
mer. This could result in the loss of critical habitats such as sawgrass and wet prairie communities, although these losses 
are likely to be offset by an increase in woody shrubs and trees. 

Conclusion: Overall, the impacts that are projected as a result of climate change would adversely affect the end-users of 
the ecosystem: waterfowl, fish, and other wildlife; hunters, fishers, and tourists; and surrounding populations that rely 
upon the Everglades for freshwater resources. However, some action is curtently underway to modify the water-control 
sü4icture in an effort to restore the Everglades. 
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further exacerbate saltwater intrusioti into the Everglades. 
Although more water wil l be lost to évapotranspiration, it is 
likely that oxidation and subsidence of the peat soils wi l l not 
be dramatically affected because rising sea level will augment 
the groundwater table, particularly in the southem Everglades. 
Another consequence of increased temperature may be the 
northward migration of introduced species such as M e l a l e u c a 
q u i n q u e n e r v i a . M e l a l e u c a , which has overtaken large areas of 
the southem Everglades, is seemingly kept in check by frost 
(Bodle et a l , 1994). However, increased temperatures caused 
by climate change might enable M e l a l e u c a to colonize large 
areas of the northern Everglades. 

6.5.5.4. Effects of P r e c i p i t a t i o n C h a n g e 

Precipitation is projected to decrease during summer (0-20%) 
and increase during winter (0-20%). The winter months corre
spond to the dry season (November-May), when approximate
ly 25% (10-15 inches) of the 50 to 60 inches of annual rainfall 
occurs (MacVicar and Lin, 1984). It is likely that an increase in 
rainfall during this season will reduce the rate of drawdown 
that normally occurs during this time. The reduction in summer 
rainfall in the wet season (May-October) should result in a 
lowering of the water table compared to current levels. These 
combined seasonal changes in rainfall should dampen the 
oscillations between the summer wet season and the winter dry 
season. As a result, water levels in the Everglades probably will 
be somewhat higher in the winter and somewhat lower in the 
summer than they are at present. 

A dampening of the annual hydroperiod fluctuation may result in 
a decrease in die extent of sawgrass, the dominant plant commu
nity in the Everglades. Sawgrass communities are partly main
tained by fke (Gunderson, 1994); increased rainfall during the 
dry season may reduce the frequency of fires—in particular, the 
severe fnes that occur in the beginning of the wet season (May) 
that often bum large areas of the Everglades (Gunderson and 
Snyder, 1994). It is likely that wet prahie conununities also will 
decrease in extent. These communities, which are important for
aging habitat for wading birds (Hoffman et a l , 1994), frequently 
dry down during the spring (Goodrick, 1984). The dampening of 
the armual hydroperiod fluctuations caused by global warming 
will likely result in the loss of much of this critical habitat. The 
decline of sawgrass and wet prairie communities probably will be 
offset by an increase in woody shrabs and trees. These species are 
not generally fne-tolerant and often compete more effectively 
against émergents when water levels are stable. 

6.5.5.5. S o c i o e c o n o m i c Consequences 

It is likely that the greatest impact of chmate change will be the 
loss of freshwater resources that sustain the burgeoning human 
population of south Florida, as well as the unique Everglades 
wefland. Competition for this diminishing resource will surely 
result in a no-win situation for humans and the Everglades 
under a scenario of global warming and rising sea level. 

On a positive note, the U.S. Army Corps of Engineers, which 
oversees the water resources of south Florida, is evaluating 
modifications to the system of impoundments, canals, levees, 
and water-control structures in order to restore the Everglades 
(and other south Florida ecosystems) while providing for other 
water-related needs in the region (U.S. A C O E , 1994). This 
ambitious project, which could cost upward of $2 billion, is 
designed to increase the spatial extent of wetiands and restore 
the hydrology and water-quality conditions of the Everglades 
and other south Florida ecosystems. 

6.6. Future Research Needs 

Wetiands are highly valued in many areas. The lack of data to 
fully address their responses to climate change calls for sever
al areas of research in the future: 

• Site-specific responses are variable. There is a sttong 
need for a local and regional couphng of clknate-change 
predictions with known responses of specific wetiands, 
which would allow for modeling of the necessary inter
active responses of tiie hydroperiod, temperature, and 
water availability at these scales. A network of different 
wetiand sites in different regions of the globe should be 
established to form the base for such research. 

• The feedback on climate by changes in trace-gas 
flows from weflands, especially CO2 and CH4, upon a 
climate change calls for a strengthening of ongoing 
research in this field. This will aid in the judgments 
necessary for the introduction of adaptation and reme
diation measures on wetlands. 

• The vast "grey" literature existing on different wet
land subjects within the frames of local, regional, and 
country research reports should be examined to fur
ther substantiate site-specific responses by different 
wetiands, including changes in species composition, 
biogeochemistry, and socioeconomic consequences. 
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EXECUTIVE SUMMARY 

The cryosphere covers a substantial amount of the Earth's sur
face and is very sensitive to climate change. This chapter 
updates the 1990 IPCC Impacts Assessment—which examined 
snow, glaciers, and permafrost—but also considers snow 
avalanches and sea, river, and lake ice. Impacts on feedbacks 
to global climate and sea level caused by changes in the cryos
phere are covered in other chapters of the IPCC Second 
Assessment Report. 

This chapter arrives at the following conclusions: 

• Many components of the cryosphere are sensitive to 
changes in atmospheric temperature because of their 
thermal proximity to melting. The extent of glaciers 
has often been used as an indicator of past global tem
peratures (High Confidence). 

• Projected warming of the climate will reduce the area 
and volume of the cryosphere. This reduction will have 
significant impacts on related ecosystems, associated 
people, and their livelihoods (High Confidence). 

• There will be striking changes in the landscapes of 
many high mountain ranges and of lands at northem 
high latitudes (High Confidence). These changes may 
be exacerbated where they are accompanied by grow
ing numbers of people and increased economic activ
ity (Medium Confidence). 

From an examination of past measurements of the cryosphere, 
the following 20th-century trends are observed: 

• Obvious thinning, mass-loss, and retreat of mountain 
glaciers (High Confidence): The extent of alpine ice 
in the European Alps probably is more reduced today 
than at any time during the past 5,000 years. 

• Borehole measurements show that permafrost is 
warming in some areas but not everywhere (Medium 
Confidence). 

• Later freeze-up and earlier break-up dates for river 
and lake ice in the tundra and boreal lands: These are 
at least a week different compared to last century 
(Medium Confidence). 

• No convincing evidence of trends in Antarctic or 
Arctic sea-ice extent (Low Confidence). 

• Much variability of seasonal snow from year to year 
but no definitive trends, except that the areal extent of 
Northem Heirtisphere continental snow cover has 
decreased since 1987 (High Confidence). 

• Little change in the gross features of ice sheets 
(Medium Confidence). 

If projections of climate for the year 2050 are realized ( U K M O 
transient experiment data; Greco et a l , 1994), then the follow
ing impacts on the cryosphere are likely: 

• Pronounced reductions in seasonal snow, permafrost, 
glacier, and periglacial belts of the world, with a cor
responding shift in landscape processes (High 
Confidence). 

• Disappearance of up to a quarter of the presentiy exist
ing mountain glacier mass (Medium Confidence). 

• Increases in the thickness of the active layer of per
mafrost and the disappearance of extensive areas of 
discontinuous permafrost in continental and mountain 
areas (High Confidence). 

• Less ice on rivers and lakes. Freeze-up dates will be 
delayed, and break-up will begin earlier. The river-ice 
season could be shortened by up to a month. Many 
rivers within the temperate regions will become ice-
free or develop only intermittent or partial ice cover
age (Medium Confidence). 

• A large change in the extent and thickness of sea ice, 
not only from warming but also from changes in cir
culation pattems of both atmosphere and oceans. 
There is likely to be substantially less sea ice in the 
Arctic Ocean (Medium Confidence). 

• Major changes in the volume and extent of ice sheets 
and deep, continuous permafrost are unlikely by 2050 
because they are very cold and react with longer time 
lags (High Confidence); however, unforeseen changes 
in the West Antarctic ice sheet still could occur (Low 
Confidence). 

As a resuh of these changes in the cryosphere, the following 
impacts on other systems are expected: 

• More water will be released from regions with extensive 
glaciers (High Confidence). In some semi-arid places 
near high mountains, such as in central Asia and 
Argentina, this glacial ranoff may increase water 
resources. In otiier places, summer water resources may 
diminish as glaciers disappear (Medium Confidence). 

• In temperate mountain regions, reduced snow cover 
will cause moderation of die seasonal flow regime of 
rivers, so that winter ranoff increases and spring 

. runoff decreases (Medium Confidence). Such 
changes may benefit the hydroelectricity industry 
(Medium Confidence). 

• Reduced snow cover and glaciers wiU detract from 
the scenic appeal of many alpine landscapes 



(Medium Confidence). For temperate mountains, less 
snow wil l restrict alpine tourism and limit the ski 
industry to higher alpine areas than at present. Snow 
seasons wil l tend to be shorter and less reliable, and 
there wil l be detrimental socioeconomic impacts on 
mountain communities that depend on winter tourism. 
Widespread loss of permafrost over extensive conti
nental and mountain areas will trigger erosion or sub
sidence of ice-rich landscapes, change hydrologie 
processes, and release carbon dioxide and methane to 
the atmosphere (Medium Confidence). 
Cryospheric change wil l reduce slope stability and 
increase the incidence of natural hazards for people, 
structures, and communication links in mountain 
lands and continental permafrost areas. Buildings, 
other structures, pipehnes, and communication links 
will be threatened (Medium Confidence). 
Engineering and agricultural practices will need to 
adjust to changes in snow, ice, and permafrost distrib
utions (High Confidence). 

• Thawing of permafrost could lead to disruption of 
existing petroleum production and distribution sys
tems in the tundra, unless mitigation techniques are 
adopted. Reduced sea ice may aid new exploration 
and production of oil in the Arctic basin (Medium 
Confidence). 

• Less sea ice could reduce the renewal of deep waters 
of the North Atlantic, affect the ocean conveyor sys
tem, decrease albedo, and consequently induce cli
mate feedbacks (Low Confidence). 

• Improved opportunities for water transport, tourism, 
and trade at high latitudes are expected from a reduc
tion in sea, river, and lake ice. These will have impor
tant implications for the people and economies of the 
Arctic rim (Medium Confidence). 
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7.1. Introduction 

The cryosphere, which represents all global snow, ice, and per
mafrost, contains nearly 80% of all freshwater. It includes season
al snow, mountain glaciers, ice caps, ice sheets, seasonally frozen 
soils, permafrost, river ice, lake ice, and sea ice (Table 7-1). 
Permafrost underUes as much as 25% of the global land surface. 
Seasonal snow has the largest area of any component of the cryos
phere; at its maximum in late winter it covers almost 50% of the 
land surface of the Northern Hemisphere. A huge proportion of the 
mass of the cryosphere is contained in ice sheets, but at tune scales 
of a century or less they are least sensitive to climate change. 

The cryosphere is an important part of Earth's geographical 
and climate systems, and its components change over diverse 
time scales. Areas of snow and sea ice expand and contract 
markedly with the seasons (Table 7-1), and ice sheets under
went vast change as the Earth became warmer or cooler from 
the last interglacial period. During the previous interglacial— 
when global temperature was higher than at present—the 
global cryosphere was smaller, but it had twice its current 
mass during the last glaciation. 

and Mehiikov, 1990) and the IPCC 1992 Supplementary Report 
(Melnikov and Street, 1992). Snow avalanches and sea, river, 
and lake ice are considered for the first time, and substantial 
new material has been added on glaciers and permafrost. How 
each component of the cryosphere is changing and its sensitiv
ity to climate change is assessed, as is the impact of chmate 
change on the cryosphere by about 2050. How these changes 
in the cryosphere might affect other physical and human sys
tems is also described. Critical information we need to know is 
identified in the final section. 

Although the cryosphere forms an integral part of the climate 
system, the ways in which it generates important feedbacks 
into the climate system are not discussed because this informa
tion is contained in the Working Group I volume. Similarly, 
the interaction of ice sheets and sea-level change are consid
ered in detail in the Working Group I volume (see Chapter 7, 
Changes i n Sea L e v e l ) . A summary of ice sheets and climate 
change is offered here in Box 7-1. 

7.2. Is the Cryosphere Changing? 

This chapter brings up to date the 1990 IPCC Impacts Assessment 
that dealt with seasonal snow cover, ice, and permafrost (Street 

T a b l e 7-1: E s t i m a t e of t h e size of t h e c r y o s p h e r e (modified 
from U.S. D O E , 1 9 8 5 ; B a r r y , 1 9 8 5 ; Street a n d M e l n i k o v , 
1 9 9 0 ; M e i e r , 1 9 9 3 ; G l o e r s e n et a l , 1 9 9 2 ; a n d C h a p t e r 7, 
Changes i n Sea L e v e l , of t h e W o r k i n g G r o u p I v o l u m e ) . 

Source 
Area 

(106 k m 2 ) 

Seasonal Snow 
N . Hemisphere winter 46.3 
N . Hemisphere summer 3.7 
S. Hemisphere winter 0.9 
S. Hemisphere summer <0.1 

Ice Caps and Glaciers 0.6 

Ice Sheets 
Greenland 1.7 
West Antarctica 2.4 
East Antarctica 9.9 
Antarctic ice shelves 1.6 

Permafrost 25.4 

River and Lake Ice < 1.0 

Sea Ice 
N . Hemisphere winter 16.0 
N . Hemisphere summer 9.0 
S. Hemisphere winter 19.0 
S. Hemisphere summer 3.5 

Ice Volume 
(10« km3) 

<0.01 

0.09 

2.95 
3.40 

25.92 
0.79 

0.16 

0.05 
0.03 
0.03 

<0.01 

7.2.1. Snow 

Snow tends to be a very transient part of the Earth's surface, 
often lasting for only a few days or months. Monitoring of 
global seasonal snow is practical only with satellite remote 
sensing, so there are no reliable records prior to 1971. Records 
since then show considerable variabihty in the Northem 
Hemisphere continental snow cover from year to year (Figure 
7-1), which makes long-term trends difficult to detect. The 
extent of snow has been less since 1987 (Robinson et a l , 
1993), with the largest negative snow anomalies occurring in 
spring. Recent analysis of directly measured snow cover over 
the North American Great Plains (Brown et a l , 1994) reveals 

10 П 

Figure 7-1: Seasonal snow cover anomalies in the Northem 
Hemisphere for 1971-1994 (after Robinson et a l , 1993). Each vertical 
line represents a season, with the dark line a 12-month running mean. 
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Figure 7-2: Historical variability of snow for three different settings: 
(a) Snow-cover duration anomalies over the continental interior of North 
America (after Brown et a l , 1994); (b) depth of seasonal snow at an 
alpine area at Davos, elevation 1560 m, in Switzerland, as measured 
every 1 January 1893-1994 (updated from Foehn, 1990); and (c) 
water equivalent of snow near the equilibrium line of a glacier at 
Claridenfim, elevation 2700 m, in Switzerland, as measured every 
spring 1914-1993 (updated from MüUer and Kaeppenburger, 1991). 

an increase over the past century (Figure 7-2a) but a decline 
over the Canadian Prairies. 

The longest alpine snow-cover time series come from the 
European Alps. Recently, there has been a trend to lower snow 
depths in early winter but delayed ablation in spring; however, 
the century-long record for Davos (Figure 7-2b) shows no obvi
ous trend in snow depth but large interannual variability (Foehn, 
1990). This lack of any trend is reinforced by Figure 7-2c, which 
shows snow water equivalent near the glacier equilibrium line at 
Claridenfun (Miiller and Kaeppenberger, 1991). Elsewhere, a 
remarkable decrease in accumulated and maximum snow depth 
is reported since the 1987-88 winter over a wide area of westem 
Japan. Here, snowfall normally is heavy and is affected by the 
winter monsoon (Morinaga and Yasunari, 1993). 

Few observations assess long-term trends in the shucture of 
snow. In the European Alps, it is summarized by ram (ramsonde) 
profiles, which are catagorized into six main types. Each type 
has a certain potential for snow avalanche formation and is 
Unked to a specific winter climate. Over the last 50 years in 
Switzerland there has been no trend in ram profiles. A few long-
term records of avalanche occunence have been assembled, 

notably from Iceland (Bjomson, 1980), Europe (Fitzharris and 
Bakkehoi, 1986), westem Canada (Fitzharris and Schaerer, 
1980), and the United States (Armstrong, 1978). They demon
strate that although avalanches reach catastrophic proportions 
in a few winters, there are no clear temporal trends or regular 
periodicities. 

7.2.2. I c e Caps a n d G l a c i e r s 

Internationally coordinated, long-term monitoring of glaciers 
started in 1894 and today involves collection and publication 
of standardized information on the distribution and variabihty 
of glaciers over space (glacier inventories) and time (glacier 
fluctuations: mass balance, length change). Information on 
special events (instabilities, catastrophic changes) also is avail
able (UNEP, 1993). The resuUs of long observational series on 
fluctuations of mountain glaciers represent convincing evi
dence of past climatic change on a global scale [e.g., 
IAHS(ICSI)/UNEP/UNESCO, 1988, 1989, 1993, 1994]. 

Mass loss and retreat of glaciers is common in many mountain 
areas of the world. Oerlemans (1994) looks at glacial retreat on 
a global level, using a scaling system to classify different glac
iers. He concludes that during the period 1884-1978, mean 
global glacial retreat corresponded to a calculated warming of 
0.66 ± 0.10°C per century. Chapter 7, Changes i n Sea L e v e l , of 
the Working Group I volume suggests that glaciers have lost 
sufficient ice over the last 1(Ю years to raise sea level by 0.2-0.4 
mm/yr. Recent analyses by Oerlemans and Fortuin (1992), 
Meier (1993), and Dyurgerov (1994) all show negative global 
ice-mass balances during this century. Although the glacial sig
nal appears homogeneous at the global scale, there is great vari
ability at local and regional scales and over shorter time periods 
of years to decades (Letréguilly and Reynaud, 1989). 

Since the end of the Little Ice Age, the glaciers of the European 
Alps have lost about 30 to 40% of their surface area and about 
50% of their ice volume. On average, this rate of icemeh is 
roughly one order of magnitude higher than the overall mean 
calculated for tiie end of the last glaciation and is broadly con
sistent with anthropogenic greenhouse forcing of 2-3 W/m^. 
The recent discovery of a stone-age man from cold ice/per
mafrost on a high-altitude ridge of the Oetztal Alps confirms 
the resuUs of earlier moraine investigations: The extent of 
Alpine ice probably is more reduced today than at any time 
during the past 5,000 years. Glacier wastage in the European 
Alps appears to be accelerating (Haeberii, 1994). 

In the circum-Arctic, there is a consistent tendency for negative 
mass balances over the past 30 years. Mass balances of two 
Canadian ice caps are slightiy negative (Koemer and Bmgman, 
1991), but these are so cold that the main signal is likely to be 
in the change of fim temperatures. The general picture from 
West Greenland is that of a strong retreat through this century, 
with a tiim line zone around many glacier lobes. For the North 
Greenland mountain glaciers and ice caps, the situation is less 
clear, but the general impression is that changes are small. East 
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(Taylor, 1991), and elsewhere (Kosterei a/., 1994) demonstrate 
a distinct but spatially heterogeneous warming trend in low
land permafrost. In northern Alaska, Lachenbruch and 
Marshall (1986) have demonstrated a warming of the per
mafrost of 2-4°C over the last century. Temperatures along the 
coast have varied over a range of 4°C (Osterkamp, 1994). 
During the last two decades, permafrost in Russia and China 
also has warmed (Pavlov, 1994; Wang and French, 1994). 
Some discontinuous permafrost in the southem half of Alaska 
is currently thawing (Osterkamp, 1994). 

First attempts are now being made to monitor the long-term 
evolution of high-mountain permafrost by aerial photogram-
metry of permafrost creep, borehole measurements of per
mafrost deformation and temperature, data archiving from geo
physical surface soundings for later repetition, and qualitative 
analysis of infrared aerial photography (Francou and Reynaud, 
1992; Haeberii et a l , 1993; Harris, 1990; Vonder Mühll and 
Schmid, 1993; Wagner, 1992). 

7.2.4. River and L a k e I c e 

Chronologies of river and lake ice formation and disappearance 
provide broad indicators of chmate change over extensive low
land areas, in much the same way that glaciers provide indica
tors for mountains (Palecki and Barry, 1986; Reycraft and 
Skinner, 1993). River-ice data have been summarized for 
homogenous hydrologie regions of the former Soviet Union 
(FSU) over the period 1893-1985 and adjusted to account for 
any effects of water-resource development (Soldatova, 1992). 
Although there is appreciable interdecadal variability, there are 
significant long-term spatial pattems and temporal trends. 
Freeze-up on rivers such as the Danube, Dnieper, Don, Lower 
Volga, and rivers of the Black Sea region is now delayed by an 
average of two to three weeks compared with the early part of 
the record. Further east, a weaker ttend to earlier freeze-up dates 
is observed for the Yenisey and Lena (Ginzburg et a i , 1992). 

The same broad-scale pattern is evident for break-up dates 
(Soldatova, 1993). Break-up on major rivers such as the Upper 
Volga, Oka, Don, Upper Ob, and Irtysh has advanced by an 
average of 7-10 days during the last century. In some rivers, 
such as the Lower Don, tiie overall result is a reduction in the 
winter ice season by as much as a month. In Central and 
Eastem Siberia (e.g.. Middle to Lower Yenisey and Upper 
Lena), some rivers exhibit later break-up dates and, hence, an 
overall expansion of the ice season. In northem Scandinavia, 
historical records as far back as 1693 indicate that break-up in 
the Tomelven river is occurring much earlier during the 20th 
century than in earlier times (Zachrisson, 1989). 

Assel et a l . (1995) analyze lake-ice freeze-up and break-up m 
North America using records from 1823-1994 at six sites 
throughout the Great Lakes. Freeze-up dates gradually become 
later and ice-loss dates gradually earher from the beginning of the 
record to the 1890s but have remained relatively constant during 
the 20Й1 century. Ice-loss dates at deeper-water environments 

with mixing of offshore waters were earher during the 1940s and 
1970s but later during the 1960s. Global warming during tiie 
1980s was marked by a trend toward earher ice-loss dates. Otiier 
North American lake-ice chronologies are presented by Hanson 
et a l (1992) and Reycraft and Skinner (1993). 

7.2.5. Sea I c e 

The most effective means of measuring sea-ice extent is 
through the use of satellite-bome passive microwave radiome
ters, but these data are available only from 1973 onward. They 
show no convincing evidence of trends in global sea-ice extent 
(Gloersen et a l . , 1992; Parkinson and Cavalieri, 1989; 
Gloersen and Campbell, 1991). Studies of regional changes in 
both the Arctic and Antarctic indicate some trends (e.g., Mysak 
and Manak, 1989; Gloersen and Campbell, 1991; Parkinson, 
1992), but longer data sets are needed because they are only of 
decadal lengtii. 

Knowledge of the regional variability of ice thickness comes 
almost entirely from upward sonar profiting by submarines 
(Wadhams, 1990a; Wadhams and Comiso, 1992), such as the 
large-scale maps of mean ice thickness in the Arctic shown in 
Figure 7-4 (based on Sanderson, 1988; Vinje, 1989; Wadhams, 
1992). Variations in ice thickness are in accord with the pre
dictions of numerical models, which take account of ice 
dynamics and deformation, as well as ice thermodynamics. 
Measurements from a series of submarine transects near the 
North Pole show large interannual variability in ice draft over 
the period 1979-1990 (McLaren et a l , 1992). There is evi
dence of a decline in mean thickness in the late 1980s relative 
to the late 1970s (Wadhams, 1994). Etidn (1991) found tiiat ice 
breakup correlated well with melting degree-days in some 
areas of Hudson Bay and James Bay (Canada), but in other 
areas of the bays it was more strongly influenced by ice advec-
tion, freshwater inflow, and conditions within the air-water-ice 
boundary layer. 

Winter pack ice around Antarctica has major climatic importance. 
The annual variation in sea-ice area is very large—^from 3 x 10^ 
km2 in February to 19 x 10^ km^ in September (Gloersen et a l , 
1992). No change in the tiiickness of Antarctic sea ice can be 
detected from the limited information available. The only sys
tematic data have been obtained by repetitive drilling in a region 
of first-year ice from tiie eastem Weddell-Enderby Basin. The 
modal ice tiiickness is 0.5-0.6 m, and maxúnum observed keel 
drafts are about 6 m. In the limited regions of the Antarctic where 
multiyear ice occurs, there is a prefened ice tiiickness of about 
1.4 m (Wadhams and Crane, 1991; Lange and Eicken, 1991). 

7.3. How Sensitive is the Cryosphere to Climate Change? 

7.3.L Snow 

Snow cover in temperate regions is generally thin (a few 
meters to a few centimeters) and often close to its melting 





2 5 0 The C r y o s p h e r e : Changes a n d T h e i r I m p a c t s 

and Olesen, 1990). Although these empñical relationships are 
valuable for regions in which they have been developed, they 
are not always appUcable to other mountain areas with different 
climate and terram. The sensitivity of glacier ablation has been 
assessed for number of melting degree-days (dd) for a range of 
glaciers by Braithwaite and Olesen (1989, 1990, 1993). 
Ablation sensitivity for ice varies from 5.5 to 7.6 mm/dd 
(Braithwaite and Oleson, 1989). Values for snow range from 1.0 
to 5.7 mm/dd (Johannesson et a i , 1993). Hydrometeorological 
models are similar but include precipitation as well as tempera
ture; they also usually estimate the mass balance (e.g., Woo and 
Fitzharris, 1992) and sometimes the water balance (e.g., 
Tangbom, 1980). Energy-balance models also have been used 
to assess the sensitivity of glacier ablation to climate 
(Oerlemans, 1991; Oerlemans et a l , 1993); they are appealing 
because they are more physically based, but they require input 
parameters that are difficult to obtain. 

Glaciers are sensitive to changes in atmospheric circulation 
patterns, but it is difficult to quantify the response. The behav
ior of the Franz Josef glacier in New Zealand this century can 
be qualitatively explained by changes in the westerlies and 
shifts in the subtropical high-pressure zone (Fitzharris et a i , 
1992). A major advance since 1983 appears to be consistent 
with circulation changes induced by three large E l Niño events. 
In the first half of the 20th century, warming accounted for 
most of the ice thinning observed on Mount Kenya. However, 
from 1963 to 1987, greater atmospheric humidity was instru
mental in enhancing melt—perhaps a consequence of 
enhanced evaporation in the Indian Ocean and its subsequent 
advection over East Africa by the prevaiUng atmospheric cir
culation pattems (Hastenrath, 1992, 1994; Hastenrath and 
Krass, 1992). In the Canadian High Arctic, mass-balance and 
ice-core melt studies show that when the circumpolar vortex 
shifts to the Asian side of the Arctic Ocean and the North 
American trough is replaced by a blocking ridge, high-arctic 
glaciers experience high melt (Ah, 1987). 

7.3.3. Permafrost 

The direct influence of climate on permafrost includes the 
effects of air temperatures and solar radiation. Permafrost also 
is influenced indirectiy by local factors, many of which also 
have a climate component. These include the thickness and 
duration of snow cover, the type of vegetation, the properties 
of the organic layer and soil, and the characteristics of running 
water (Harris and Corte, 1992; Schmitt, 1993). These factors 
interact in complex ways, making it difficult to asses the sensi
tivity of permafrost, and its response, to cUmate change 
(Koster, 1991,1994; Koster and Nieuwenhuijzen, 1992; Koster 
et a l , 1994; Nelson and Anismov, 1993). However, cUmatic 
warming usiially causes an increase in the thickness of the 
active layer via melting at the permafrost table (the active layer 
is the zone of annual freezing and thawing above permafrost). 
Surface disturbances appear in the first few years, but changes 
in temperature profiles within the permafrost may be delayed 
by decades to centuries. The response of permafrost is very 

dependent on initial ground temperatures and the latent heat 
(Geo-engineering Ltd, 1995). Displacement of the permafrost 
base—the final response—takes years to millennia, depending 
on the depth, thickness, and conductivity of the Earth material. 
Discontinuous permafrost tends to be most sensitive to climate 
change because it is usually within one or two degrees of 0°C. 
Many surface processes that preserve permafrost also are 
affected by climate change. 

Depending on initial conditions, even small changes in climat
ic regimes cause permafrost to thaw. Simulations performed by 
Riseborough and Smith (1993) suggest that the rate of thaw 
and ultimate disappearance of a relatively thin (4.5 m) per
mafrost profile is highly dependent on the interannual variabil
ity of temperature. The broad sensitivity of permafrost to cli
mate change is documented in the former Soviet Union and 
China, where the permafrost distribution changed substantially 
during warmer periods of the Quaternary (Kondratjeva et a l , 
1993; Qiu and Cheng, 1995). The southem limit of lowland 
permafrost moved at 60 km/°C (Cui and Xie, 1984). In the 
alpine permafrost of Tibet, the lower elevation changed by 160 
m/°C (Cui, 1980). On the northem slope of the Himalayas, the 
sensitivity is about 80 m/°C (Xie, 1996). 

7.3.4. River and L a k e I c e 

Ginzburg et a l (1992) and Soldatova (1993) show that ice for
mation and break-up cortelate with air temperature in the pre
ceding autumn and spring months but not with winter temper
atures. Spring warming is more important to the timing of 
break-up than the overall winter severity and peak ice thick
ness. Assessing ice chronology and seasonal temperature data 
from Scandinavia, Canada, and the FSU leads to an estimated 
sensitivity of both freeze-up and break-up of 5 days/°C. The 
sensitivity for the length of the ice season is about 10 days/°C. 

Freeze-up and ice-loss dates for lakes correlate with autumn 
and winter air temperatures. Assel and Robertson (1995) show 
that the sensitivity of freeze-up dates for the Great Lakes is 
approximately 7 days/°C. For sixty-three smaller lakes in 
Finland, Palecki and Barry (1986) suggest 5.5 days/°C. 
Anderson et a l (1995) show that interannual variation in ice 
break-up for twenty U.S. lakes can be explained by ENSO. 

7.3.5. Sea I c e 

The thickness of fast ice—which grows in fjords, bays, and 
inlets in the Arctic; along the open coast in shallow water; and 
in channels of restricted dimensions—is cortelated to the num
ber of degree-days of freezing since the beginning of winter. In 
pack ice, however, the relationship between ice extent or ice 
thickness and temperature is less clear. Chapman and Walsh 
(1993) report that there is a statistically significant decrease in 
Arctic sea-ice extent in winter cortelated with atmospheric 
warming, but tiiere are no trends in winter Arctic ice extent or 
in the Antarctic. 
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The sensitivity of oceanic sea-ice cover to climate change 
is not well-understood. From the data comparisons made 
so far by McLaren (1989), Wadhams (1989, 1990a), and 
McLaren et a l . (1992), the following tentative conclusions 
can be drawn. 

Ice reaching the Fram Strait via the Trans Polar Drift Stream 
along routes where it is not heavily influenced by a down
stream land boundary shows great consistency in its mean 
thickness from season to season and from year to year, at lat
itudes from 84°30'N to 80°N and in the vicinity of 0° longi
tude. Ice upstream of the land boundary of Greenland shows 
great changes in mean ice draft due to anomalies in the bal
ance between pressure-ridge formation through convergence 
and open-water formation through divergence. The overall 
extent of sea ice is largely determined by ice transport via 
currents and wind and is not necessarily directly related to i n 
s i t u freezing and melting controlled by temperature (Allison, 
Brandt, and Warren, 1993; Allison and Worby, 1994). As yet, 
there is no conclusive evidence of systematic thermodynam
ic thinning of the sea-ice cover, as might be caused by glob
al warming. 

Ocean circulation systems—such as the Atlantic conveyor 
belt—are thought to be sensitive to changes in sea-ice export 
from the Arctic (Aagaard and Carmack, 1989). Salt flux from 
local ice production plays an important role in triggering nar
row convective plumes in the central gyre region of the 
Greenland Sea in winter (Rudels, 1990). Here frazil and pan
cake ice production due to cold-air outbreaks from Greenland 
can yield high salt fluxes. There already is evidence that a 
reduction in ice production has produced an ocean response in 
the form of reduced volume and depth of convection 
(Schlosser ei o/., 1991). 

7.4. What Will Be the Impact of Future Climate 
Change on the Cryosphere? 

Outputs from three Transient General Circulation Models 
(GCMs) in Greco et a l . (1994) were applied to the major cryos
pheric regions of the world in order to assess impacts for the 
decade about 2050. They predict that most regions of the 
cryosphere wil l warm by 0.5-2.5°C, but some will be wetter 
and others drier. The amount of warming is consistent among 

Box 7-1. Ice Sheets 

The great ice sheets of Antarctica and Greenland have changed little in extent during this century. Dynamic response 
times of ice sheets to climate change are on the order of thousands of years, so they are not necessarily in equilibrium 
with current climate. Observational evidence for Antarctic and Greenland ice sheets is insufficient to determine whether 
they are in balance or have decreased or increased in volume over the last 100 years (see Chapter 7, Changes i n Sea 
L e v e l , in the Working Group I volume). Zwally et a l . (1989) note that the Greenland ice sheet surface elevation is 
increasing by 0.23 m/yr, but this issue of stability remains contentious (Douglas et a l , 1990; Jacobs, 1992). There is evi
dence for recent increases in snow accumulation in East Antarctica (Morgan et a l , 1991). On the other hand, Kameda et 
a l (1990) report that the thickness of this ice sheet has decreased by about 350 m during the last 2,000 years. 

If Antarctica were to warm in the future, its mass balance would be positive (see Chapter 7, Changes i n Sea L e v e l , in the 
Working Group I volume). The rise in temperature would be insufficent to initiate melt but would increase snowfall. 
Concem has been expressed that the West Antarctic ice sheet may "surge." Working Group I projects that the probability 
of this occuring within the next century "may be relatively remote, but not zero." There is considerable doubt regarding 
the possible dynamic response of ice sheets. 

The response of Greenland to warming is likely to be different. Both the melt rates at the margins and the accumulation 
rates in the interior should increase. The former rate is expected to dominate. Thus, the mass balance would become neg
ative as temperatures rise. Several studies have examined precipitation variations over Greenland (e.g., Bromwich et a l , 
1993; Kapsner et a l , 1995). The likely changes in atmospheric circulation and moisture flux (Calanca and Ohmura, 
1994) must be determined before future snowfall can be predicted. Surface topography also plays an important role in 
determining regional accumulation on the Greenland ice sheet (Ohmura and Reeh, 1991). 

Most sheets descend to sea level, where they produce icebergs as pieces break off and float away. These endanger ship
ping. In Greenland, most iceberg calving comes from a relatively small number of fast-moving tidewater glaciers (Reeh, 
1989). Antarctic ice shelves are much larger and grow for periods of 20 to 100 years, regularly calving only relatively 
small icebergs before enormous pieces break off (Orheim, 1988). For example, giant icebergs have calved from the 
Filchner, Larsen, Ross, and Shackleton Ice Shelves in recent years. The northerly Wordie Ice Shelf may be systematical
ly breaking up (Doake and Vaughan, 1991), and there have been large changes to the Larsen Ice Shelf culminating in 
recent large calving rates (Skvarca, 1993, 1994)—including the breakout of a vast iceberg in Febraary 1995. Despite 
these findings, there is no clear consensus as to whether the frequency of icebergs, and their danger to shipping, will 
change with global warming. 
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the three GCMs in most, though not all, cryospheric regions, 
but predictions for precipitation are discordant among the three 
GCMs and must be considered less reliable. Assessments of 
impacts in this chapter generally are made using output from 
the U K T R model, mainly because of the better resolution of 
maps in Greco et a l . (1994) over alpine and polar regions. See 
Box 7-1 for a discussion of the possible impacts of climate 
change brought about by the interaction of ice sheets and sea-
level change. 

7.4.1. Snow 

Continental snow cover wil l be diminished in extent, duration, 
and depth by the U K T R climate scenarios in Greco et a l . 
(1994). Winter snowlines could move further north by 5-10° 
latitude. The snow season could be shortened by more than a 
month, depending on snow depth. In North America, chmatic 
warming based on the Boer et a l . (1992) scenario would cause 
a 40% decrease in snow-cover duration over the Canadian 
Prairies and a 70% decrease over the Great Plains (Brown et 
a i , 1994). Using C C M l model output for the whole Northern 
Hemisphere, the area of seasonal snow in Febraary may dimin
ish by 6-20%, with a mean decrease of 12 x 10^ km^ 
(Henderson-Sellers and Hansen, 1995). 

Snowfall will begin later and snowmelt will be earlier than at 
present, so the snow-free season will be extended. The advance 
in melt time is likely to be less pronounced in the High Arctic, 
where the snow is so cold that it requires significant warming to 
produce consistent meU (more than 10°C at many locations). 
More frequent periods of open water for rivers, lakes, and seas 
will produce greater snowfall downwind. This will be important 
near Hudson Bay, the Great Lakes, the Barents Sea, and the Sea 
of Okhotsk. In the Antarctic, summer temperatures are so low 
that the present regime of little or no snowmelt will persist. 

In alpine areas, the snow hne could rise by 100-400 m, 
depending on precipitation. Higuchi (1991) shows that as 
warming occurs for many Asian mountains, there is a tenden
cy for rainfall to occur at the expense of snowfall, although the 
extent of this shift depends on location. Less snow will accu
mulate at low elevations, but there may be more above the 
freezing level from any increased precipitation. Martinec et a l . 
(1994) and Rango and Martinec (1994) have examined the 
behavior of a snowmelt-ranoff model in various catchments for 
different climate scenarios. With a rise of 1°C, snow cover 
would be depleted in winter due to conversion of precipitation 
to rainfall and increased snowmelt. Five days into the melt sea
son, snow depth would be depleted to the equivalent of 9 days 
under the present climate. It is estimated that for the New 
Zealand Alps, total water stored as snow would be reduced by 
20% of present for a climate scenario that is 2°C warmer but 
10% wetter tiian present (Gart and Fitzharris, 1994). Impacts 
of best- and worst-case scenarios on snow cover in the 
Victorian Alps (Australia) are presented in CSIRO (1994). 
Simulated average snow cover and the frequency of years with 
more than 60 days of cover decline at all sites. For the worst 

case, snow-cover duration at even the highest sites (1,900 m) is 
halved by 2030 and is near zero by 2070. 

7.4.2. I c e Caps a n d G l a c i e r s 

Empnical and energy-balance models both indicate that a large 
fraction (about one-third to one-half) of presently existing 
mountain glacier mass could disappear with anticipated warm
ing over the next 100 years (Kuhn, 1993; Oerlemans and 
Fortuin, 1992). By 2050, up to a quarter of mountain glacier 
mass could have melted. The scenarios of Greco et a l . (1994) 
indicate that some mountain areas will experience an increase 
in precipitation. Because models demonstrate that increases in 
temperature usually dominate changes in precipitation, mass 
balances of glaciers will become negative rather than positive. 
Glaciers are likely to shrink even where mountains become 
wetter. A n upward shift of the equilibrium line by some 200 to 
300 m and annual ice thickness losses of 1 to 2 m are expected 
for temperate glaciers. 

Many mountain chains will lose major parts of their glacier 
cover within decades. HaeberU and Hoelzle (1995), who have 
developed algorithms for analyzing glacier inventory data, 
show that glacier mass in the European Alps could be reduced 
to a few percent within decades if curtent warming continues. 
Nevertheless, the largest alpine glaciers—such as those found 
around the Gulf of Alaska and in Patagonia, Karakoram, Pamir, 
Tien Shan, and the Himalayas—should continue to exist into 
the 22nd century. At high altitudes and high latitudes, glaciers 
and ice caps may change littie in size, but warming of cold firn 
areas will be pronounced. Their mass balance may be affected 
through enhanced ablation at low altitudes, while accumulation 
at higher zones could increase. As an analog. Miller and de 
Vernal (1992) report that some Arctic glaciers did not shrink 
during warmer parts of the Holocene but actually grew due to 
increased precipitation. 

There wil l be pronounced alterations to glacier melt ranoff as 
the climate changes. Glaciers wil l provide extra ranoff as the 
ice disappears. In most mountain regions, this wil l happen for 
a few decades, then cease. For those with very large glaciers, 
the extra ranoff may persist for a century or more and may pro
vide a substantial increase to regional water resources. As the 
area of ice eventually diminishes, glacial ranoff wil l wane. 
Tentative estimates have been made for Central Asia 
(Kotiyakov et a i , 1991) based on mass balances from a small 
number of Tien Shan glaciers for the period 1959-1992. 
Extrapolation to the whole of Central Asia suggests glacier 
mass has decreased by 804 km^ over that time, representing a 
15% increase in glacial ranoff. Projections to 2100 are pre
sented in Table 7-2; these data assume that glacial ranoff varies 
as a linear function of glacier area. 

A n alternative approach is based on calculations of ablation 
and equihbrium-line altitude, according to given cUmatic sce
narios (Kotlyakov et a l , 1991; Glazyrin et a l , 1990; Dikikh 
and Dikikh, 1990). Ablation intensifies in Central Asia with 



The C r y o s p h e r e : Changes a n d T h e i r I m p a c t s 253 

Table 7-2: Present a n d p o s s i b l e f u t u r e extent of g l a c i a t i o n 
a n d g l a c i a l runoff i n C e n t r a l A s i a (afier K o t l y a k o v e t a l , 1 9 9 1 ) . 

Component Present 2100 

Area of glaciers (km^) 115,000 80,000 

Decrease of glacier mass (kmVyr) 25 18 

Runoff due to precipitation (kmVyr) 73 50 

Glacial runoff (kmVyr) 98 68 

There wil l be poleward shift of discontinuous and continuous 
permafrost zones (Woo et a l , 1992; Nelson and Anisimov, 
1993). These estimates only treat degradation of near-surface 
permafrost; more attention must be given to the role of latent 
heat associated with ablation of ground ice. Simulations con
ducted by Riseborough (1990) indicate that areas with abun
dant ground ice, such as westem Siberia (Bums et a l , 1993), 
may retain substantial amounts of permafrost that are not in 
equilibrium with new temperature conditions imposed at the 
surface. The relict permafrost of the southem part of West 
Siberia, which may well date from the last glacial epoch, is a 
present-day example of resistance to changes of temperature in 
deep-seated, ice-rich permafrost (Kondratjeva et a l , 1993). 

climate warming because conditions become even more conti
nental. Annual mass balance decreases. These estimates give a 
high rate of glacier degradation and large alteration of runoff 
(Figure 7-5). By 2050, the volume of ranoff from glaciers in 
Central Asia is projected to increase threefold. 

7.4.3. Permafrost 

Anisimov and Nelson (1995) have compiled global permafrost 
maps for the present day and for a 2050 scenario (see Figure 7-
3b). The compilation uses a predictive climate-based per
mafrost model, in which permafrost is classified on the basis of 
"surface frost index" (Nelson and Anisimov, 1993) and which 
also considers the influence o t snow cover on the soil thermal 
regime. Calculated contemporary boundaries, based on the 
Global Ecosystem Database (GED), show good agreement with 
Figure 7-3a. Table 7-3 provides the areal extent of permafrost 
distribution in the Northem Hemisphere for two climate sce
narios (GED contemporary and 2050). A 16% shrinkage in total 
permafrost area is projected by 2050. Subsurface conditions 
may not be in equilirium with the surface area shown. Some 
may take hundreds of years to respond. The extent of per
mafrost zones in the Southem Hemisphere, which cover only 
approximately 0.5 x 10 ^ km^ in total, also is likely to decrease. 

3570 
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Figure 7-5: Changes in recent and future runoff from Tuyuksu 
glacier, Zailiyski Alatau, Central Asia (after Kotlyakov et a l , 1991). 
Values represent runoff due to ice loss, expressed as departures from 
long-term mean. 

In areas where permafrost is discontinuous, long-term warm
ing ultimately wil l lead to its thinning and general disappear
ance (Wright et a l , 1994). Long-term temperature measure
ments in discontinuous permafrost in Alaska indicate that an 
increase in surface temperature of 2°C would cause most of the 
permafrost south of the Yukon River and on the south side of 
the Seward Peninsula to thaw. In continuous permafrost, a 
warming of the permafrost, thickening of the active layer, and 
changes in thaw lake dynamics are likely. Initial degradation 
will be contemporaneous with the alteration of the climatic sig
nal (Osterkamp, 1994; Kane et a l , 1991), but as the thaw plane 
penettates more deeply, lag times will increase. 

Xie (in press) estimates that the southem boundary of per
mafrost in northeast China could be at 48°N latitude by the 
year 2100, and the predominantly continuous permafrost zone 
may recede to 52°N—similar to that in the Climatic Optimum 
of the Holocene (Lu Guowei et a l , 1993). In Tibet, it is esti
mated that an air-temperature warming of 3°C would raise the 
permafrost limit to an elevation of 4,6(Ю m. Continuous frozen 
ground would disappear, except in the northwestem part of the 
plateau and areas around the Fenghuo Shan, in the event of a 
5°C rise in temperature (Xie, in press). 

In the F S U and Europe, reconstractions of the permafrost zone 
in past warm and cold periods are used as palaeoanalogues 
(Velichko and Nechaev, 1992; Vanderberghe, 1993). The most 
significant change in the thermal regime will occur in the high 

T a b l e 7-3: C a l c u l a t e d c o n t e m p o r a r y a n d f u t u r e areas of 
p e r m a f r o s t i n t h e N o r t h e r n H e m i s p h e r e (1(P km^) { b a s e d o n 
N e l s o n a n d A n i s i m o v , 1 9 9 3 ) . 

Zone Contemporary 2050 % Change 

Continuous 
Permafrost 11.7 8.5 -27 

Discontinuous 
Perinafrost 5.6 5.0 -11 

Sporadic 
Permafrost 8.1 7.9 -2 

Total 25.4 21.4 -16 
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latitudes within the present-day zones of the tundra and boreal 
forest. With a rise in temperature of 1°C, the permafrost would 
be partially preserved to the east of the Pechora river. In the 
south of Yamal and Gydan, discontinuous permafrost would 
prevail. Continuous permafrost would be restricted to north of 
70°N. It would remain to the east of the Yenisey at the same lat
itudes. The active layer of fine-grained soils could increase by 
20-30 cm. With a temperature rise of 2°C, continuous per
mafrost would disappear in the north of Europe. From the 
Lower Ob to the Lower Hatanga, as well as in the Anadyr low
land, only island and discontinuous permafrost would survive. 
Continuous permafrost would exist only in the lowlands of the 
Taimyr Peninsula, Lena, lower Kolyma, and lower Indigirka 
basins. The stratum of seasonal thawing would increase by 
40-50 cm. These changes will result in the activation of 
solifluction, thermokarst and thermoerosion processes, an 
increase in bogs, and alterations to large tracts of vegetation— 
which in tuAi will alter food sources for traditional tundra 
species within permafrost areas. 

Other mathematical models assess permafrost dynamics during 
warming (Maclnnes et a l , 1990; Burgess and Riseborough, 
1990; Romanovsky, Maximo va, and Seregina, 1991; 
Romanovsky, Garagula, and Seregina, 1991; Osterkamp and 
Gosink, 1991; Nixon and Taylor, 1994; Nixon et a l , 1995). 
Changes in permafrost temperatures and thaw depths under an 
increase in annual average air temperatures of 2 and 4°C are 
simulated by Vyalov et a l (1993). Results indicate that warm
ing in the tundra will produce a slight increase in thawing 
depths, with no radical changes in permafrost conditions. 
Further south, more marked effects could occur—with a shift 
to discontinuous permafrost, formation of taliks, and degrada
tion of ground ice. If warming is long-lasting, the permafrost 
line would recede northward by 5(Ю km along 70°E longitude 
and by 1,200 km along 100°E longitude. Given an average 
thawing rate of 100 mm/yr, thawing of the upper 10 m would 
take a century. Lower limits of permafrost in mountain areas 
could rise by several hundred meters, although this is depen
dent on future snow depths (Hoelzle and Haeberii, 1995). 
Owing to the slow reaction of thermal conditions at depth, pro
nounced disequilibria are most likely to resuh over extended 
time periods and wide areas. 

Ice-saturated permafrost forms an impervious layer to deep 
infiltration of water, maintaining high water tables and poorly 
aerated soils. Significant increases in active layer depth or loss 
of permafrost is expected to cause drying of upper soil layers 
in most regions, as well as enhanced decomposition of soil 
organic matter. Loss of a sizable portion of more than 50 Gt of 
carbon in Arctic soils and 450 Gt of carbon in soils of all tun
dra ecosystems could cause an appreciable positive feedback 
on the atmospheric rise of carbon dioxide. Marion and Oechel 
(1993) have examined Holocene rates of soil carbon change 
along a latitudinal transect across arctic Alaska and conclude 
that arctic areas will continue to act as a small sink for carbon. 

Recent warming and drying apparently have shifted arctic 
ecosystems from carbon sequestration (as occurred during the 

Holocene and historical past) to carbon dioxide loss to the 
atmosphere (Oechel et a l , 1993). Estimates of present losses of 
carbon dioxide from arctic terrestrial ecosystems to the atmos
phere range from 0.2 Gt of carbon (Oechel et a l , 1993) to 
much higher values in winter for the Russian Arctic (Zimov et 
a l , 1993; Kolchugina and Vinson, 1993). Maimer (1992) esti
mates that about 25% or less of the carbon may be released in 
the form of methane (CH4). A climatic shift to warmer temper
atures in the future would increase the release of CH4 from 
deep peat deposits, particularly from tundra soils. It is expect
ed that the release of CO2 would increase, though not by more 
than 25% of its present level (Maimer, 1992). Wetter soils 
could lead to increased methane loss, and a drier tundra might 
become a sink for atmospheric methane (Christensen, 1991, 
1993; Fukuda, 1994). 

Large amounts of natural gas—mostly methane—are stored in 
the form of gas hydrates, although then disuibution is not weU-
known. In the Canadian Arctic Islands and Beaufort-Mackenzie 
region, analysis of thermal and geophysical logs indicates that 
2-4 X 103 Gt of methane is stored as hydrates. Decomposition 
is occurring presently beneath the shelves of the Arctic Ocean 
in response to the increase of surface temperatures accompany
ing the recent marine transgression. For the Beaufort Shelf, an 
estimated 10' m^/km^ may decompose over the next century 
(Judge and Majorowicz, 1992; Judge et a l , 1994). 

There are very few data for the methane content of permafrost 
itself. Samples obtained near Fairbanks (Kvenvolden and 
Lorenson, 1993) and the Pradhoe Bay area (Moraes and Khahl, 
1993; Rasmussen et a l , 1993) suggest substantial variability. 
Dallimore and Collett (1995) found high methane concentra
tions in ice-bonded sediments and gas releases suggest that 
pore-space hydrate may be found at depths as shallow as 119 
m. This raises the possibihty that gas hydrates could occur at 
much shallower depth and be more rapidly influenced by cli
mate change than previously thought. Fukuda (1994) estimates 
methane emissions from melflng ground ice in northem Siberia 
cover the range 2-10 Mt/yr. 

7.4.4. R i v e r a n d L a k e I c e 

Under conditions of overall annual warming, the duration of 
river-ice cover would be reduced through a delay in the timing 
of freeze-up and an advancement of break-up (Gray and 
Prowse, 1993). For freeze-up, higher water and air tempera
tures in the autumn would combine to delay the time of first ice 
formation and eventual freeze-up. If there also is a reduction in 
the rate of autumn cooUng, the interval between these two 
events also will increase. The frequency and magnitude of 
major frazil-ice growth periods could be reduced. This may 
alter the types of ice that constitute the freeze-up cover and has 
implications for hydrotechnical problems associated with par
ticular ice forms. 

Many rivers within temperate regions would tend to become 
ice-free or develop only intermittent or partial ice coverage. Ice 
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growth and thickness would be reduced. In colder regions, the 
present ice season could be shortened by up to a month by 2050. 
Warmer winters would cause more mid-winter break-ups as 
rapid snowmelt, initiated particularly by rain-on-snow events, 
becomes more common. Warmer spring air temperatures may 
affect break-up severity, but the resuhs would be highly site-
specific because break-up is the result of a complex balancing 
between downstream resistance (ice strength and thickness) and 
upstteam forces (flood wave). Although thinner ice produced by 
a warmer winter would tend to promote a thermal break-up, this 
might be counteracted to some degree by the earlier timing of 
the event, reducing break-up severity (Prowse et a l , 1990). 

Changes in the size of the spring flood wave depend on two cli
mate-related factors: the rate of spring warming and the water 
equivalent of the accumulated winter snowpack. Whereas 
greater and more-rapid snowmeh runoff favors an increase in 
break-up severity, the reverse is true for smaller snowpacks and 
more protracted melt. The final effect on break-up also will 
depend on the potentially conflicting roles of ice strength and 
thickness. 

For arctic lakes, the duration of ice cover would be shortened 
(Assel et a l , 1995). A longer open-water period, together with 
warmer summer conditions, would increase evaporative loss 
from lakes. Some patchy wetlands and shallow lakes owe their 
existence to a positive water balance and the presence of an 
impermeable permafrost substrate that inhibits deep percola
tion. Enhanced evaporation and ground thaw would cause 
some to disappear. Using a 20-year period of record, Schindler 
et a l . (1990) found that chmate warming increased the length 
of the ice-free season by 3 weeks, as well as having numerous 
indirect effects (see Chapter 10). 

If the warming of the 1980s continues unabated over the next 
10-20 years, ice cover on the Great Lakes of North America 
wil l likely be similar to or less than that during the 1983 ice 
season, which was one of the mildest winters of the past 200 
years. Mid-lake ice cover did not form, and ice duration and 
thickness were less than normal (Assel et a l , 1985). Complete 
freezing will become increasingly infrequent for larger and 
deeper embayments in the Great Lakes. The duration of ice 
cover will decrease as freeze-up dates occur later and ice-loss 
dates occur earlier. Winters without freeze-up will begin to 
occur at small inland lakes in the region. Winter lake evapora
tion also may increase due to the decreased ice cover. 

7.4.5. Sea I c e 

G C M experiments with simplified treatments of sea-ice 
processes predict large reductions in sea-ice extent but produce 
widely varying results and do not portray extent and seasonal 
changes of sea ice for the current climate very well. Boer et a l 
(1992) estimate that with a doubUng of greenhouse gases, sea 
ice would cover only about 50% of its present area. C C M l 
model output presented in Henderson-Sellers and Hansen 
(1995) projects a 43% reduction for the Southem Hemisphere 

and a 33% reduction for the Northem Hemisphere. The global 
area of sea ice is projected to shrink by up to 17 x 10^ km^. 

Using empirical ice growth-melt models, Wadhams (1990b) 
predicts that in the Northwest Passage and Northem Sea Route, 
a century of warming would lead to a decline in winter fast-ice 
thickness from 1.8-2.5 m at present to 1.4-1.8 m and an 
increase in the ice-free season of 41-100 days. This effect will 
be of great importance for the extension of the navigation sea
son in the Russian Northem Sea Route and the Northwest 
Passage. A possible feedback with snow thickness may alter 
these relationships. As Arctic warming increases open-water 
area, precipitation may increase and cause thicker snow cover. 
The growth rate of land fast ice will decrease, as has been 
directly observed (Brown and Cote, 1992). But if snow thick
ness is increased to the point where not all ice is melted in sum
mer, then the protection that it offers the ice surface from sum
mer melt could lead to an increase, rather than decrease, in 
equilibrium ice thickness. 

Predicting future thickness of moving pack ice is a difficult 
problem, because dynamics (ocean and wind currents), rather 
than thermodynamics (radiation and heat components), deter
mine its area-averaged mean thickness. Wind stress acting on 
the ice surface causes the ice cover to open up to form leads. 
Later under a convergent stress, refrozen leads and thinner ice 
elements are crashed to form pressure ridges. Exchanges of 
heat, salt and momentum are all different from those that 
would occur in a fast ice cover. The effects of variable thick
ness are very important. The area-averaged growth rate of ice 
is dominated (especially in autumn and early winter when 
much lead and ridge creation take place) by the small fraction 
of the sea surface occupied by ice less than 1 m thick. In fast 
ice, climatic warming wil l increase sea-air heat transfer by 
reducing ice growth rates. However, over open leads a warm
ing will decrease the sea-air heat transfer, so the area-averaged 
change in this quantity over moving ice (hence its feedback 
effect on chmatic change itself) depends on the change in the 
rate of creation of new lead area. This is itself a function of a 
change in the ice dynamics, either driving forces (wind field) 
or response (ice rheology). Hibler (1989) pointed out a further 
factor relevant to coastal zones of the Arctic Ocean, such as off 
the Canadian Arctic Archipelago, where there is net conver
gence and the mean thickness is very high (7 m or more) due 
to ridging. Here the mean thickness is determined by mechan
ical factors, largely the strength of the ice, and is likely to be 
insensitive to global warming. 

Ice dynamics also have other effects. In the Eurasian Basin of 
the Arctic the average surface ice drift pattem is a current (the 
Trans Polar Drift Stream) which transports ice across the 
Basin, out through Fram Strait, and south via the East 
Greenland Current into the Greenland and Iceland Seas, where 
it melts. The net result is a heat tiansfer from the upper ocean 
in sub-Arctic seas into the atmosphere above the Arctic Basin. 
A change in area-averaged freezing rate in the Basin would 
thus cause a change of similar sign to the magnitude of this 
long-range heat transport. 
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An identical argument applies to salt flux, which is positive 
into the upper ocean in ice growth areas and negative in melt 
areas. Salt is transported northward via the southward (Lemke 
et a i , 1990) ice drift. A relative increase in area-averaged melt 
would cause increased stabihzation of the upper layer of polar 
surface water, and hence a reduction in heat flux by mixing 
across the pycnocline. A relative increase in freezing would 
cause destabiUzation and possible overturning and convection. 

If ice were to retreat entirely from the central gyre region of the 
Greenland Sea, it may cause deep convection to cease. Already 
there is evidence from tracer studies (Schlosser et a i , 1991) of 
a marked reduction in the renewal of the deep waters of the 
Greenland Sea by convection during the last decade. It is not 
known whether this is part of a natural variation, or a response 
due to greenhouse warming. If continued, it could have a pos
itive feedback effect on global warming, since the ability of the 
world ocean to sequestrate carbon dioxide through convection 
is reduced. Given the complexity of these interactions and 
feedbacks, it is not at all clear what the overall effect of an air 
temperature increase on the Arctic ice cover and upper ocean 
will be. Sensitivity studies using coupled ocean-ice-atmos
phere models are required, but results are not yet available. 

In the Antarctic, where the sea ice cover is divergent and where 
land boundaries are less important, it is more reasonable to 

suppose that the main efí'ect of global warming will be a sim
ple retreat of the ice edge southward. However, Martinson 
(1990) has demonstrated that even here, a complex set of feed
back mechanisms comes into play when the air temperature 
changes. The balance of lead concentration, upper ocean struc
ture and pycnocline depth adjusts itself to minimize the impact 
of changes, tending to preserve an ice cover even though it may 
be thinner and more diffuse. 

7.5, What Will Be the Impact of These 
Cryospheric Changes? 

These changes in the cryosphere will affect many natural and 
managed ecosystems, as well as socioeconomic systems. Only 
the most notable are considered here. Two regions will be most 
affected: Temperate mountains and tundra lands (see Boxes 7-
2 and 7-3, respectively). 

7.5.1. I m p a c t on Hydrology and Water Resources 

The impact of climate change on water resources in alpine 
areas can be large, as shown by Gleick (1987a, 1987b), 
Martinec and Rango (1989) and Moore (1992), and are dis
cussed at length in Chapter 10. Seasonal changes can be 

Box 7-2. Impact on Temperate Mountains 

Revegetation of terrain following déglaciation is slow in high-mountain areas. This leaves morainic deposits unprotected 
against erosion for extended time periods (decades to centuries). There will be increased sediment loads in alpine rivers 
and accelerated sedimentation in lakes and artificial reservoirs at high altitude. On slopes steeper than about 25-30 
degrees, stability problems, such as debris flows, will develop in freshly exposed or thawing non-consolidated sediments. 

At places of pronounced glacier retreat, changes in stress distribution and surface temperature conditions in rock walls of 
deeply cut glacier troughs must also be anticipated, so that massive rock slides will occur in the deglaciated valley 
(Clague and Evans, 1992, 1994; Evans and Clague, 1993, 1994). Steep hanging glaciers which are partially or entirely 
frozen to their beds could become less stable. On the other hand, some steep glacier tongues with present-day potential 
for large ice avalanches will disappear. Lakes dammed by landslides, moraines and glaciers can drain suddenly and pro
duce floods or debris flows orders of magnitude larger than normal stream flow. Processes related to ice retreat such as 
glacier avalanches, slope instability caused by debuttressing, and glacier floods from moraine or ice-dammed lakes may 
pose hazards to people, transport routes, and economic infrastrucure in mountain areas. The general tendency in high 
mountains wiU be an upslope shifting of hazard zones and widespread reduction in stability of formerly glaciated or 
perennially frozen slopes (Barsch, 1993; Haeberii, 1992; Gu et a i , 1993; Dutto and Mortara, 1992). 

Shrinkage of permafrost and snow cover will ehminate snow metamoфhism, and avalanche formation in high mountain 
regions and adjacent lowlands (Keller and Gubler, 1993; Tenthorey, 1992). An increased frequency of catastrophic snow 
avalanches may occur if sudden cold spells and a mixture of cold and warm air masses are more common in late wmter, or if 
periods of rapid warming are accompanied by heavy ram follow periods of mtensive snowfalls. There is insufficient evidence 
to mdicate whether the frequency of such events will change. Avalanches are expected to be less of a hazard than at present. 

The empirical basis for assessing alpine hazard probabilities comes from historical documents, statistics of measured time 
series or traces in nature of past events with long гесштепсе intervals. A future problem is that these will lose more and 
more of their significance as cUmate changes. This is because floods, avalanches, debris flows, and rock falls could have 
different magnitudes and frequencies than in the present climate, as the condition of the cryosphere in high mountain 
areas evolves beyond the range of Holocene and historical variability. 
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Box 7-3. Impact on Teindra Lands 

A critical factor influencing the response of tundra to warming depends on the presence of ground ice. Ground ice is 
generally concentrated in the upper 10 meters of permafrost, the very layers that will thaw first as permafrost degrades. 
This loss is effectively irreversible, because once the ground ice melts, it caimot be replaced for millenia, even if the cli
mate were to subsequently cool. Response of the permafrost landscape to warming will be profound, but will vary great
ly at the local scale, depending on detail of ground ice content. As substantial ice in permafrost is melted, there will be 
land subsidence. This process of thermokarst erosion will create many ponds and lakes and lead to coastal retreat. 

A forerunner of future landscapes can be seen in areas of massive ground ice, such as in Russia, where past climatic 
warming has altered the landscape by producing extensive flat-bottomed valleys. Ponds within an area of thermokarst 
topography eventually grow into thaw lakes. These continue to enlarge for decades to centuries, due to wave action and 
continued thermal erosion of the banks. Liquefaction of the thawed layer will result in mudflows on slopes in terrain that 
is poorly drained or that contains ice-rich permafrost. On steeper slopes there will also be landslides (Lewkowicz, 1992). 
Winter discharge of groundwater often leads to ice formation, and this is expected to increase on hillslopes and in the 
stream channels of the tundra. 

Changes in landscape, sea-ice distribution, and river and lake ice could have a major impact on indigenous people who 
live in Arctic regions and depend upon traditional occupations, food gathering, and hunting (Kassi, 1993; Roots, 1993; 
Wall, 1993). These include the Inuit of North America and Greenland and the various reindeer herding groups of 
Eurasia. They depend directly on the living resources of the area and often travel on ice, so their livelihood may be 
widely affected. Ice roads and crossings are commonly used to link northern settlements. The greatest economic impact 
is likely to stem from decreases in ice thickness and bearing capacity, which could severely restrict the size and load 
hmit of vehicular traffic (Lonergan et a l , 1993). There is likely to be a change in the migration pattems of polar bears 
and caribou, along with other biological impacts. 

There will be considerable impacts of climate change on resource management in the tundra (Wall, 1993). Some infra
stracture and mining activities and stractures will be threatened by diawing of permafrost. Water resources will change 
in that the seasonality of river flows will be different. Environmental changes are expected to be greater than for many 
other places on Earth (Roots, 1993). 

marked when the cryosphere is involved in river flow. In their 
snowmelt ranoff simulations, Martinec et a l (1994) report that 
for a 4°C rise in temperature of the Rio Grande basin in the 
USA, winter ranoff increases from 14% of the total annual 
flow at present to 30%. Summer ranoff decreases from 86% of 
annual flow to 70%. Such changes in snow ranoff can affect 
irrigation water and electricity supply. 

Less snow and glacier ice will influence the seasonality of river 
flow by reducing meltwater production in the warm season. 
The expected smoothing of the annual ranoff amplitude could 
be both beneficial (e.g., energy production in winter, reduction 
of summer flood peaks) and adverse (e.g., reduced water sup
ply for summer irrigation in dry areas, more frequent winter 
floods). As mountain glaciers begin to disappear, then eventu
ally the volume of summer ranoff will be reduced due to the 
loss of ice resources. Consequences for downstream agricul
ture, which relies on this water for irrigation, are in some 
places very unfavourable. For example, low and midland parts 
of Central Asia are likely to gradually change into a more arid, 
interior desert. 

As climatic warming occurs, there will be notable changes in 
the hydrology of Arctic areas (Woo, 1990). The nival regime 
ranoff pattem will weaken for many rivers in the permafrost 

region, and the pluvial influence upon ranoff will intensify for 
rivers along the southem margin of the Arctic, regions of 
Eurasia, and North America. Should climatic change continue, 
the vegetation will likely be different from today. When the 
lichens and mosses, that tend to be suppressors of evapotean-
spiration, are replaced by transpiring plants, evaporative losses 
will increase. Enhanced evaporation will lower the water table, 
followed by changes in the peat characteristics as the extensive 
wefland surfaces become drier (Woo, 1992). 

In permafrost regions, increased thawing deepens the active 
layer, allowing greater infiltration and water storage, especial
ly for rain that falls during the thawed period. Warming of the 
ground will also lead to the formation of unfrozen zones with
in the permafrost which provide conduits for groundwater 
flow. The chemical composition and the amount of groundwa
ter discharge may be changed as sub-permafrost or intra-per-
mafrost water is connected to the surface. In autumn and win
ter, more groundwater should be available to maintain base-
flow, further extending the stireamflow season. 

Stractures such as pipelines, airstirips, community water sup
ply and sewage systems, and building foundations are sus
ceptible to performance problems i f existing, frozen founda
tions or subgrades thaw, even minimally. Special measures 
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would be needed to ensure the structural stability and dura
bility of installations for tourism, mining industry, and 
telecommunication in permafrost areas affected by climate 
warming (Anyia et a l . , 1992; Haeberii, 1992; Vyalov et a l . , 
1993). Transport links could also be affected. For example, 
the permafrost zone in China contains more than 3,000 km of 
railway and over 13,000 km of highway. Thawing induced by 
climate warming wi l l result in serious disruption and 
increased maintenance costs from ground subsidence, side-
slope slumpings, landslides, icings and ice mound growth 
(Yang, 1985). On the other hand, many northern cities wi l l 
spend less money on snow and ice clearance. Engineering 
design criteria wil l need to be modified to reflect changing 
snow and frost climates, deepening of the active layer over 
permafrost, and warming and ultimate disappearance of mar
ginal or discontinuous permafrost. Present permafrost engi
neering commonly designs for the warmest year in the past 20 
years of record (Esch, 1993). Such criteria may need to be 
reviewed and revised. 

Where climate change alters the river-ice regime, substantial 
effects on the hydrology can be expected that will affect flow, 
water levels, and storage. For cold continental rivers, many 
hydrologie extremes, such as low flows and floods, are fre-
quentiy more a function of ice effects than landscape runoff. At 
freeze-up, the hydraulic resistance of an accumulating cover 
can induce sufficiently large hydraulic storage that the river 
flow falls below that normally expected (Gerard, 1990; Gray 
and Prowse, 1993). Projected climates will delay the timing of 
freeze-up and so prolong the autumn low flow period. At 
break-up, the rapid hydraulic storage and release of water by 
river-ice jams often forms the most significant hydrologie 
event of the year. Break-up flood levels typically exceed those 
that develop during the open-water period, even though actual 
discharge of water is lower. The impact of climatic wanning 
will be to advance the timing of break, but its effect on break
up flooding is not clear. 

Of all river-ice processes, ice-jams are the major source of eco
nomic damages, averaging approximately $CDN20-30 million 
per year in Canada alone (Van Der Vinne et a l . , 1991). Changes 
in damages from such events depend on how climate change 
affects the frequency and severity of river-ice freeze-up and 
break-up events. Less river ice and a shorter ice season in 
northward flowing rivers of Canada, Russia and Siberia should 
enhance north-south river transport. When combined with less 
sea ice in the Arctic, new opportunités for reorganization of 
transport networks and trade Unks wil l arise. Ultimately those 
changes could affect trading patterns among Russia, USA, 
Canada, northem Europe, and Japan. 

7.5.2. I m p a c t on the Hydroelectric Industry 

Altered future climates could have a significant impact on 
the seasonal distribution of snow storage, runoff into hydro
electric catchments, and aggregated electricity consumption. 
Garr and Fitzharris (1994) show tiiat in New Zealand tiie wmter 

(Austral) gap between electricity consumption and generation 
is reduced for a climate scenario that might be expected about 
2050 (Figure 7-6). The electricity system is made less vulnera
ble to chmate variability. Water supply is increased, but 
demand, which is largely driven by domestic heating, is 
reduced. There would be less need for new hydro plants and 
water storage. On the whole, these amount to net benefits. In 
countries where heating is supplied by natural gas, these 
changes will be less obvious. Instead the demand may well 
increase in the summer due to greater use of air conditioners 
due to a higher frequency of very hot days. 

River ice creates a host of hydrotechnical difficulties for the 
operation of hydropower facilities, ranging from the blockage 
of trash racks by frazil ice to the curtailment of operations so 
as to avoid freeze-up flooding. One Canadian hydropower 
company estimates revenue losses of over $ C D N l million/year 
associated with the release of sufficient flow to avoid the 
downstream freeze-off of a major tributary (Foulds, 1988). 
Major economic savings are likely if the length of the ice sea
son is reduced by climatic warming. Operational problems dur
ing the ice covered period will remain, and could even increase 
because some rivers may experience a higher frequency of 
winter break-ups. 

2500 П 
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Avg monthly N Z electricity consumption 
• Present 
^ 2050 (Temp +2°C) 

Avg monthly potential SI electricity generation 
* Present 
A 2050 (Temp +2''G / Prec + 1 0 % ) 

Figure 7-6: Synthesis of hydroelectricity generation and total con
sumption of electricity for New Zealand: The present compared with 
2050 (after Garr and Fitzharris, 1994). 
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7.5.3. I m p a c t on Shipping 

In Canada, absence of sea ice south of Labrador would elimi
nate Canadian Coast Guard ice breaking requirements. This 
means an annual saving of between $CDN 15-20 million. Even 
larger savings can also be expected in the FSU. The substantial 
reductions in sea ice in the Arctic Ocean that are expected to 
occur with climatic wanning will increase opportunities for 
shipping there and open up new trade routes. The effect of 
annual warming on ice calving, simulated using a simple degree 
day model (Brown, 1993) shows that for every 1°C of warming 
there would be a 1° latitude retreat of the iceberg occurrence in 
the Atlantic Ocean. In the Southem Ocean, any effects of 
reduced sea ice will be economically less pronounced. 

Ice-breakers keep river channels open for ship traffic within 
Russia on the major northem rivers, and to a limited degree in 
North America within the Great Lakes system. Considering the 
high operational costs of ice-breaking, any reduction in the ice 
season should translate into significant cost-savings. With 
warming there will be a longer shipping season, allowing 
increased passage of goods and services and longer time and 
larger area open for commercial fishing (Reycraft and Skinner, 
1993). Changes in fresh colder water in the North Atlantic may 
change the distribution of fisheries. 

7.5.4. I m p a c t on the O i l Industry 

Projected climatic warming could extend summer open water 
in the Beaufort Sea an additional 200-800 km offshore 
(McGillivray et a i , 1993). The fetch, and frequency of extreme 
wave heights, will therefore increase. It is estimated that the 
frequency of 6m waves would rise from 16% to 39% of the 
time (McGillivray et a l . , 1993). Present design requirements 
for long-lived coastal and offshore structures, such as oil instal
lations, will be inadequate under these conditions. 

A possible beneficial effect would be shorter winters disrapting 
constmction, exploration, and drilling programs. A decrease in 
thickness of first-year ice of 50-70% is projected for the 
Arctic, which wiU extend the drilling seasons for floating ves
sels considerably. Costs of drilling "downtime" on offshore oil 
and gas drilling explorations could practically be eliminated 
due to iceberg and sea-ice absence, saving more than $CDN40 
million annually (Stokoe, 1988). 

7.5.5. I m p a c t on the Tourist Industry 

Many mountainous regions of the world are used for tourism. 
A prerequisite for such commercially important activities as 
skiing is an extended snow cover of sufficient depth. Despite 
increases in precipitation, warming wil l decrease the cover, 
depth, and quality of snow and impair winter tourism in most 
alpine countries. Subsequent socioeconomic consequences 
could be detrimental for many mountain communities (Foehn, 
1990). In the United States, Cline (1992) estimates ski industry 

losses from projected warming at $1.7 billion annually. In 
some countries, ski resorts could be re-established at higher 
elevations, but this too has associated transportation and emis
sion problems. In others, such as AustraUa, the ski industry 
could, under the worst case scenario, be eliminated. Less snow 
and fewer glaciers on mountains will also diminish the quality 
of many alpine vistas, where their scenic appeal depends upon 
their presence in the general landscape. Some countries are still 
sufficiently high that their mountains wUl retain snow, so wil l 
possess an increasingly scarce, but valuable, scenic and recre
ational resource. 

Reduced sea ice will provide safer approaches for tourist ships 
and new opportunities for sightseeing around Antarctica and 
the Arctic. 

7.6. What Do We Still Need to Know? 

There are many uncertainties in understanding what is current
ly happening to critical components of the cryosphere, espe
cially ice sheets, sea ice, and permafrost, mainly because exist
ing monitoring systems are inadequate. Critical questions 
remain about how each component of the cryosphere wiU react 
to cUmate change and a multitude of proposals could be made. 
The most important are synthesized as follows: 

• Climatic scenarios produced by GCMs need to be 
refined so as to provide more detail for mountain and 
polar regions. Their output for regions of the globe 
where snow, ice, and permafrost are dominant needs 
to be better verified for the present climate. Imprecise 
estimates of future polar and alpine precipitation, and 
particularly snow depth, are a major constraint in pre
dicting the behavior of most components of the 
cryosphere and their impact. 

• Research should focus on processes that are driven by 
interactions between the atmosphere and the cryos
phere. Improving understanding of these processes 
would allow the constmction of more sophisticated 
and realistic climate sensitivity models. 

• Monitoring of key components of the cryosphere must 
continue. The mass balance of the ice sheets of the 
world is poorly known. Databases need to be further 
developed and maintained. They provide tiie bench
mark for assessing futiure change and for model test
ing. More statistical work is required on existing data
bases to improve knowledge of cryospheric tiends. 

• Effects of-cryospheric change on other natural sys
tems need to be better understood and quantified, par
ticularly where they affect human communities and 
economic systems of agriculture, forestiy, tourism, 
transport, and engineered stractures. Futiure response 
of Arctic sea ice is especially critical because large 
changes will have profound climatic, economic, ttade, 
and strategic impUcations. 

• New methods are needed to assess probabilities of nat
ural hazard and risk that take into account changing 
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climate. For hazard mitigation measures in mountain 
environments of developing countries, transfer of 
technologies for preparing the necessary assessments 
would be helpful. 
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EXECUTIVE SUMMARY 

Global warming as projected by Working Group I of the IPCC 
wil l have an effect on sea-surface temperature (SST) and sea 
level. As a consequence, it is likely that ice cover and oceanic 
circulation wil l be affected, and the wave chmate wil l change. 
The expected changes affect global biogeochemical cycles, as 
well as ecosystem structure and functions, on a wide variety of 
time and space scales; however, there is uncertainty as to 
whether extreme events will change in intensity and frequency. 
We have a high level of confidence that: 

• Redistribution of SST could cause geographical shifts 
in biota as well as changes in biodiversity, and in 
polar regions the extinction of some species and pro
liferation of others. A rise in mean SST in high lati
tudes should increase the duration of the growing 
period and the productivity of these regions if light 
and nutrient conditions remain constant. 

• Sea-level changes will occur from thermal expansion 
and melting of ice, with regional variations due to 
dynamic effects resulting from wind and atmospheric 
pressure pattems, regional ocean density differences, 
and oceanic circulation. 

• Changes in the magnitude and temporal pattem of 
pollutant loading in the coastal ocean will occur as a 
result of changes in precipitation and ranoff. 

We can say with a lesser degree of confidence that: 

• Changes in circulation and vertical mixing will influ
ence nutrient availability and primary productivity, 
thereby affecting the efficiency of carbon dioxide 
uptake by the oceans. 

• The oceans' uptake and storage capacity for greenhouse 
gases will be affected further by changes m nutrient 
availability m the ocean resulting from other changes in 
precipitation, runoff, and atmospheric deposition. 

• Freshwater influx from the movements and melting of 
sea ice or ice sheets may lead to a weakening of the 
global thermohaline circulation, causing unpredictable 
instabilities in the climate system. 

It is presently uncertain whether the frequency and severity of 
tropical cyclones will increase due to climate change. 

The most pervasive effects of global climate change on human 
uses of the oceans will be due to impacts on biotic resources; 
transportation and nonhvmg resource exploitation will be affected 
to a lesser degree. We can say with a high level of confidence that: 

• Increased coral bleaching will occur as a result of a 
predicted 2°C increase in average global atmospheric 
temperature by 2050. 

• Expanded dredging operations will be necessary to 
keep major ports open in the Northem Hemisphere, 
which will increase costs. 

• The Northwest Passage and Northem Sea Route of 
Russia likely will be opened up for routine shipping. 

• Growth in the marine instramentation industry wil l 
occur as the need for research and monitoring of cl i
mate change increases. 

We can say with a lesser degree of confidence that: 

• Reduced yields of desirable fish species will occur if 
average primary productivity decreases. 

• ff the frequency of fropical storms and hurricanes mercas
es, adverse knpacts will be generated for offshore oil and 
gas activities and for marine transportation in the tropics. 

• Marine mmeral exfraction, except for pettoleum hydro
carbons and the marine pharmaceutical and biotechno-
logical industries, is insensitive to global climate change. 

Adaptation to the impact of cUmate change on oceans is limit
ed by the nature of these changes, and the scale at which they 
are likely to occur: 

• No adaptive responses to coral bleaching, even on a 
regional scale, wUl be available i f average global 
temperature increases 2°C by 2050. However, reduc
tions in land-based pollution of the marine environ
ment, combined with reductions in habitat degrada-
tion/destraction, would produce benefits for fisheries, 
aquaculture, recreation, and tourism. 

• Adaptation options wiU be available for the offshore 
oU, gas, and shipping industries i f the frequency of 
tropical storms and hurricanes increases. The options 
include improved design standards for offshore strac
tures, national and intemational regulations for ship
ping, and increased technological capabilities to pro
vide early waming at sea. Govemments also can 
increase attention to institutional design for planning 
and responding to disasters and acute emergencies. 

• Where cUmate change generates positive effects, mar
ket-driven needs wiU create tiieir own adaptation dynam
ic. However, adaptation policies will be requked to con
ttol extemaUties that are market failures. For instance, 
opening up both tiie Northwest Passage and the Russian 
Northem Sea Route for up to 100 days a year—while a 
boon to intemational shipping and consumers m East 
Asia, North America, and Westem Europe—wiU have to 
be accompanied by poUcies designed to hmit tiie total 
burden of poUutants entering the Arctic envkonment 
from ports, ship operations, and accidents. 
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8.1. Introduction 

In this chapter, we attempt to assess the impacts of projected 
regional and global climate changes on the oceans. Climate 
change will affect the physical, biological, and biogeochemical 
characteristics of the oceans at different time and space scales, 
which should modify their ecological stracture and functions 
and is expected to exert significant feedback controls on the 
climate system. These cnanges will be in addition to human 
activities such as land-use changes, industrialization and 
urbanization, increased food production, habitat modification, 
transportation of exotic organisms, and releases of pollutants. 
The present trends of increasing pollution, development, and 
overuse are reducing the capacity of coastal oceans and semi-
enclosed seas to respond to and compensate for environmental 
changes that might be brought about by a climate change 
(GESAMP, 1990). 

In providing this assessment, we address questions concerning 
the functions and characteristics of oceans in relation to their 
human uses, then responses to large-scale global climate change, 
the range of available mitigation and adaptation response 
options, and continuing research and monitoring needs. 

8.2. Functions of Oceans 

The oceans function as regulators of the Earth's climate and 
sustain planetary biogeochemical cycles. They also are of sig
nificant socioeconomic value as suppliers of resources and 
products, as sinks for wastes, as areas of recreation and 
tourism, as a medium for transportation, and as a repository of -
genetic and biological information. To gain a perspective of the 
oceans' importance, consider that the global ocean industry (all 
sectors) realizes about 4% of world gross national product 
(GNP)—approximately $20 trillion in 1988 (Broadus, 1991). 

8 . 2 . 1 . C U m a t e R e g u l a t o r 

The oceans have significant capacity to store heat and are the 
largest reservoir of the two most important greenhouse gases— 
water vapor and carbon dioxide (CO2). The long timescales of 
vertical circulation in the oceans result in slow tumover of 
stored heat and COj. The properties of oceans are affected by 
variability resulting from Sun-Earth orbital changes (e.g., sea
sonal and Milankovitch cycles); interactions among compo
nents of the climate system—^for example, the atmosphere-
cryosphere—modulate these variations and resuh in climatic 
variability on other timescales. 

Just less than 60% of the Earth's radiative energy from the Sun 
is received by the ocean, 80% of which is absorbed in the top 
10 m of the ocean. Winds and waves mix down a seasonal sur
face layer of nearly uniform temperature, salinity, and other 
properties. This layer extends to tens of meters in the tropics 
and to several hundred meters in high-latitude seas, where 
oceanic convections are due to the annual cooling of surface 

waters and where the winds are stronger and the waves larger. 
The permanent thermochne lies below the seasonal surface 
layer, down to about 1000 m depth. Circulation down to the 
upper thermochne is principally wind-driven and is character
ized by basin-scale gyres and intensive western boundary cur
rents such as the Gulf Stream and the Kuroshio. The oceans 
transport about the same amount of heat poleward as the 
atmosphere (Trenberth and Solomon, 1994), and these westem 
boundary currents are the most important carriers. 

The lower thermochne and the abyssal ocean represent nearly 
90% of the volume of the oceans, and most of this water is 
colder than 5°C. It is dominated by thermohaline circulation 
driven by differences in density. Globally, the oceanic thermo
haline circulation can provide a substantial buffer against 
greenhouse warming. It incorporates both heat and COj from 
the atmosphere at higher latitudes and releases them at lower 
latitudes decades or centuries later. Thus, it plays an important 
role in controlling the distribution of both heat and greenhouse 
gases and, as a consequence, modulating global climate. 

About 57% of oceanic volume is colder than 2°C. Except for the 
Arctic Ocean and the nearby part of the Atlantic Ocean, these 
characteristics can only be derived from Antarctic bottom water 
(Gordon, 1991). Therefore, a significant part of global thermo
haline circulation is driven by the formation and sinking of 
Antarctic bottom water, principally in the Weddel Sea. As a con
sequence, the Antarctic Ocean is quite important for the global 
climate, but its role in contributing variability to climate is not 
understood. Further, changes in the formation of deep water in 
the North Atlantic are usually considered to be part of the 

' processes by which the Earth moves from an ice age to an inter-
glacial and back again. This process is explained in Box 8-1. 

Studies of gases trapped in polar ice cores have shown that the 
concentration of atmospheric CO2 has undergone variations 
that parallel climatic changes (Bamola et a l . , 1987). The strong 
correlation between variations of polar temperature and atmos
pheric carbon dioxide concentration in comparison with the 
Sun-Earth orbit-induced glacial-interglacial cycles strongly 
suggests the existence of feedback mechanisms involving the 
interplay of biological, chemical, and physical processes 
(Watson et a l . , 1990). Because the ocean contains about 60 
times more carbon than the atmosphere (Sundquist and 
Broecker, 1985), variations in atmospheric CO2 could result 
from even minor changes in the ocean's physicochemical and 
biogeochemical characteristics affecting carbon cychng in the 
sea. Among the proposed explanations for the variability of 
atmospheric CO2 contents on these timescales are changes in 
ocean productivity (Samthein et a i , 1988) and fluctuations in 
the quantity of carbon stored in the deep sea—which in turn, 
are related to changes in ocean circulation (Boyle and Keigwin, 
1982; Curty et a l . , 1988). 

The natural fluxes of the exchange of carbon dioxide among 
atmosphere, ocean, and land biota are much larger tiian anthro
pogenic perturbations (IPCC, 1994). Because of complex ocean
ic carbonate chemistry, tiie ocean—compared to its reservoir 
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size—is actually not an efficient sink for increases in atmos
pheric carbon dioxide concentrations (e.g., Siegenthaler and 
Sarmiento, 1993). Nevertheless, the ocean is estimated to have 
taken up about 30% of carbon dioxide emissions arising from 
fossil fuel use and tropical deforestation between 1980 and 1989 
(Siegenthaler and Sarmiento, 1993), thus slowing the rate of 
greenhouse global warming. The same estimate also leaves 
about 25% of the emissions unaccounted for. This "missing 
sink" for carbon dioxide is thought to be located in the terrestri
al biosphere (Tans et a l . , 1990), although Tsunogai et a l . (1993) 
suggest that the oceanic intermediate waters are also significant 
sinks for carbon dioxide. 

The global ocean also plays a major role in the global hydro-
logical cycle. The cycling of the oceanic freshwater fraction 
through advection, evaporation (E), precipitation (P), and—in 
higher latitudes—the solid-ice phase wil l be affected by 
changes in wind systems and oceanic current systems. The 
freshwater budget of the ocean is still not well enough under
stood, primarily because of the lack of adequate data, although 
Schmitt et a l . (1989) have given some preliminary assess
ments. Atmosphere-ocean interactions maintaining the overall 
E-P balance wil l be affected by changes in circulation, evapo
ration, precipitation, and the availability of precipitable water 
in the atmosphere over the ocean. A changing pattern of rain
fall over the oceans wil l cause changes in the rainfall pattem 
over land, which will in tum have a considerable effect on the 
salinity of marginal seas. 

8.2.2. Resources a n d P r o d u c t s 

The oceans provide living and nonliving (minerals and water) 
resources, opportunities for unconventional energy sources, 
pharmaceuticals, and marine electronic instmmentation. 

8 . 2 . 2 . 1 . L i v i n g Resources 

Living resources include fish and shellfish, marine mam
mals, and seaweeds. In 1990, the world's fish catch was 97 
million tons (mt)—14 mt from inland sources and 83 mt 
from marine sources (FAO, 1992a). However, the annual rate 
of growth in world marine catch has been declining since 
1972 (FAO, 1992b). This decline in the rate of growth, and 
decline in overall production experienced in 1990, is the 
combined result of uncontrolled growth in fishing effort and 
overfishing of important stocks in the Atlantic Ocean. 
Uncontrolled access to resources and growth in fishing effort 
supported by large national subsidies are major weaknesses 
in the world fisheries system as a whole (see Chapter 16). In 
contrast, the production trend in the world aquaculture 
industry is the opposite of that in the marine capture fisheries 
industry. Between 1984 and 1992, world aquaculture pro
duction increased 89% and amounted to 23% of the world 
marine catch witii a value of $32.5 billion (in 1992 U.S.$) 
(Aquaculture Magazine Buyers Guide, 1995). This subject is 
considered in Chapter 16. 

A combination of human activities (e.g., overfishing, pollution 
of estuaries and the coastal ocean, and the destruction of habi
tat, especially wetiands and seagrasses) currentiy exerts a far 
more powerful effect on world marine fisheries than is expect
ed from climate change. However, fisheries are indeed sensi
tive to climate change as inferred from paleorecords. The 
Working Group I report concludes that because marine photo
synthesis is limited by nitrogen rather than by carbon, increas
ing CO2 contents in the upper ocean is unlikely to have a pos
itive impact on net primary productivity. Rather, primary pro
ductivity should respond to changes in nutrient availability 
resulting from changes in ocean circulation, ranoff input, or 
atmospheric deposition. Because there is substantial uncer
tainty about whether any of these factors will change with 
global warming, it is not clear i f average primary productivity 
wil l be affected. Even if global average primary productivity 
is negatively affected, there are so many pathways and loops 
in the chain between primary productivity and upper trophic 
level species—including a significant microbial loop—and 
regional conditions vary so widely that it is difficult to say 
whether reductions in the average yield of commercial fish
eries will result. 

There are indications that the potential value of the marine 
pharmaceutical industry is large, although there is no compre
hensive study of the market for this industty. The oceans are a 
potentially enormous source of biological tissue that can be 
refined and developed into pharmaceuticals, enzyme prepara
tions, gene probes, immunological assays, and new materials. 
Some of these materials have commercial potential in medi
cine, agriculture, marine aquaculture, and materials science. 

The cleaning and disinfection of contaminated areas using 
microorganisms (bioremediation) is of potential importance 
in the oceans, largely on fixed surfaces such as sediments 
(Bragg e t a l . , 1994; Swannel and Head, 1994). Bioremediation 
of the marine water column may not be important, largely 
because most contaminants in the oceans are particle-associ
ated (e.g., sediment particles). Possible exceptions include 
highly contaminated seawater close to terrestrial hazardous 
waste disposal sites. To date, efforts to deal with these areas 
have been few. 

The newest class of marine organisms that appears to have con
siderable commercial potential in tiie biotechnology industry is 
tiie hyperthermophiles (T„̂ „ > 85°C) (Kristjansson, 1989). 
These bacteria live at extremes of pH and temperature that 
make them attractive to industry because, among other charac
teristics, they can yield long shelf-lives and tolerate organic 
solvents and harsh purification processes. Large colonies of 
hyperthermophiles now have been found at spreading centers 
in mid-ocean ridges (Jannasch and Wirsen, 1979), in the deep 
North Sea, and in Alaskan oil reservoirs (Stetter et a l . , 1993). 
However, they are difficuh to culture m the laboratory. Not sur
prisingly, the potential value and availability of these hyper
thermophiles have stimulated serious efforts to harvest them 
for industrial applications by biotechnology firms (e.g., Myers 
and Anderson, 1992). 
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8.2.2.2. N o n l i v i n g Resources a n d U n c o n v e n t i o n a l E n e r g y 

The range of products in this category includes petroleum, 
placer and nearshore deposits (i.e., sand and gravel, sulfur, 
phosphorite), calcareous oozes including hot brines, man
ganese nodules, and polymetallic sulfides at spreading centers. 
The latter two are resources from the deep ocean bed, for 
which no large-scale commercial recovery has been attempted 
because it is presently uneconomic. 

Petroleum hydrocarbons are by far the most significant contri
bution of the ocean to the world stock of nonliving (mineral) 
resources in both quantity and value. Offshore production is 
estimated to be approximately 26% of terrestrial production for 
oil, in amount and gross value, and 17% for natural gas ( O i l 
a n d Gas J o u r n a l , 1993; Offshore J o u r n a l , 1993; Oil and Gas 
Journal Database, 1992). 

Broadus (1987) estimates the annual gross value of all other 
extracted seabed minerals to be more than $600 million—of 
which tin is the most significant item and the only one that sup
plies more than 1% of its world market. Sand and gravel, cal
cium carbonate, sulfur, and other mineral placers are also 
among the seabed mineral resources that are actively extracted. 
The harvesting of precious coral, a combined living and min
eral resource, supports an industry estimated to be worth more 
than $50 million a year (Broadus, 1987). 

Other resources and products to be found in the ocean include 
water and unconventional energy resources. In the 1990s, more 
than 3,5(Ю land-based desalination plants were in operation, 
producing more than 8 billion liters of water a day 
(Encyclopedia Britannica, 1993). Thirty percent of the total 
number of plants were located in the United States, and 20% 
were in the Middle East. Desalination of sea water is unlikely 
to be affected by global climate change. 

Electricity from tidal power can be produced in only a few 
areas of the world (e.g., northern France and eastem Canada) 
where the tidal flux is sufficienfly large. The total usable poten
tial is estimated to be on the order of 200 million kW (Charlier 
and Justus, 1993). The potential for using temperature differ
entials in the tropical ocean between the surface and the water 
below the thermocline is quite large. This technique, called 
ocean thermal energy conversion (OTEC), theoretically can be 
applied in the latitude beh between 20°N and 20°S, but die area 
of greatest potential lies between 10°N and 10°S. Total poten
tial electricity production from OTEC ranges between 10^ and 
1010 M W (Charlier and Justus, 1993). An upper limit per plant 
at the 10' M W level would amount to 299 quads per year [one 
quad = 10'5 Btu (British thermal units)] of electric energy. So 
far, only two subsidized pilot plants have been in operation. 

The oceans are an opaque, three-dimensional medium. The 
opacity derives from a limited capacity for penetiration by either 
light or electromagnetic waves. The oceans also are character
ized by storms, hazards to navigation, and curtents of varying 
strength, so electi-onic means of sensing, communicating, and 

managing information are essential (Broadus et a l . , 1989). The 
major products here include communication and navigation 
instraments, sensors, data management instruments, and ser
vices. Navies, offshore oil and gas firms, océanographie 
research and environmental monitoring entities, commercial 
shipping and fishing companies, and recreational boaters are the 
consumers of tiiese products (Broadus et a l , 1989). Initial esti
mates of the size of tiie world market for marine electronic 
instrumentation (Hoagland III and Kite-Powell, 1991) are in the 
range of $3-5 billion for the United States and roughly twice 
that size for the world (which includes the United States, 
Westem Europe, and Japan). 

8.2.3. Waste Reception and Recycling 

Due to their enormous volume of water, microbial communi
ties, and sediments, the oceans have the capability to receive, 
dilute, transform, eliminate, store, and recycle massive quanti
ties of wastes from human activities conducted on land and in 
the atmosphere, as well as on water (Izrael and Tsyban, 1983, 
1989; G E S A M P 1986). This capability to accept contami
nants, however, is not limifless, and negative consequences can 
occur—especially in coastal seas and estuaries. The major 
sources and pathways of pollutants into the oceans are ranoff 
and river inputs of land-based discharges, which contribute an 
estimated 44% (GESAMP, 1990); atmospheric deposition of 
land-based pollutants over the oceans, which contributes an 
estimated 33%; and at sea-activities, including mineral pro
duction, maritime transportation, and ocean dumping, which 
contribute 23% of the total inputs (GESAMP, 1990). 

8.2.4. Recreation and T o u r i s m 

Recreation and tourism is an exceedingly large and rapidly 
growing market, which exceeded $2 trillion in 1986 (Miller 
and Auyong, 1991). Tourism accounts for more than 12% of 
the world's gross product and represents an important 
socioeconomic activity in the coastal environment (see 
Chapter 9). The organizational and operational facilities for the 
tourist industry—which include, for example, hotels, airports, 
ports, marinas, and the like—affect ecosystems such as estuar
ies, salt marshes, mangroves, seagrass beds, and other weflands 
and coral reefs, all of which are already at risk due to pollution 
from human activities (Miller and Auyong, 1991). Maintaining 
a balance between developing tourism and recreation and pre
serving the aquatic environment is an issue affected by climate 
change because adverse human impacts on the coastal zone are 
likely to be amplified by the coastal effects of climate change 
(see Chapter 9). 

8.2.5. Transportation 

Transportation over water is by far the cheapest of all global 
transportation media available; consequentiy, more than 95% of 
world ti-ade moves by ship. This medium is the least significant 
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contributor of CO2 per amount of product shipped. The world 
fleet in 1990 consisted of 424 million gross tons (GT, a volu
metric measure) or 667 million deadweight tons (dwt, a measure 
of carrying capacity). Of that amount, exclusively cargo-carry
ing ships accounted for 46%; fishing vessels (all types >1(Ю GT) 
accounted for 19%; and passenger vessels accounted for 18% 
(Lloyds Register, 1990). These three categories accounted for 
83% of the world's fleet. 

Marine transportation will be affected by climate change in 
three respects. First, in regions experiencing increased precip
itafion and runoff, increased dredging operations will be nec
essary in ports affected by increased sediment deposition. 
Second, if the frequency and uncertainty of ttopical storms and 
hurricanes increases, shipping will be adversely affected, loss 
rates may increase, and freight and insurance rates will rise. 
Third, if the extent of sea ice is reduced by 20% in northern lat
itudes—which seems probable given that maximum warming 
is predicted to occur in high northem latitudes in winter (see 
the IPCC Working Group I volume, and Chapter 7)—then both 
the Northwest Passage and the Russian Northern Sea Route 
will become viable sea routes, thereby facilitating shipping and 
reducing costs between East Asia and Westem Europe. 

8.2.6. I n f o r m a t i o n F u n c t i o n 

In addition to the preceding functions and uses, tiie oceans rep
resent a natural repository of genetic and biological informa
tion. One important effect of climate change is likely to be a net 
decrease in global biodiversity. In many cases, global warming 
will act in combination with other human factors—driving 
species to extinction, narrowing the genetic range within 
species, and fransforming and simplifying ecosystems. Species 
that are rare, isolated on the edge of their tolerance, genetically 
impoverished, and in areas undergoing the most abrapt changes 
are likely to become extinct (Markham et a l . , 1993). 

The biodiversity value of the ocean is particularly important 
because there are many groups of organisms, even at taxonom-
ic levels above orders, that are exclusively marine. These ani
mals and plants have special status in some ways related to bio
diversity because the loss of these species represents a larger 
impact than the loss of species in widespread taxonomic groups. 

8.3. Characteristics of Oceans and Their Responses to 
Climate Change 

In this section we describe the major characteristics of oceans 
and their likely responses to global climate change scenarios. 

8 . 3 . 1 . Physical Characteristics 

In the oceans, climate change wil l be accompanied by changes 
in temperature, circulation, sea level, ice coverage, wave cl i
mate, and extreme events. These changes are expected to have 

consequences for ecosystem structure and function, as well 
as for global biogeochemical cycles with feedbacks to the 
climate system. 

8 . 3 . 1 . 1 . T e m p e r a t u r e 

Studies of past climate changes show that sea surface tempera
ture (SST) increases along witii air temperature, although prob
ably not as much as or as rapidly (IPCC, 1990a). Also, due to 
greater tiiermal inertia, changes in oceanic conditions will lag 
behind changes on the continents [e.g., by 10 years for tiie North 
Pacific (Wigley et a l , 1985)]. The cortelation between SST and 
land temperatures from a coupled ocean-atmosphere model sug
gests that SST wiU increase at a rate generally in line witii the 
increase of mean land-temperature values (Manabe et a l , 1991). 
Exceptions might occur in a bek around Antarctica and in the 
high-latitude North Atiantic. The modeled SST around 
Antarctica increases more slowly because of the upwelling deep-
water masses. The predicted temperature increase in the high-
latitude North Atlantic also is slower, apparentiy due to a weak
ening of the conveyor belt thermohaline circulation. The weak
ened conveyor belt could recover i f atmospheric CO2 concentta-
tion leveled off at double the present value but might never 
recover if it quadrapled (Manabe and Stouffer, 1993), driving the 
climate system into unknown directions. Exceptions also are 
expected to occur in arctic and subarctic regions, where the pre
dicted warming may be higher than the global average. 

8.3.1.2. U p w e l l i n g a n d E N S O Events 

Divergence of wind-driven surface ocean cmrents induces 
upwelling of water from deeper layers. General circulation mod
els (GCMs) predict a decrease of the meridional (north-south) 
gradients of sea-surface temperature due to significant warming 
in polar latihides, which in tum would lead to a decrease in 
trade-wind intensity, the sttength of the upper ocean curtents 
(Mitchell, 1988), and the area and intensity of upwelling, such as 
in the equatorial eastem ttopical Pacific. According to studies of 
paleoclimate, the productivity of open oceanic upwelling regions 
during glacial periods was much higher than during mterglacial 
periods (e.g., Samtiiein et a l , 1988; Lapenis et a l , 1990). These 
studies indicate that global warming may be accompanied by a 
decrease in total productivity of the global ocean (Budyko and 
Izrael, 1987; Lapenis et a l , 1990). 

In contrast to model projections, however, observations over 
large parts of the ttopical Atiantic between 1947 and 1986 have 
shown an increase in the trade winds (Bigg, 1993). Bakun 
(1990, 1993) suggests that the greenhouse effect will enhance 
the seasonal warming of continents—leading to a decrease in 
the pressure over land, an increase in the land-sea pressure dif
ference, and increased alongshore winds. Binet (1988) has 
observed such effects along the coast of northwest Africa. It 
appears likely that the strength of both oceanic and coastal 
upweUing mechanisms could change under conditions of glob
al warming, with profound impacts upon fish species and their 
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production as well as on the climate of the immediate coastal 
zone (see also Chapter 16). 

The E l Nino-Southern Oscillation (ENSO) results from fluc
tuations in the internal interactions within the Earth's ocean-
atmosphere system and is the most significant source of 
interannual variability in weather and climate around the 
world. The Southern Oscillation (SO) component of ENSO is 
an atmospheric pattern that extends over most of the global 
tropics. It principally involves a seesaw in atmospheric mass 
between regions near Indonesia and the Pacific Ocean region 
centered near Easter Island. The E l Niño component of ENSO 
is an anomalous warming of the eastem and central tropical 
Pacific Ocean. In major "warm events," warming extends 
over much of the tropical Pacific and becomes clearly linked 
to the atmospheric SO pattern. ENSO events occur every 3 to 
10 years, although in recent years the frequency has 
increased. The influence of ENSO sometimes extends to 
higher latitudes and has far-reaching climatic and economic 
consequences around the world (Ropelewski and Halpert, 
1987; Zuta, 1986). 

Although ENSO is a natural part of the Earth's climate, a 
major question is whether the intensity or frequency of ENSO 
events might change as a result of global warming. Historical 
and paleorecords reveal that ENSO events have changed in 
frequency and intensity in the past on multidecadal to centu
ry timescales (Nicholls, 1992; Anderson et a l . , 1992; 
Thompson et a l . , 1984). It is unclear whether ENSO might 
change with long-term global warming. Studies of long-term 
variations in ENSO using models have just begun (Knutson 
and Manabe, 1994; Kumar et a l . , 1994), and it is still premature 
to project the behavior of ENSO events for different climate-
change scenarios. 

8.3.1.3. Changes i n Sea Level 

The available estirnates of sea-level changes under a changing 
cHmate are rather preliminary because of uncertainties both in 
the projections of chmate change itself and in the assessment 
of the components that influence sea level. The latter include 
ocean thermal expansion, the effects of changing volumes of 
polar ice sheets and mountain glaciers, and dynamic effects 
resulting from ocean circulation, wind and weather pattems, 
and differences in regional ocean density (Box 8-2). 

Revised projections, taking full account of both cUmate and 
sea-level components, are not yet available. However, indica
tions are that both global wamüng and sea-level rise by the 
year 2100 may be 25-30% less than the IPCC 1990 projections 
(Wigley and Raper, 1992, 1993). Nonetheless, even the lower 
estimates of sea-level rise are about two to four times the rate 
of sea-level rise experienced in the last 100 years. 

Rising sea level wiU have pervasive impacts for coastal zones 
and their ecosystems. A detailed analysis of the impacts of sea-
level rise on the coastal zones may be found in Chapter 9. 

8.3.1.4. I c e Cover 

Sea ice covers about 11% of the ocean, depending on the sea
son. It affects albedo, saUnity, and ocean-atmosphere thermal 
exchange. The latter determines the intensity of convection in 
the ocean and, consequently, the mean timescale of deep-ocean 
processes affecting CO2 uptake and storage. 

Projected changes in climate should produce large reductions 
in the extent, thickness, and duration of sea ice. Major areas 
that are now ice-bound throughout the year are likely to have 
major periods during which waters are open and navigable. 
Some models even predict an ice-free Arctic (IPCC, 1990b). 
Melting of snow and glaciers wil l lead to increased freshwater 
influx, changing the chemistry of those oceanic areas affected 
by the ranoff. At present, however, there is no convincing evi
dence of changes in the extent of global sea ice (Gloersen et a i , 
1992). Studies on regional changes in the Arctic and Antarctic 
indicate trends of decadal lengtii (e.g., Mysak and Manak, 
1989; Parkinson, 1992), often with plausible mechanisms pro
posed for periodicities of a decade or more. Thus, longer data 
sets are needed to test whether a genuine long-term trend is 
developing (see Chapter 7). 

8.3.1.5. Wave C l i m a t e a n d V e r t i c a l M i x i n g 

Winds and waves are the major forcing factors for vertical mix
ing; the degree of mixing depends on the vertical density strac
ture. In the past 40 years, there has been an increase in the 
mean wave height over the whole of the North Atlantic, 
although it is not certain that global change is the cause of this 
phenomenon (Bacon and Carter, 1991). 

In some permanentiy stratified anoxic basins, such as the Black 
Sea, climate change brings with it the possibihty of tumover 
(Mee, 1992). The Black Sea has a very strong density gradient; 
the only risk of penetration of anoxic bottom waters to the sur
face would be by elevation of the oxic-anoxic boundary. 
Although this is controversial, Murtay et a l . (1989) have sug
gested that the oxic-anoxic boundary in the Black Sea has risen 
up to 30 m over the last 20 years in association with decreased 
river flows. 

8.3.1.6. Extreme Events 

The catastrophic aspects of storms and storm surges are weU 
known, particularly in exacerbating flooding in coastal areas and 
in erosion and restracturing of coastal formations (see Chapter 9 
for details). The causal relationship between sea-surface temper
ature and the formation of tropical cyclones suggests that the 
intensity and frequency of tropical cyclones may increase in the 
future. However, the evidence inferred from models based on 
such relationships is conflicting (Ryan et a l , 1992; Stein and 
Hense, 1994). A G C M analyzed by Haarsma et a l . (1993) 
showed that a doubling of CO2 concentration increased by about 
50% the number of simulated tropical disturbances, as well as 
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the number of intense disturbances, whose maximum windspeed 
mcreased by about 20%. The low resolution of the G C M calls for 
caution m mterpretmg die sknulated changes in the intensity of 
tropical disturbances (Haarsma et a l . , 1993). G C M results also 
indicate a change in cyclone tracks as a response to global warm
ing. Bengtsson et a l . (1994), on the other hand, report that with a 
doubling of CO2 over t h e next 50 years, the global disuibution of 
storms should be similar to the present geographical position and 
seasonal variabiUty—although the number of storms is signifi-
candy reduced, particularly in the Southem Hemisphere. Tropical 
cyclone models require an initial disturbance to be present before 
a full-scale cyclone develops. A G C M , with its coarser horizontal 
resolution, cannot produce a better resolution than a cyclone 
model. Correlations also have been found between ENSO (as 
weU as the southeast Asian monsoon) and the regional pattems of 
ttopical cyclone activity (Nicholls, 1984; Evans and Allan, 1992). 
Unfortunately, it is not yet possible to say how ENSO, and thus 
tropical cyclones m these regions, wiU be affected by global 
warming (see also Section 8.3.1.2). 

Although there is uncertainty, the extent of damage caused by 
great windstorm catastrophes has expanded in recent years. 
The concenti-ations of people living in high-risk coastal regions 
must be considered the main reason for this alarming trend 
(Berz, 1994). If storms intensify with rising temperatures, there 
wil l be adverse consequences for living and nonliving resource 
exploitation in the ocean and in coastal areas, for marine trans
portation, and for recreation and tourism. It must be noted, 
however, that scientific assessment of impacts in this context 
can differ from economic evaluation of loss because the 
methodologies used to assess loss are different. From a scien
tific perspective, damage or injury would be assessed in terms 
of the components and interrelationships in a particular ecosys
tem. From an economic perspective, however, loss is defined 
by value as determined by some market. It is therefore quite 
possible to get a scientific assessment of low injury to an 
ecosystem combined with high economic loss value, especial
ly given that the value of waterfront real estate is normally high 
(see also Chapter 17). The reverse is also true: Major ecologi
cal damage might occur with little economic loss. 

8.3.2. Ecological Characteristics and Biodiversity 

Metabolic rates, enzyme kinetics, and other biological charac
teristics of aquatic plants and animals are highly dependent on 
external temperatures; for this reason alone, climate change 
that influences water temperature wil l have significant impacts 
on the ecology and biodiversity of aquatic systems (Fry, 1971). 
The capability of some species to adapt genetically to global 
warming will depend on existing genetic variation and the 
rapidity of change (Mathews and Zimmerman, 1990). Species 
remaining in suboptimal habitats should at least experience 
reductions in abundance and growth well before conditions 
become severe enough for extinctions to occur. The resilience 
of an ecosystem to climate change wil l be determined to a large 
extent by the degree to which it already has been impaired by 
other human activities. 

Coastal ecosystems are especially vulnerable in this context. 
They are being subjected to habitat degradation; excessive 
nutrient loading, resulting in harmful algal blooms; fallout 
from aerosol contaminants; and emergent diseases. Human 
interventions also have led to losses of living marine resources 
and reductions in biodiversity from biomass removals at 
increasingly lower trophic levels (Sherman, 1994; Beddington, 
1995; Pauly and Christiansen, 1995). The effects on biodiver
sity are likely to be much less severe in the open ocean than in 
estuaries and wetlands, where species in shallow, restricted 
impoundments would be affected long before deep-oceanic 
species (Bemal, 1991). 

The chief biotic effects on individuals of an increase in mean 
water temperature would be increased growth and develop
ment rates (Sibley and Strickland, 1985). If surface tempera
tures were correlated positively with latitude, and temperature 
increased, one would expect a poleward shift of oceanic biota. 
While this may be the general case, there could be important 
regional variations due to shifts in atmospheric and oceanic cir
culation. The resulting changes in predator-prey abundance 
and poleward shifts in species' ranges and migration pattems 
could, in the case of marine fisheries, lead to increased survival 
of economically valuable species and increased yield. Such 
cases have been observed by Wooster and Fluharty (1985) as a 
result of the large and intense 1983 E l Niño. 

In high latitudes, higher mean water temperature could lead to 
an increase in the duration of the growing period and ultimate
ly in increased bioproductivity in these regions. On the other 
hand, the probability of nutrient loss resulting from reduced 
deep-water exchange could result in reduced productivity in 
the long term—again highlighting the importance of changes 
in temperature on pattems of circulation. Global warming 
could have especially strong impacts on the regions of oceanic 
subpolar fronts (Roots, 1989), where the temperature increase 
in deep water could lead to a substantial redistribution of 
pelagic and benthic communities, including commercially 
important fish species. 

For teopical latitudes, GCMs predict temperatiire increases that 
are half of those predicted for high latitudes, and the impacts in 
tropical latitudes are less clear. A 1.5°C increase would raise the 
summertime mean temperature to 30.5°C over much of the trop
ical and subttopical regions. Most migratory organisms are 
expected to be able to tolerate such a change, but the fate of 
sedentary species wiU be highly dependent on local climate 
changes. Some corals would be affected (as in the 1983 and 
1987 bleaching events), but it is expected that other envnon-
mental stresses (e.g., pollution, sedimentation, or nutrient influx) 
may remain more important factors (e.g.. Maul, 1993; MilUman, 
1993). Intertidal plants and animals, such as mangroves and bar
nacles, are adapted to withstand high temperature, and unless the 
1.5°C increase affects reproduction, it wil l have no effect. 
Similarly, only seagrass beds already located in thermal-
stress situations (i.e., in shallow lagoons or near power plant 
effluents) are expected to be negatively affected by the pro
jected temperature rise. One cannot rule out, however, the 



Oceans 2 7 9 

possibility of significantly greater tropical warming than 1.5°C. 
For example, some investigators argue that tropical warming 
was approximately 5°C from the last glacial maximum to today 
(Beck et a l . , 1992). If this value is correct, current GCMs prob
ably underestimate tropical sensitivity. 

Some algal species that are growing at the upper limit of their 
acceptable temperature range may be eliminated by a tempera
ture increase of a few degrees in oceanic surface waters. There 
is no evidence that such increases will stimulate toxic algal 
blooms. Other factors, including competition for micro- and 
macronutrients, prédation by zooplankton, and light-limitation, 
are of much greater significance to the growth rate and survival 
of marine algae. High levels of nutrients released into the 
coastal ocean from anthropogenic sources appear to increase 
the incidence and growth rates of many types of algae, includ
ing some toxic species (GESAMP, 1990). For instance, the 
toxic algae H e t e r o s i g m a spp., which are responsible for fish 
kills in net-pen operations, have been linked to nutrient inputs 
in coastal waters in Japan (Insuka, 1985; Honjo, 1992). 

Changes in temperature and salinity are expected to alter the 
survivorship of exotic organisms intioduced through ballast 
water in ships, especially those species with pelagic larval 
forms. Introduction of exotic species is a form of biological 
pollution because, from a human perspective, they can have 
adverse impacts on ecosystems into which they are intioduced 
and in some cases pose hazards to public health (Intemational 
Maritime Organizations [IMO], 1991). A classic recent exam
ple of the spread of an introduced exotic species is that of the 
zebra mussel ( D r e s s e n a p o l y m o r p h a ) , which was transported 
to the Great Lakes via transatiantic shipping from the Baltic 
sea (Mills et a i , 1993). Another recent example is that of the 
ctenophore, M n e m i o p s i s l e i d y i , which appears to have been 
introduced to the Black Sea from the east coast of the United 
States and has experienced explosive development since 1988 
(Mee, 1992). Changes in temperature could enhance the poten
tial for the survival and proliferation of exotic species in envi
ronments that are presentiy unfavorable. 

Changes also can be expected in the growth rates of biofouling 
organisms that settle on means of tiansport, conduits for waste, 
maritime equipment, navigational aids, and almost any other 
artificial sü4icture in the aquatic environment. Their species 
distributions often are limited by thermal and sahnity bound
aries, which are expected to change witii regional changes in 
temperature and precipitation. Areas that experience warming 
and reduced precipitation (i.e., salinity increases) likely will 
have increased problems with biofouling. 

Predicted climate change also may have important impacts on 
marine mammals such as whales, dolphins, and seals, and 
seabirds such as cormorants, penguins, storm petiels, and alba
tross. However, it is presently impossible to predict the magni
tude and significance of these impacts. The principal effects of 
climate change on marine mammals and seabirds are expected 
from areal shifts in centers of food production and changes in 
underlying primary productivity due to changes in upwelling. 

loss of ice-edge effects, and ocean temperatures; changes in 
critical habitats such as sea ice (due to climate warming) and 
nesting and rearing beaches (due to sea-level rise); and increas
es in diseases and production of oceanic biotoxins due to 
warming temperatures and shifts in coastal curtents. 

Ice plays an important role in the development and sustenance of 
temperate to polar ecosystems because it creates conditions con
ducive to ice-edge primary production, which provides the pri
mary food source in polar ecosystems; it supports the activity of 
organisms that ensure energy tiansfer from primary producers 
(algae and phytoplankton) to higher trophic levels (fish, marine 
bh-ds, and mammals); and, as a consequence, it maintains and 
supports abundant biological communities (Izrael et a l , 1992). 

One of the possible beneficial consequences of global warming 
might be a reduction in the extent and stability of marine ice, 
which would directly affect the productivity of polar ecosys
tems. For example, the absence of ice over the continental shelf 
of the Arctic Ocean would produce a sharp rise in the produc
tivity of this region (Izrael et a l . , 1992), provided that a suffi
cient supply of nuttients is maintained. Changes in water tem
perature and wind regimes as a result of global warming also 
could affect the distribution and characteristics of polynyas 
(ice-free areas), which are vital to polar marine ecosystems. In 
addition, changes in the extent and duration of ice, combined 
with changes in characteristics of curtents—for example, the 
circumpolar curtent in southem latitudes—may affect the dis
tribution, abundance, and harvesting of krill. Kr i l l are an 
important link in the ocean fauna in tiie Southem Ocean. It is 
important to understand how, when, and where productivity in 
the Southem Ocean will change with global warming. 

A number of marine organisms depend explicitiy on ice cover. 
For example, the extent of the polar bear's habitat is deter
mined by the maximum seasonal surface area of marine ice in 
a given year. The disappearance of ice would threaten the very 
survival of the polar bear, as well as certain marine seals. 
Similarly, a reduction in ice cover would reduce food supplies 
for seals and walmses and increase their vulnerability to natur
al predators and human hunters and poachers. Other animals, 
such as the otter, could benefit by moving into new tertitories 
with reduced ice. Some species of marine mammals will be 
able to take advantage of increases in prey abundance and spa
tial/temporal shifts in prey distribution toward or witiiin their 
primary habitats (e.g.. Eraser et a l . , 1992; Montevecchi and 
Myers, 1995), whereas some populations of birds and seals 
will be adversely affected by climatic changes if food sources 
decUne (Polovina et a l . , 1994) or are displaced away from 
regions suitable for breeding or rearing of young (Schrieber 
and Schrieber, 1984). 

Animals that migrate great distances, as do most of the great 
whales and seabirds, are subject to possible disraptions in the 
distribution and timing of their food sources during migration. 
For example, it remains unclear how the conttaction of ice 
cover would affect the migration routes of animals (such as 
whales) that follow the ice front (Izrael et a l . , 1992). At least 
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some migrating species may respond rapidly to new situations; 
for example, migrating ducks have altered their routes to take 
advantage of the recent exploding population of zebra mussels 
in the Great Lakes (Worthington and Leach, 1992). 

While the impacts of these ecological changes are likely to be 
significant, they cannot be reliably forecast or evaluated. 
Climate change may have both positive and negative impacts, 
even on the same species. Positive effects such as extended 
feeding areas and seasons in higher latitudes, more-productive 
high latitudes, and lower winter mortality may be offset by 
negative factors that alter established reproductive pattems, 
breeding habitat, disease vectors, migration routes, and ecosys
tem relationships. 

8.3.3. B i o g e o c h e m i c a l Cycles 

8 . 3 . 3 . 1 . CO2 U p t a k e a n d B i o l o g i c a l P r o d u c t i v i t y 

Climate change is expected to have an impact on processes 
controlling biogeochemical cycling of elements in the oceans, 
with potential feedbacks on various components of the carbon 
cycle. These impacts include the uptake of and storage capaci
ty for COj by physicochemical and biological processes. These 
aspects are considered in Chapter 6, C l i m a t e M o d e l s — 
P r o j e c t i o n s of F u t u r e C l i m a t e , and Chapter 10, M a r i n e B i o t i c 
Responses t o E n v i r o n m e n t a l Change a n d Feedbacks t o 
C l i m a t e , of the Working Group I volume. 

Changes in sea-surface temperature can be expected to affect 
carbon chemistry both directly and indirectiy. Changes will 
occur in the solubility of COj and the remineralization of dis
solved organic carbon. However, these changes are not expect
ed to significantiy affect atmospheric CO2 concentrations 
(IPCC, 1994). Less certain, however, is the role of biological 
processes in sequestering carbon in the ocean and the potential 
impact of climate change on these processes. 

The major process by which marine biota sequester CO2 is 
thought to be controlled by nutrients, not by the concentration 
of dissolved inorganic carbon. A weakening of vertical and 
horizontal circulation as a result of warming (e.g., Manabe and 
Stouffer, 1993) could result in fewer nutrients in surface water, 
leading to a reduction of biological CO2 uptake and storage 
(Volk and Hoffert, 1985). At the same time, less carbon-
enriched deep water would be carried to the surface where the 
CO2 is released to the atmosphere. The two effects result from 
the same process but affect the storage of carbon in opposite 
directions; they dominate models that use constant carbon-to-
nutrient ratios to describe the marine biosphere (e.g., Bacastow 
and Maier-Reimer, 1990). These models project that a reduc
tion of ocean circulation and vertical mixing will increase 
oceanic carbon storage sUghtly. A reduction in vertical mixing 
in the ocean also leads to a reduced downward transport of 
excess CO2. It reduces the capacity of the oceans to store 
excess CO2 because progressively less water is in contact with 
the surface over the period of atmospheric perturbation. 

Curtent model resuUs suggest that the effects of predicted 
changes in circulation on tiie oceanic carbon cycle wiU not be 
large (PaiUard et a l . , 1993). However, extrapolation of the 
long-term impacts of warming on circulation pattems has just 
begun; hence, the analyses of impacts on the carbon cycle must 
be viewed as preliminary. 

RiebeseU et a l . (1993) claimed recentiy tiiat phytoplankton 
growth rates are dependent on the availability of dissolved CO2 
and that this process could have been one of the factors respon
sible for changes in atmospheric CO2 contents observed in the 
ice-core record. Their conclusions have been contested by 
other researchers who suggest that C02-limited photosynthesis 
cannot be equated with COa-limited growth rates (e.g., Turpin, 
1993) . Further research will be needed to ascertain whether 
increased CO2 concentrations are likely to have the effects sug
gested by Riebesell et a l . (1993). 

Climate change also can affect the role of marine biota in other 
ways. Shifts may occur in the stmcture of biological communi
ties in the upper ocean— f̂or example, from coccolithophorids to 
diatoms—as a resuh of increased freshwater inñux from melt
ing ice and river ranoff This change will alter the ratio of 
organic carbon to carbonate carbon in the material settling out 
of tiie surface layers of the sea (Berger and Keir, 1984; Ittekkot 
et a l . , 1991). Biologically mediated carbon storage in tiie ocean 
is determined by the rate of transfer of organic matter from the 
surface layers, which exchange gases with the atmosphere, to 
the deep ocean, which remains isolated from the atmosphere for 
up to hundreds of years. The role of this ttansfer in the context 
of deep-sea carbon storage has not been adequately addressed 
in the scientific literature. Recent studies suggest that eolian 
dust and river-derived mineral matter can enhance carbon fixa
tion at the sea surface by providing essential trace constituents 
such as iron (e.g., Martin and Fitzwater, 1987; Murtay et a l . , 
1994) . Furthermore, this material can accelerate the transfer of 
organic matter to the deep sea by providing "baUasf ' material 
for rapidly sinking organic aggregates (Figure 8-5; Ittekkot, 
1993). Thus, the efficiency of carbon storage in the deep sea 
may be affected by a changing cUmate and associated changes 
in atmospheric and ocean circulation and nutrient availability, 
combined with other global changes such as desertification. The 
magnitude and the direction of these changes remain unclear. 
Major national and intemational activities within the frame
work of JGOFS (Joint Global Ocean Flux Study) and G L O B E C 
(Global Ocean Ecosystem Dynamics) are expected to provide 
data to assess the role of biological processes in the removal of 
CO2 from the atmosphere into the depths of the oceans. 

Most of the organic-carbon burial in modem marine sediments 
on a global basis occurs in deltas and continental-margin envi
ronments (Bemer, 1992) that are characterized by inputs from 
high primary productivity and tertigenous material discharged 
by the rivers. Both inputs are likely to be influenced by cUmate 
change affecting carbon cycUng in these regions, with feed
backs to the carbon cycle and hence cUmate. It is difficult at 
present to assess the nature and extent of such an influence 
because other factors such as nutrient loading and river ranoff 
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8.3.4. S o c i o e c o n o m i c Systems 

The institutional structure of socioeconomic systems is an 
extremely important determinant of behavior, and it accounts 
for relative success or failure in system performance (Ostrom, 
1990; Haas e t a l , 1993; Lee, 1993; Putnam, 1993). Institutional 
structure includes, among other characteristics, pattems of 
social organization and the distribution of authority. 

A survey of the pattems of current social organization on a 
global basis, however, shows that present patterns and system 
capabilities are inadequate to respond to climate change. The 
major drawback is a lack of integrative capacity even at nation
al levels conceming the use of the coastal ocean and even more 
so with reference to the exclusive economic zone (EEZ) as a 
whole (Underdal, 1980; Miles, 1989, 1992). This lack of inte
grative capacity arises because patterns of ocean use have 
developed largely in isolation from each other and because dif
ferent technologies have given rise to separate networks, com
munities, and ways of thinking and doing. These communities 
have matured into almost fully autonomous sectors, with only 
weak or no links among them. These sectors are still needed for 
specialization. What is missing, however, is an integrative 
overlay in the institutional stracture to assess a country's inter
est in the ocean as a whole and to make judgments about long-
and short-term priorities and responses. 

8.4. Impacts of Climate Changes on Resources and Products 

The potential effects of chmate change on resources and products 
range from significantly negative to significantly positive. These 
effects and the probability of their occiuxences are Usted below: 

• Signifícantly Negative 
- A predicted 2°C average global atmospheric tem

perature increase by 2050 will result in increased 
coral bleaching, which in tum will result in a reduc
tion in coral production. R a t i n g : Very probable. 
Increased precipitation, river ranoff and atmos
pheric deposition from land-based activities wiU 
lead to increased loading of pollutants in coastal 
waters and an adverse impact on fisheries, coral 
production, and recreation and tourism. R a t i n g : 
Very probable. 

- If the frequency of tropical storms and hurricanes 
increases, there wil l be adverse impacts on off
shore oil and gas activities in certain locations 
and on marine transportation. R a t i n g : Uncertain. 

• Mildly Negative 
- There will be problems in tiie operation of low-

head tidal power plants due to increased sedi
mentation from increased precipitation and 
ranoff in the Northem Hemisphere. There also 
wil l be reduced potential for OTEC in certain 
locations due to a reduction in differential 
between surface temperature and temperature 
below the thermocline. R a t i n g : Very probable. 

- There will be increased costs generated by the 
need to expand dredging operations to keep 
major ports open in particular locations. R a t i n g : 
Very probable. 

- There will be reduced fisheries yield if average 
primary productivity decreases. R a t i n g : Uncertain. 
This effect probably will be dwarfed by the com
bined adverse impacts of overfishing, marine 
coastal pollution, and habitat destraction. R a t i n g : 
Virtually certain. 

• Neutral 
- Marine pharmaceutical and biotechnology indus

tries are unlikely to be affected by climate change. 
R a t i n g : Very probable. 

- NonUving resource exploitation other than petro
leum hydrocarbons wiU not be affected by cli
mate change. R a t i n g : Very probable. 

• Mildly Positive 
- There will be growth in the marine instramenta-

tion industry to facilitate research and monitoring 
of cUmate change through expanding capabihties 
for automatic sensing. R a t i n g : Virtually certain. 

• Signifícantly Positive 
- There will be increased growth and yield of 

upper-trophic-level species in commercial fish
eries, but this effect will be dwarfed by current 
overfishing, marine pollution, and habitat 
destruction. R a t i n g : Uncertain. 

- The Northwest Passage and the Northern Sea 
Route of Russia wiU be opened for routine ship
ping, reducing freight rates between East Asia 
and Western Europe. R a t i n g : Very probable. 

8.5. Evaluation of the Impacts of Climate Change 

8 . 5 . 1 . Resources a n d P r o d u c t s 

In this chapter, the notion of mitigating impacts includes tech
niques of prevention or reduction in the scope or intensity of 
predicted effects. Adaptation means coping with or compensat
ing for the rate of damage. 

8 . 5 . 1 . 1 . S i g n i f i c a n t l y N e g a t i v e I m p a c t s 

Reported incidences of coral bleaching appear to be increasing 
in association with more-frequent ENSO events since 1982-83 
(Glynn, 1989; Brown and Ogden, 1993). Coral mortality is 
positively correlated with the intensity and length of warming 
episodes (Glynn, 1989; Glynn and Croz, 1990), and recent 
paleoclimatic investigations of ENSO phenomena show that 
the coral record can be read as a proxy for increased SSTs, 
potentiaUy over several thousand years (Cole et a l , 1992; 
Shen, 1993). Corals thrive in a temperature range of 25-28°C, 
but experimental and observed evidence indicates that mortal
ity can be induced with even a 5°C increase in SST if exposure 
is prolonged beyond six months (Glynn and Croz, 1990). The 
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time required to induce mortality decreases as SST increases 
along a gradient of 1^°C (Glynn, 1989). 

Therefore, assuming a 2°C increase in average global tempera
ture by 2050—as predicted by Working Group I—it is doubtful 
that either mitigation or adaptation would be possible. The mag
nitude of such an increase, in addition to die rapid rate of change, 
leaves virtually no margin for corrective action. If maximum 
temperatures in the tropics exceed an increase of 3°C for extend
ed periods, the impact will be severe. Moreover, corals are 
akeady at risk from a wide variety of human activities on land 
and at sea. This additional risk severely compounds die problem. 

Independent of coral bleaching, increased loading of land-
based pollutants in the coastal ocean as a result of increased 
precipitation and atmospheric transport can be mitigated by 
significantiy reducing current loading of land-based pollutants 
in the marine environment. This very difficuh problem has 
received some scientific and legal attention at global and 
regional levels since the Stockholm Conference in 1972 and a 
great deal more since the U N Conference on Environment and 
Development in Rio de Janeiro in 1992. Indeed, a major inter
national conference on land-based pollution of the marine 
environment was convened by the United Nations Environment 
Program (UNEP) in October 1995. 

The legal infrastiucture at the global level for combating land-
based pollution of the marine environment appears to be ade
quate. The problems to be solved are increasing compliance 
with existing legal obligations and developing scientifically 
based policies that effectively respond to the land-based pollu
tion problem (GESAMP, 1990). Effective regulation must be 
based on an understanding of the fate and tiansport of contam
inants over space and time and the damage caused by these pol
lutants to the structure and function of aquatic ecosystems. 
Significant issues include the persistence of contaminants in the 
aquatic environments, thek uptake by commercially important 
fish and shellfish, the nature of sublethal effects to marine and 
freshwater organisms, and the risk to humans (Capuzzo, 1990). 

In addition, competing legislative and institutional stractures at 
national, regional, and global levels need to be harmonized and 
rationalized in order to avoid the inconsistencies in policy 
derived from piecemeal attempts to solve problems. In the for
mulation of policies, priority must be given to the most-toxic 
waste stteams in order to curtail long-term damage. In this con
nection, it is important to focus particularly on nonpoint sources 
of pollution, especially agricultural and urban ranoff, and to 
avoid placing the greatest burdens on esmaries and the coastal 
ocean. Policy formulation might most effectively emphasize risk 
assessment and risk management—in support of which tiie 
development of long-term monitoring capabilities and standard
ized databases will be particularly important (GESAMP, 1991). 

If the frequency of ttopical storms and hurricanes increases, 
there are no mitigating options available for either the offshore 
oil and gas industry or the shipping industry. The former will 
have to adapt by improving the design standards for offshore 

stractures. For marine transportation, the issue of whether the 
frequency of storms increases is an important question that will 
affect ship operations, equipment, maintenance, and insurance. 
One possible adaptation may be in national regulations to avoid 
areas that are too dangerous or will put biological communities 
at risk—along with the technological means to provide early 
warning at sea. If the occurrence of extreme events increases, 
govemments have the option of increasing the attention given 
to issues of institutional design to respond to disasters and acute 
emergencies, planning for such responses, and inttoducing 
effective training of personnel (Drabek, 1985, 1989). 

8.5.1.2. M i l d l y N e g a t i v e I m p a c t s 

Mitigation and adaptation options are available for tiie mildly neg
ative knpacts. Because tiie minimum temperature differential 
requked for OTEC plants is 20°C (Charlier and Justus, 1993), the 
cracial question is to what extent the intermediate water will warm 
relative to tiie surface. Should tiie temperature differential become 
unfavorable, two corrective measures are at least theoretically pos
sible for floating power plants: relocate the plant, or increase the 
deptii of tiie cold-water pipe. However, both of these options are 
seriously constrained by cost, and mcreasing tiie depth of tiie pipe 
imposes makitenance requkements tiiat are severe below about 
450 m (Charlier and Justus, 1993). For marine ttansportation, if 
major ports experience significant increases in sediment deposi
tion via river ranoff, dredging is the obvious option—with associ
ated increases in the costs of operation. 

There is uncertainty with respect to the impact of increased glob
al average temperature of magnitude 2°C on primary productivi
ty, but much less so on the growth and development of species at 
higher trophic levels. However, the impact of global warming can 
be swamped by the combined eñects of overfishing, increased 
marine pollution, and habitat degradation/destinction. Again, in 
tills case both mitigation and adaptation options are available. 

As detailed in Chapter 16, changes must be made in approach
es to management so that fishing effort is controlled and sized 
to available resources. Control over land-based pollution of the 
marine environment, combined with control over habkat 
degradation/destraction, also will go a long way toward creat
ing an envkonment in which fisheries can prosper. 

Moreover, in marine ecosystems where the fish community has 
been altered through excessive fishing effort—causing cascad
ing effects up the food chain to top predators and down to first 
and second ttophic levels—it is possible to facihtate recovery 
of depleted species through the introduction of adaptive man
agement techniques (e.g., Sherman, 1994). 

8 . 5 . 1 . 3 . N e u t r a l I m p a c t s 

Except for hydrocarbon extraction in polar areas, marine min
eral exttaction will be largely insensitive to an increase in aver
age global temperature on the order of 2°C. Hence, mitigation 
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and adaptation options are not required. Similarly, the source 
material for biotechnological/biomedical uses will not be 
affected by global warming, because most marine organisms 
living in the upper layers of the ocean can and do tolerate some 
degree of seasonal variations in temperature. Those living in 
the more-constant temperature depths are unlikely to be affect
ed. Global warming wil l not have an effect on bioremediation 
applications. The most likely response to higher temperatures 
will be an increase in growth rate (hence, clean-up rate) of the 
organisms involved. It must be noted, however, that the 
changes in biodiversity due to global warming can be expect
ed to have a certain degree of impact on these industries. 

8 . 5 . 1 . 4 . M i l d l y P o s i t i v e I m p a c t s 

There is no need for mitigation of the mildly positive impacts of 
global warming; the market-driven need wiU create its own 
adaptation, to which the marine instrumentation industry will 
respond. Growth within the marine instrumentation industty 
generated by the need to monitor climate change will be reflect
ed in the design of new sensors to facilitate observation, mea
surement, and monitoring, as well as the adaptation of existing 
platforms to perform new functions. For instance, offshore oil 
and gas platforms are now seen as having value for monitoring 
dimensions of climatic change (MTSJ, 1993). The U.S. 
National Oceanic and Atmospheric Administration (NOAA) 
has organized the cooperation of platform operators into a net
work to provide time-series measurements for the Global Ocean 
Observation System (GOOS) program in the Gulf of Mexico. 
Such adaptation appears to be extremely cost-effective. 

8.5.1.5. S i g n i f i c a n t l y P o s i t i v e I m p a c t s 

Existing human-induced problems will swamp the significantiy 
positive impacts of global warming on fisheries, and the same 
mitigation options outiined in Sections 8.5.1.1 and 8.5.1.2 rela
tive to negative impacts on fisheries wiU apply in this case. 

On the other hand, opening up the Northwest Passage and the 
Russian Northem Sea route for routine shipping for as much as 
100 days a year (see Chapter 7) wil l provide significant bene
fits to many countries in terms of efficiency and speed of ser
vice and cost reduction that could translate into lower freight 
rates. At the same time, because both transportation and hydro
carbon exploitation wil l be facilitated by the reduction in ice 
cover in polar seas, the development of these regions for trans
portation and resource exploitation should be approached with 
great care. Stringent controls on pollution of these newly 
accessible regions will be necessary because ice will still retard 
clean-up possibilities for more than 2(Ю days per year. 

8.5.2. Ecology and Biodiversity 

In some cases, no reliable adaptation is possible for changes in 
ecology and biodiversity. For example, for large mammals 

affected by the loss of ice cover, such as polar bears, no adapta
tion at all will be possible because of the loss of territory and 
loss of prey. In cases where adaptation options are available, 
tiiey will vary according to the scale of the changes. If, for 
example, there is exthpation of a species, then carefully planned 
reintroductions may work. Survival of the species will then 
depend on the elimination of the sttess factors that caused then 
extirpation. In the case of global extinctions, there is no adapta
tion possible. The consequences of an artificial restracturing of 
an ecosystem or community are at present unpredictable. 

In the case of increases in species, eliminating successful 
exotics is rarely possible. Although the introduction of exotic 
predators is one possible option, our ability to predict the 
effects of such introductions is lacking. Depending on man
agement goals, there could be successful introduction of 
exotics that make the system more useful to humans. 

8.5.3. T h e Issue of Costs 

Critical to any discussion of adaptation options is the issue of 
costs. However, at present we do not have sufficiently detailed 
knowledge of the costs of the most important impacts of cli
mate change on the human uses of the oceans and the available 
options to mitigate and adapt. Some of the impacts of global 
climate change are beneficial, some are neutral, and some are 
adverse. The costs and benefits will be transferted and/or 
apportioned either by governments or by markets, or by some 
combination thereof. Such transfers will have price effects, 
which could affect the competitiveness of ocean industries in 
relation to each other and their competitors on land. In some 
cases (e.g., the impacts of sea-level rise), the total burden of 
cost transfers is likely to be greatest on those least able to bear 
them (i.e., the poorest countries). It is likely that costs wil l vary 
in a nonlinear fashion, sometimes rising much more steeply 
than the temperature increase with time, especially for flood 
damages or agricultural impacts. 

The point about the competitiveness of ocean industries in rela
tion to their competitors on land requires further elaboration. 
By and large, it is more costiy to work on the ocean than it is 
on land, and the risk is generally higher. Whether one is deal
ing with nonliving resources or any other kind of product, the 
critical issues are relative scarcity, substitutability of materi
als/products, extension of available resources as a result of 
technological innovation, or location and exploitation of previ
ously uneconomic resources (Broadus, 1987). Increasing 
reliance on more costly resources tends to raise the price of 
extracted materials—prompting substitution, conservation, 
recycling, and exploration (Broadus, 1987). 

Increasing or decreasing scarcity of resources is best reflected 
in the long-term market price (Broadus, 1987). However, if the 
practical utilization of a marine resource lies more than two 
decades into the future, the net present value of that resource is 
essentially zero because firms will consider that they do not 
have sufficient control over the relevant factors controlling the 
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cost of production and therefore price. The maricet's reluctance 
to act in these circumstances does not mean that nothing will 
be done. For strategic reasons, some govemments may wish to 
subsidize exploration and even exploitation for varying lengths 
of time in some of these cases. 

8.6. Multistress Factors 

We have made the point that the coastal ocean is already under 
stress as a resuh of a combination of factors (e.g., increased 
population pressure in coastal areas, habitat destruction, 
increased land-based pollution, and increased river inputs of 
nutrients and other pollutants). In addition, increased UV-B 
radiation due to stratospheric ozone depletion is expected to 
impair the resilience of aquatic ecosystems to climate change. 
Smith et a l . (1992) demonstrate that increased UV-B radiation 
has the effect of causing an estimated 6-12% reduction in pri
mary productivity in the surface waters of the Southem Ocean 
during Austral spring. McMinn et a l . (1994) conclude, on the 
other hand, that thick ice cover and the timing of the phyto
plankton bloom in the Southem Ocean protect the phytoplank
ton from the adverse effects of increased UV-B radiation. A 
more comprehensive treatment of the subject is given by the 
Ozone Trends Panel (OTP). 

Also of importance in the context of the impact of global 
warming is the debate about whether the phenomenon of coral 
bleaching is an effect solely of increased water temperature or 
increased UV-B radiation in the 280-400 nm band. Recent 
results suggest that bleaching of corals by increased UV-B 
radiation and by the temperature of surface waters appears to 
be independent of each other (Gleason and Wellington, 1993). 
These results are challenged, however, by Dunne (1994), who 
argues that the experimental controls do not conclusively rale 
out other factors such as the impact of photosynthetically 
active radiation (PAR) or synergistic effects between PAR and 
UV-B radiation on bleaching. 

The effects of global climate change therefore will constitute a 
mixed series of impacts on an already overstressed context, 
with attendant opportunities for synergistic relationships 
between the stresses where the climate-change impacts are 
adverse. Synergy will accelerate the adverse impacts of these 
stresses. These burdens present a challenge and increase the 
urgency for the development of integrated coastal management 
responses at regional and global levels. 

These multistress factors also make coastal areas much more 
vulnerable than the open ocean. Coastal states therefore may 
wish to consider controlling population density, habitat deshnic-
tion, and land-based pollution. In this connection, the combina
tion of existing trends of human-induced stress on the coastal 
environment with potential stresses generated by global climate 
change requires building the capability for planners and ana
lysts to provide cumulative, integrated impact assessments 
(Gable e t a l , 1991). Databases to facilitate such assessments do 
not yet exist and need to be built. The criteria for designing such 

databases include the need to "evaluate the exposure, response, 
risk, and vulnerability of cultural, economic, social, biological, 
and physiographical imphcations of global change and its local, 
basin-wide, regional, and interregional manifestations"; the 
cumulative effects of environmental variability on various time 
and space scales; the effects of minor but collectively signifi
cant events occurring over long timescales; and the potential for 
synergistic effects of interactmg combinations superimposed on 
direct effects (Gable et a l , 1991). 

8.7. Research and Monitoring Needs and Strategies 

In this section, we consider research and monitoring needs that 
will allow better understanding of the characteristics and func
tions of oceans that are most likely to be affected by a project
ed iimate change; development of methodologies to assess the 
sensitivity of oceans to cUmate change; and formulation of 
pilot studies on potential impacts, thresholds and sensitivities, 
and mitigation/adaptation strategies: 

• Research a c t i v i t i e s t o b e t t e r u n d e r s t a n d processes i n 
t h e oceans, in particular the role of the oceans in the 
natural variability of the climate system at seasonal, 
interannual, and decadal to century timescales; the role 
of the Atlantic Ocean in climate variability; the role of 
the ocean in the hydrological cycle; the role of biolog
ical and biogeochemical processes in transient— 
decades to centuries—carbon storage in the deep sea 

• L o n g - t e r m m o n i t o r i n g a n d m a p p i n g of. water-level 
changes, ice coverage, and thermal expansion of the 
oceans; sea-surface temperature and surface air tem
perature; extratropical storms and ttopical cyclones; 
changes in upweUing regimes along the coasts of 
Califomia, Pera, and West Africa; UV-B radiation, 
particularly in polar regions, and its impact on aquatic 
ecosystems; regional effects on distribution of species 
and thett sensitivity to environmental factors; changes 
in ocean biogeochemical cycles. These activities aUow 
for better understanding of the processes that affect the 
stability and vulnerability of marine ecosystems and 
their spatial and temporal variability. They also allow 
for better assessment of climate change-induced rates 
and the direction of changes and processes in oceans 
that already are impacted by other factors. 

• S o c i o e c o n o m i c r e s e a r c h a c t i v i t i e s to document 
human responses to global environmental change, 
such as the establishment of databases on pattems of 
human responses to global and regional environmen
tal changes; the assessment of the transfer costs and 
economic effects of global and regional climate 
change; the development of altemative approaches to 
mitigation and adaptation, as well as policy design; 
and assessment of the synergistic effects of sectoral 
approaches to policy implementation 

• S t r a t e g i e s f o r i m p l e m e n t a t i o n of these monitoring and 
research needs could include national and intemation
al envttonmental and climate research programs to 



2 8 6 Oceans 

consider researcii and monitoring components specif
ically designed to investigate the impact of climate 
change, taking into account the specific regional and 
national needs based on the pattern of the respective 
human response to global and environmental changes; 
and formal coordination between IPCC and other 
international environmental and climate research and 
monitoring activities organized by, for example, the 
International Geosphere-Biosphere Programme 
(IGBP) and the World Climate Research Programme 
(WCRP), to pool expertise and efforts to better moni
tor aspects of climate change and its impacts, as well 
as to formulate policy options. Because modeling and 
monitoring depend on actual knowledge and techno
logical capabilities, there also is considerable room 
for improvement in the level of communication 
between modelers and monitors in order to improve 
the state of the art and prediction capabilities. 

It must be noted that research programs, by definition, are 
focused on a topic or problem, have an underlying approach, 
and promise results in a given time and funding frame. 
Furthermore, research topics change over longer times. In con
trast, monitoring must be protected from such changes because 
the use of time series depends on the absence of changes in 
data-collection methods. Institutional research or scientific 
estabUshments with a longer breadth, such as govemment 
research laboratories, need to be encouraged to get their partic
ular expertise rolled out: long-term maintenance of monitoring 
and research programs. Especially in view of the need to sup
port long-term observations (observing systems such as 
GOOS, GCOS, GTOS, etc.) and the complex nature of the 
issues at hand, it will be necessary to pool the expertise and 
efforts of individual research institutions and governmental 
research laboratories actively and intimately. 
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EXECUTIVE SUMMARY 

Coastal zones and small islands are characterized by highly 
diverse ecosystems that are important as a source of food and 
as habitat for many species. They also support a variety of eco
nomic activities—which, in many places, has led to a high rate 
of population growth and economic development. Many stud
ies indicate that overexploitation of resources, pollution, sedi
ment starvation, and urbanization have: 

• Led to a decrease in the resilience of coastal systems to 
cope with natural climate variability (High Confidence) 

• Adversely affected the natural capability of these sys
tems to adapt to changes in climate, sea level, and 
human activities (High Confidence) 

• Led to increased hazard potential for coastal popula
tions, infrastructure, and investment (High Confidence). 

As demands on coastal resources continue to increase with a 
growing population and expanding economic activity, coastal 
systems continue to face increasing pressures, which often lead 
to the degradation of these systems. In many parts of the world, 
for example, coastal wetiands are presentiy disappearing due to 
human activities. 

Since the IPCC First Assessment Report (1990) and its 
supplement (1992), the interrelationships between the impacts 
of climate change and human activities have become bet
ter understood. Although the potential impacts of climate 
change by itself may not always be the largest threat to 
n a t u r a l c o a s t a l systems, in conjunction with other stresses 
they can become a serious issue for c o a s t a l s o c i e t i e s , par
ticularly in those places where the resilience of natural 
coastal systems has been reduced. Taking into account the 
potential impacts of climate change and associated sea-level 
rise can assist in making future development more sustain
able. A proactive approach to enhance resilience and reduce 
vulnerability would be beneficial to coastal zones and small 
islands both from an environmental and from an economic 
perspective. It is also in line with the recommendations of 
the U N Conference on Environment and Development 
(UNCED) Agenda 21. Failure to act expeditiously could 
increase future costs, reduce future options, and lead to irre
versible changes. 

Important findings by Working Group I that are of relevance to 
coastal impact assessment include the following: 

• Curtent estimates of global sea-level rise represent a 
rate that is two to five times higher than what has been 
experienced over the last 100 years (High Confidence). 

• Locally and regionally, the rate, magnitude, and direc
tion of sea-level changes will vary substantially due to 
changes in ocean conditions and vertical movements 
of the land (High Confidence). 

• It is not possible to say if the intensity, frequency, or 
locations of cyclone occurrence would change in a 
warmer world (High Confidence). 

Since 1990, there has been a large increase in research effort 
directed at understanding the biogeophysical effects of climate 
change and particularly sea-level rise on coastal zones and 
small islands. Studies have confirmed that low-lying deltaic 
and barrier coasts and low-elevation reef islands and coral 
atolls are especially sensitive to a rising sea level, as well as 
changes in rainfall, storm frequency, and intensity. Impacts 
could include inundation, fiooding, erosion, and saline intru
sion. However, it has also been shown that such responses will 
be highly variable among and within these areas; impacts are 
likely to be greatest where local environments are already 
under stress as a result of human activities. 

Studies of natural systems have demonstrated, among other 
things, that: 

• The coast is not a passive system but will respond 
dynamically to sea-level and climate changes (High 
Confidence). 

• A range of coastal responses can be expected, depend
ing on local circumstances and climatic conditions 
(High Confidence). 

• In the past, estuaries and coastal wetlands could often 
cope with sea-level rise, although usually by migra
tion landward. Human infrastructure, however, has 
diminished this possibility in many places (High 
Confidence). 

• Survival of salt marshes and mangroves appears like
ly where the rate of sedimentation will approximate 
the rate of local sea-level rise (High Confidence). 

• Generally, coral reefs have the capacity to keep pace 
with projected sea-level rise but may suffer from increas
es m seawater temperature (Medium Confidence). 

The assessment of the latest scientific information regarding 
socioeconomic impacts of cUmate change on coastal zones and 
small,islands is derived primarily from vulnerability assess
ments based on the IPCC Common Methodology. Since 1990, 
many national case studies have been completed, embracing 
examples of small islands, deltas, and continental shorelines 
from around the world. These studies mainly utilize a scenario 



of a 1-m rise in sea level and generally assume the present 
socioeconomic situation, with httle or no consideration of 
coastal dynamics. There is concem that these studies under
state nonmarket values and stress a protection-orientated 
response perspective. Despite these hmitations, these studies 
provide some important insights into the socioeconomic impli
cations of sea-level rise, including: 

• Sea-level rise would have negative impacts on a num
ber of sectors, including tourism, freshwater supply 
and quality, fisheries and aquaculture, agriculture, 
human settlements, financial services, and human 
health (High Confidence). 

• Based on first-order estimates of population distribu
tion, storm-surge probabilities, and existing levels of 
protection, more than 40 milUon people are estimated 
to experience flooding due to storm surge in an aver
age year under present climate and sea-level condi
tions. Most of these people reside in the developing 
world. Ignoring possible adaptation and likely popu
lation growth, these numbers could roughly double or 
triple due to sea-level rise in the next century 
(Medium Confidence). 

• Protection of many low-lying island states (e.g., the 
Marshall Islands, the Maldives) and nations with large 
deltaic areas (e.g., Bangladesh, Nigeria, Egypt, 
China) is likely to be very costly (High Confidence). 

• Adaptation to sea-level rise and climate change will 
involve important ttadeoffs, which could include 
environmental, economic, social, and cultural values 
(High Confidence). 

Until recently, the assessment of possible response stiategies 
focused mainly on protection. There is a need to identify better 
the full range of options within the adaptive response strate
gies: protect, accommodate, and (planned) retteat. Identifying 

the most appropriate options and their relative costs, and 
implementing these options while taking into account contem
porary conditions as well as future problems such as climate 
change and sea-level rise, will be a great challenge in both 
developing and industrialized countries. It is envisaged that the 
most suitable range of options will vary among and within 
countries. A n appropriate mechanism for coastal planning 
under these varying conditions is integrated coastal zone man
agement. There is no single recipe for integrated coastal zone 
management; rather, it constitutes a portfolio of sociocultural 
dimensions and stmctural, legal, financial, economic, and insti
tutional measures. 

Integrated coastal zone management, which has already started 
in many coastal countiies, is a continuous and evolutionary 
process that identifies and implements options to attain sus
tainable development and adaptation to climate change in 
coastal zones and small islands. Constraints that could hinder 
its successful implementation include, but are not Umited to: 

• Technology and human resources capabiUty 
• Financial limitations 
• Cultural and social acceptability 
• PoUtical and legal frameworks. 

Continued exchange of information and experience on the 
inclusion of climate change and sea-level rise within integrat
ed coastal zone management at local, regional, and intema
tional levels would help to overcome some of these consttaints. 
In addition, more research is required on the process of inte
grated coastal zone management to improve the understanding 
and modeling capability of the implications of cUmate change 
and sea-level rise on coastal zones and small islands, including 
biogeophysical effects, the local, interaction of sea-level rise 
with other aspects of cUmate change, and more complete 
assessment of socioeconomic and cultural impacts. 
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9.1. Introduction 

Coastal zones and small islands contain some of the world's 
most diverse and productive resources. They include extensive 
areas of complex and specialized ecosystems, such as man
groves, coral reefs, and seagrasses, which are highly sensitive 
to human intervention. These ecosystems are the source of a 
significant proportion of global food production. Moreover, 
they support a variety of economic activities, including fish
eries and aquaculture, tourism, recreation, and transportation. 
In recent decades, many coastal areas have been heavily mod
ified and intensively developed, which has significantly 
increased their vulnerability to natural coastal dynamics and 
the anticipated impacts of global chmate change. 

Many attempts have been made to define the "coastal zone" 
and its land and seaward boundaries. Some definitions are 
based on physiographic characteristics, such as the extent of 
tidal influence on the land or the geomoфhology of the conti
nental shelf; others simply use a fixed distance from the shore
line. In the case of small islands, the coastal zone could 
include the entire island. While the boundaries of the coastal 
zone may or may not coincide with political or administrative 
boundaries, they rarely coincide with those of areas from 
which demands on the resources of the coastal area are 
derived (Ehler, 1993). 

Irrespective of how coastal zones are defined, the following 
characteristics, which are strongly interrelated, often make 
them distinctive from other areas: 

• A high rate of dynamic changes in the natural 
environment 

• A high biological productivity and diversity 
• A high rate of human population growth and economic 

development 
• A high rate of degradation of natural resources 
• Exposure to natural hazards such as cyclones and 

severe storms 
• The need for management regimes that address both 

terrestrial and marine issues. 

The global importance of coastal zones and small islands in 
terms of both ecological and socioeconomic values is widely 
recognized. Many intemational organizations, including IPCC, 
have called for action to implement strategies toward better 
planning and management of coastal areas and resources to 
prevent them from being degraded and becoming progressive
ly more vulnerable to the potential impacts of chmate change 
and associated sea-level rise. The World Coast Conference, 
partly held under the auspices of IPCC, has supported the 
Framework Convention on Climate Change (UNCED, 1992a) 
and Agenda 21, Chapter 17 (UNCED, 1992b), requiring action 
on coastal zone management planning, among many other ini
tiatives, by all signatories (WCC'93, 1993). 

This chapter presents an assessment of the latest scientific 
information on the impacts of climate change on coastal zones 

and small islands and on strategies that countries may wish to 
apply in response to these impacts. It builds on the previous 
IPCC assessments carried out in 1990 and 1992 and on the 
work of the former Coastal Zone Management Subgroup 
(CZMS) of IPCC. The chapter concentrates on the scientific 
work completed since 1990, although earlier work is acknowl
edged where appropriate. 

The structure of this chapter is schematically depicted in 
Figure 9-1. This figure also shows how this chapter relates to 
other chapters and Working Group reports of this IPCC 
Second Assessment Report. In Section 9.2, the functions and 
values of coastal zones and small islands are discussed. 
Special emphasis is put on the importance of maintaining the 
proper functioning of coastal systems with regard to sustain
able development and their resilience to climate change. 
Section 9.3 then discusses the likely consequences of climate 
change on sea-level rise, sea-surface temperatures, and tropi
cal cyclones in the context of coastal zones and small islands. 
On this basis. Section 9.4 addresses the effects of climate 
change on biogeophysical systems, and Section 9.5 examines 
the socioeconomic impacts. Section 9.6 considers response 
strategies to cUmate change and the need to integrate them 
with other coastal management activities. FinaUy, Section 9.7 
identifies needs and opportunities for future research and 
monitoring that would help nations to respond more appropri
ately to the likely impacts of climate change on coastal zones 
and small islands. 

Introduction 
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Functions and Values 

Climate Change 
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7. C r y o s p h e r e 
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Socioeconomic Imp acts. 

Adaptation Options 

1 2 . H u m a n Settlements 
1 3 . A g r i c u l t u r e 
1 4 . F r e s h w a t e r Supply 

a r u l Q u a l i t y 
1 6 . F i s h e r i e s 
17. F i n a n c i a l Services 
1 8 . H u m a n H e a l t h 

Research and 
Monitoring Needs ^ 

W o r k i n g G r o u p III 

Figure 9-1: Structure of this chapter and interrelationships with 
other chapters and Working Group volumes of the IPCC Second 
Assessment Report. 
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9.2. Functions and Values of 
Coastal Zones and Small Islands 

In large measure, human social and economic well-being 
depends directly or indirectly on the availability of environ
mental goods and services provided by marine and coastal sys
tems. Coastal zones and small islands are characterized by 
highly diverse ecosystems, and a great number of functions are 
performed over a relatively small area. This concentration of 
functions, together with their spatial location, makes coastal 
zones and small islands highly attractive areas for people to 
live and work in. Coastal human populations in many countries 
have been growing at double the national rate due to migration 
to urban coastal centers; it is estimated that 50-70% of the 
global human population lives in the coastal zone, although 
there are great variations among countries. The existing rate of 
socioeconomic development in coastal zones also is unprece
dented (WCC'93, 1994). 

9 . 2 . 1 . F u n c t i o n s a n d V a l u e s 

The total economic value of coastal systems is more than sim
ply the financial value of the coastal resources that they pro
duce. It also includes their role in regulating the environment, 
their satisfaction of subsistence needs, and their satisfaction of 
human intellectual and emotional needs. De Groot (1992a) and 
Vellinga et a l . (1994) have categorized the environmental func
tions performed by natural systems as regulation functions, 
user and production functions, and information functions. 
R e g u l a t i o n f u n c t i o n s are cracial in safeguarding environmental 

quality. They include regulation of erosion and sedimentation 
patterns, regulation of the chemical composition of the 
atmosphere and oceans, flood prevention, waste assimilation, 
maintenance of migration and nursery habitats, and mainte
nance of biological diversity. Many natural and seminatural 
coastal systems thus play a fundamental part in the regulation 
of essential biospheric processes that contribute to the mainte
nance of a healthy environment and the long-term stability of 
the biosphere, including the climate system. U s e r a n d p r o d u c 
t i o n f u n c t i o n s are essential in providing many living and non
living resources that are utilized by human society. These func
tions include the provision of space and a suitable substrate for 
human habitation and a variety of socioeconomic activities. 
Important socioeconomic activities in coastal zones and small 
islands include tourism and recreation, exploitation of living 
and nonliving resources (e.g., fisheries and aquaculture; agri
culture; extraction of water, oil, and gas), industry and com
merce, infrastructure development (e.g., harbors, ports, 
bridges, roads, sea-defense works), and nature conservation. 
I n f o r m a t i o n f u n c t i o n s relate to the part that nature plays in 
meeting human intellectual and emotional needs. For example, 
coastal systems can be a source for cultural inspiration, but 
they also serve as a storehouse for genetic information. Also, 
scientific understanding of coastal processes and evolution 
depends on the geological and biological information that 
coastal systems contain. 

Any coastal system can yield values related to the direct, 
indirect, and future use of the functions described above, as 
well as non-use, or intrinsic, values (Tumer, 1988, 1991; 
Barbier, 1994). This is illustrated by Figure 9-2. Empirical 

Indirect Use Values 
( r e g u l a t i o n f u n c t i o n s ) 

• Hood control 
• Storm protection 
• Waste 

assimilation, etc. 

Use Values 

Direct Use Values 
(user a n d p r o d u c t i o n 

f u n c t i o n s ) 

•Fish 
• Fuelwood 
• Recreation 
• Transport 
• Meat, etc. 

Total Economic Value 

\ 

Option/Quasi-Option 
Values 

( i n f o r m a t i o n f i m c t i o n s ) 

> Insurance value of 
preserving options 
for future use 

' Value of increased 
information in the 
future 

Non-Use Values 

Existence/ 
Bequest Values 

' Value derived from 
just knowing a species 
or system exists 

> Value of passing on 
natural assets "intact" 
to future generations 

Figure 9-2: Values of coastal systems (adapted from Barbier, 1989). 
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studies confirm that coastal systems possess significant eco
nomic value, in terms of both use and non-use outputs. 
Mangrove forests, for example, have been shown to sustain 
more than 70 direct human activities, ranging from fuelwood 
collection to artisinal fisheries (Dixon, 1989). However, some 
uses preclude others, so some caution is necessary when the 
total economic value of such a system is estimated. This cau
tion is also justified by the fact that many functions provide 
nonmarket goods and services and therefore do not carry 
appropriate market prices and value. Moreover, individuals 
and communities may find that nature has a value of its own, 
independent of human use or perception. They would there
fore value nature purely because it exists and would feel a 
loss i f it was damaged or destroyed. 

Nonetheless, some studies are available that have produced esti
mates of the monetary value of coastal functions, using a vari
ety of techniques. For example, recreation and amenity benefits 
provided by the Broadlands coastal wetland in England are esti
mated to be around $5 million per year (Bateman et a l . , 1995). 
The storm buffering function of the Terrebonne coastal wet
lands in Louisiana (United States) has been valued in terms of 
storm damage avoided. If the wetlands continue to recede at 
their present rate (3-4 m/yr), the present discounted value of 
increased expected property damage lies between $2.1-3.1 mil
lion (Constanza et a l , 1989). The total monetary value of all 
functions performed in the Ecuadorian Galápagos National 
Park amounts to $138 million per year (De Groot, 1992a). 

9.2.2. Sustainable Development 

In most coastal nations, a considerable part of gross national 
product (GNP) is derived from activities that are directly or 
indirectly connected with coastal zones. Therefore, maintain
ing the proper functioning of marine and coastal systems is of 
significant concern to a country's economy. In the shorter 
term, however, large financial benefits may be available at 
the expense of longer-term sustainability. Many coastal prob
lems that are curtently being encountered worldwide can be 
attributed to the unsustainable use and unrestricted develop
ment of coastal areas and resources. These problems include 
the accumulation of contaminants in coastal areas, erosion, 
and the rapid decline of habitats and natural resources. Great 
care must therefore be taken in planning to avoid overdevel
opment and degrading or destroying the very environment 
that attracted coastal development in the first place. 

Nonetheless, increasingly large areas of coasts and small 
islands have been managed with the aim of maximizing the 
financial "resource take" provided by the user and production 
functions performed by coastal systems. However, when one 
particular function is overexploited, this may not only result in 
the depletion of the resources that this function provides; it can 
also reduce the performance of other functions below their full 
potential. For example, when mangroves are logged and 
cleared in an unsustainable way, it can be at the expense of 
functions that enable fish to breed and be caught in the same 

area or that protect the coast from being eroded. The same 
applies when the capacity of regulation functions is exceed
ed—for example, when coastal waters are polluted beyond 
their waste-assimilative capacity. The maintenance of all func
tions at a sustainable level would provide higher economic 
returns over a longer period of time. 

One can state that sustainable development in coastal zones 
and small islands is realized only when it enables the coastal 
system to self-organize—that is, to perform all its potential 
functions without adversely affecting other natural or human 
systems. Climate change could pose an additional threat to the 
full performance of these functions, compounding the pres
sures that present-day development activities already place on 
coastal zone capacities. Overexploitation of resources, pollu
tion, sediment starvation, and urbanization may inhibit or 
destroy the working of functions that are essential to the provi
sion of goods and services that are difficult to value in mone
tary terms, or in maintaining the resilience of coastal ecosys
tems to external stresses, such as climate change. For instance, 
one important regulation function of natural systems in coastal 
zones and small islands is the provision of a buffering capaci
ty, protecting the land against the dynamics of the sea. As cli
mate changes and sea level rises, this function will become 
even more important than it is today, preventing coastal areas 
from being eroded and inundated as much as they would with
out this natural protection. Nevertheless, although present-day 
human activities often result in large financial payoffs in the 
short term, they may also lead to environmental degradation. 
Such degradation results in the loss of functions, may increase 
coastal vulnerability to climate change, and has adverse eco
nomic effects on tourism, fishing, and other aspects of the 
coastal economy. In some cases, the long-term costs of these 
environmental disruptions may be greater than the long-term 
benefits of the human activity that caused them. 

9.3. Aspects of Climate Change of Concern 
to Coastal Zones and Small Islands 

Sea-level rise and possible changes in the frequency and/or 
intensity of extreme events, such as temperature and precipi
tation extremes, cyclones, and storm surges, constitute the 
components of chmate change that are of most concern to 
coastal zones and small islands. Short-term extreme events are 
superimposed on long-term changes in CO2 concentrations, 
climate, and sea level, and all aspects work in concert to bring 
about environmental change at regional and local levels. In 
order to understand fully their interactive effects on the coast, 
it is paramount to know how the means, variability, and 
extremes of the range of relevant climatic elements wil l 
change at local and regional scales. At such scales—with pos
sibly a few exceptions—the predictive capabiUty of models is 
curtentiy very low, and knowledge about possible future 
changes in variability and extremes is meager. This section 
summarizes the main findings regarding sea-level and climate 
change that pertain to coastal zones (see the IPCC Working 
Group I volume for a full discussion). 
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9 J . I . Sea-Level Rise 9 . 3 . 1 . 2 . R e g i o n a l I m p l i c a t i o n s 

9 . 3 . 1 . 1 . G l o b a l P r o j e c t i o n s 

In 1990, IPCC provided a best estimate and a range of uncer
tainty of sea-level rise, based on a "business-as-usual" projec
tion of greenhouse-gas emissions for the period 1990-2100. It 
was estimated that sea level would, on average, rise by about 
6 mm/yr, within a range of uncertainty of 3-10 mm/yr (Warrick 
and Oerlemans, 1990). Subsequent to IPCC90, projections of 
sea-level rise have been lower, largely as a result of downward 
revisions in the rate of global warming, which drives sea-level 
rise (see Section 9.3.2). 

Present estimates of sea-level rise have been presented in 
Chapter 7, Changes i n Sea L e v e l , of the IPCC Working Group 
I volume. For a forcing scenario (IS92a) comparable to that 
of the IPCC 1990 assessment, it is estimated that sea level 
would, on average, rise by about 5 mm/yr, within a range of 
uncertainty of 2-9 mm/yr (see Figure 9-3). A n important 
point to bear in mind is that the curtent best estimates repre
sent a rate of sea-level rise that is about two to five times the 
rate experienced over the last 100 years (i.e., 1.0-2.5 mm/yr). 
The curtent projections of sea-level rise should therefore be 
of major concern in the context of coastal zones and small 
islands. Furthermore, model projections show that sea level 
wil l continue to rise beyond the year 2100 due to lags in cl i
mate response, even with assumed stabilization of global 
greenhouse-gas emissions (Wigley, 1995). 

One cannot assume that changes in sea level at regional 
and local levels wi l l necessarily be the same as the global-
average change, for two broad reasons. First, vertical land 
movements affect sea level. With respect to the coastal 
environment, it is relative sea level that is most impor
tant—that is, the level of the sea in relation to that of the 
land. Regionally and locally, vertical land movements can 
be quite large, even on the decadal time scale. For example, 
parts of Scandinavia experience uplift (and thus a relative 
sea-level decline) of about 1 m per century due to the con
tinuing "glacial rebound" following the contraction of the 
large continental ice sheets at the end of the last Ice Age 
some 10,000 years ago (Aubrey and Emery, 1993). In con
trast, the Mississippi delta is experiencing subsidence (a 
relative sea-level rise) of about 1 m per century due to con
solidation by sediment loading and the diminished supply 
of additional sediments to the delta required for accretion 
(Day et a l , 1993; Boesch et a l , 1994). Locally, tectonic 
activity, groundwater pumping, and petroleum extraction 
can cause large and sometimes abrupt changes in relative 
sea level (Milliman et a l , 1989; Han et a l , 1995b). 
Subsidence of urban areas due to groundwater withdrawal 
has been a significant problem in many locations. In Japan, 
for example, 2.1 million people live in protected areas 
below high water due to this cause. Box 9-1 includes four 
examples of observed sea-level change. Emery and Aubrey 
(1991) have provided a comprehensive discussion of the 
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Figure 9-3: 1990-2100 sea-level rise for scenario IS92a (see Chapter 7, Changes in Sea Level, of the Working Group I volume). 



C o a s t a l Zones a n d S m a l l I s l a n d s 2 9 7 

Box 9-1. Four Examples of Observed Sea-Level Change 

Figure 9-4 shows tide-gauge measurements of sea-level 
changes in Stockholm (Sweden), Fort Phrachula (Bangkok, 
Thailand), Honolulu (Hawaü, United States), and 
Nezugaseki (Japan). In a period of rising global sea levels, 
these four places show different trends in sea-level change 
due to theb: being situated in different geological settings. 
This illusttates the importance of local conditions on rela
tive sea level. In Stockholm, glacial rebound is causing the 
land to rise out of the sea, resulting in a sea-level fall rela
tive to the land of -4 mm/yr. In Bangkok, human influence 
is apparent: Although over the period 1940-1994 relative 
sea-level rise averages 13.19 ± 0.73 mm/yr, two separate 
trends can be distinguished; the first, until about 1960, 
averages ~3 mm/yr, and the second, from 1960 onward, is 
-20 mm/yr. The latter trend reflects the increased effort in 
groundwater pumping since 1960 (Emery and Aubrey, 
1991). Nezugaseki shows the dramatic effects of an earth
quake, which caused a 15-cm land submergence in 1964, 
along a coast generally dominated by emergence (Emery 
and Aubrey, 1991). The Honolulu record is believed to 
reflect a stable site and it is the only one of the four exam
ples that approximates the global trend. 

Figure 9-4: Relative sea-level records for Stockholm, Fort 
Phrachula (Bangkok), Honolulu, and Nezugaseki, indicating the 
geological settings and observed trends of the four sites (data pro
vided by the Permanent Service for Mean Sea Level, Bidston). 
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effects of vertical land movements on relative sea level. In 
assessing coastal impacts, such vertical land movements 
must be considered in conjunction with climate-related 
changes in sea level. 

Second, there are dynamic effects resulting from oceanic cir
culation, wind and pressure patterns, and ocean-water densi
ty that cause variations in the level of the sea surface with 
respect to the geoid—that is, the surface that the ocean would 
describe in the absence of currents, winds, and so forth. These 
variations have been observed to be on the order of 1 m for 
major curtent systems such as the Gulf Stream, Kuroshio, and 
the Antarctic Circumpolar Current (Pugh, 1987; Levitus, 
1982). Climate change may affect ocean circulation, which 
can result in regional changes of this sea-surface "topogra
phy." Recent advances in ocean-atmosphere modeling offer 
some idea of the possible magnitude of such changes (e.g., 
Mikolajewicz et a l , 1990; Gregory, 1993; Murphy, 1992; 
Church et a l , 1991; Cubasch et a l , 1992). Model results 
show ranges of regional sea-level change that are on the order 
of two to three times the global-average change (see Box 8-2 
in Chapter 8). However, it should be emphasized that confi
dence in coupled ocean-atmosphere model predictions of 
regional sea-level changes still must be considered low, as 
reliable regional scenarios of this effect are not yet available 
for impact analysis. 

9.3.2. C l i m a t e Changes 

One of the certainties regarding global climate change is that 
the a t m o s p h e r i c c o n c e n t r a t i o n of c a r b o n d i o x i d e (the major 
player among the greenhouse gases), now about 360 ppmv, has 
increased by about 29% over the preindustrial concentration 
and will continue to increase in the future, even if rather strin
gent policies on CO2 emissions were adopted. Although con
troversial, there is some evidence that increased CO2 would 
lead to significant increases in net primary productivity 
through enhanced photosynthesis (Melillo et a l , 1993), which 
could potentially have far-reaching implications for coastal 
vegetation and the coastal environment. 

Recent projections of g l o b a l w a r m i n g (Mitchell and Gregory, 
1992; Wigley and Raper, 1992; see also Chapter 6, C l i m a t e 
M o d e l s — P r o j e c t i o n s of F u t u r e C l i m a t e , of the IPCC Working 
Group I volume) are somewhat lower than those presented in 
IPCC90 (about 0.2°C per decade, as compared to 0.3°C per 
decade averaged over the next century). Nonetheless, the best-
estimate projection still falls within a very large range of uncer
tainty. Thus, such projections are plausible scenarios of what 
could occur, not necessarily of what will occur. This caution 
should be applied even more emphatically to regional details of 
climate change as they are derived from general circulation 
models (GCMs). While refinements have been made since 
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IPCC90, the overall judgment is that confidence in the predict
ed pattems of climate change at spatial scales relevant to 
coastal zones and small islands must still be regarded as low 
(Gates et a l . , 1992, 1990; Mitchell et a l , 1990; McGregor and 
Walsh, 1993). Nonetheless, there are some broad regional 
results that are consistently produced by equilibrium and tran
sient G C M experiments that have relevance to the coastal zone. 
These results include (Mitchell et a i , 1990; Gates et a l , 1992): 

• The mean surface air temperature increases more over 
land than over oceans (by about a factor of two), and 
at higher latitudes during winter. The climate of the 
coastal zone tends to be moderated by ocean temper
ature and will thus be strongly influenced by sea-sur
face temperature changes. Northern Hemisphere 
warming is greater than Southem Hemisphere warm
ing because of the larger extent of land. 

• In general, global models show increases in precipita
tion throughout the year in the high latitudes and dur
ing the winter in mid-latitudes. Most models show 
some increase in Asian monsoon rainfall. 

• At scales relevant to coastal zones and small islands, 
predictions of changes in other climate elements, such 
as windiness, storminess or radiation, cannot yet be 
considered reliable. 

Although changes in sea-surface t e m p e r a t u r e s (SSTs) are pro
jected to be less than those on land, they are not necessarily 
less significant. As Edwards (1995) has pointed out, a 2°C 
change in SST in the tropical and subtropical oceans is consid
ered to be anomalous, but is on the order of temperature 
changes associated with strong E l Niño/Southem Oscillation 
(ENSO) events. In comparison, the projected change in mean 
sea-surface temperature for these regions is on the order of 
1-2°C by the year 2100. Thus, by 2100, SSTs that are now con
sidered anomalous could well be normal occurrences. Such 
warming would be unprecedented in the recent geological past. 

Tropical cyclones (also known as hurricanes or typhoons, 
depending on region) affect vast coastal areas in h-opical and sub
ttopical countries. Tropical cyclones and associated storm surges 
can cause enormous loss of hfe and have devastating impacts on 
coastal ecosystems and morphology. It is therefore of critical 
importance to know how tiie frequency, magnitude, and areal 
occurrence of such storms will change in a warmer world, if at 
all. Unfortunately, the evidence from theoretical and numerical 
models and from observational data is, as yet, inconclusive. 
While current GCMs provide some indication of possible tropi
cal cyclone formation, identifying "tropical disturbances" (e.g., 
see Broccoli and Manabe, 1990; Haarsma et a l , 1993), tiiey can
not exphcitiy model such storms at the present grid-scale resolu
tion (Mitchell et a l , 1990). However, recent work has been mov
ing in tills direction (e.g., Bengtsson et a l , 1994). Altematively, 
theoretical storm models have been used to examine the maxi
mum storm intensity m relation to SSTs (Emanuel, 1987) but can
not easily be extended to address questions of regional changes in 
ti-opical storm intensity or frequency under conditions of chmate 
change (Schlesmger, 1993; Lightiiill et a l , 1994). 

At present, there is no evidence of any systematic shift in s t o r m 
t r a c k s . The tracks are governed by the location of cyclogenesis 
and prevailing meteorological conditions; thus far, there is no 
evidence of shift in the preferted locations of cyclogenesis. 
Empirical studies have found cortelations between ENSO and 
the regional pattems of tropical cyclone activity (as well as the 
Southeast Asian monsoon, Atiantic hurricanes. Pacific precipi
tation pattems, and other phenomena) (Nicholls, 1984; Evans 
and Allan, 1992; see also Chapter 3, O b s e r v e d C l i m a t e 
V a r i a b i l i t y a n d C h a n g e , of the IPCC Working Group I vol
ume). Progress is being made on model simulations of the pre
sent features of ENSO-like events (e.g., Philander et a l , 1992), 
which could lead to a predictive capability for the future. 
Recent coupled-model simulations under enhanced CO2 show 
a tendency toward ENSO-like pattems in the Pacific, with 
accompanying temperature and precipitation variability (see 
Chapter 6, C l i m a t e M o d e l s — P r o j e c t i o n s of F u t u r e C l i m a t e , of 
the IPCC Working Group I volume), but realistic simulations 
of ENSO are not yet possible. The behavior of ENSO is criti
cal in understanding the future coastal effects of both climate 
change and sea-level rise in the Pacific region and elsewhere 
(Pittock and Flather, 1993; Pittock, 1993). In short, it is not yet 
possible to say whether either the intensity or frequency of 
tropical cyclones (or ENSO) would increase or the areas of 
occurtence would shift in a warmer world. 

Despite the often repeated assertion that c l i m a t e v a r i a b i l i t y 
could increase in a warmer world, there is little evidence from 
climate models to support this notion (Gates et a l , 1992). 
However, Working Group I has identified at least one excep
tion that has potentially large implications for coastal areas: 
Various GCMs consistently predict a higher frequency of 
convective precipitation in mid- to high-latitude regions of 
the world. This anticipated change may imply more intense 
local rainfall, with a decrease in the return period of extreme 
rainfall events (e.g., Gordon et a l , 1992). This could interact 
with sea-level rise to further increase the likelihood of flood
ing in low-lying coastal areas (Titus et a l , 1987; Nicholls et 
a l , 1995). 

Without any change in variability, however, a change in mean 
value still implies a change in the frequency of extreme events. 
Because such events by definition are at the tails of the proba
bility distribution, the change in return periods can be quite 
large relative to the change in mean value. In the absence of 
information about changes in variability, this simple concept 
has been employed to create scenarios of changes in 
extremes—for example, for temperature in Britain (Warrick 
and Bartow, 1991), rainfall in Australia (Pittock et a l , 1991), 
and storm surges in the United States (Stakhiv et a l , 1991). As 
has been pointed out at the beginning of this section, in most 
cases it is the combination of climate exti:emes—temperature, 
precipitation, winds, sea levels—and how they are affected by 
longer-term changes in cUmatic means that are especially 
important for considering the future effects of global warming 
on coastal zones and small islands. Yet little understanding of 
the possible interaction of different aspects of climate change 
in the coastal zone exists. 
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9.4. Biogeophysical Effects 

In the 1990 IPCC Impacts Assessment, Tsyban et a l . (1990) 
suggested that the most important aspects of climate change on 
the coastal zone would be the impact of sea-level rise on 
coastal residents and marine ecosystems. They argued that a 
rise in sea level would: 

• Inundate and displace wetlands and lowlands 
• Erode shorehnes 
• Exacerbate coastal storm flooding 
• Increase the salinity of estuaries, threaten freshwater 

aquifers, and otherwise impair water quality 
• Alter tidal ranges in rivers and bays 
• Alter sediment depositional patterns 
• Decrease the amount of light reaching water bottoms. 

It was recognized then—and highlighted again in the IPCC 
1992 supplement (Tsyban et a l . , 1992) and at the meeting The 
R i s i n g C h a l l e n g e of t h e Sea (IPCC C Z M S , 1992; O'Callahan, 
1994)—that such effects would not be uniform around the 
world and that certain coastal environments would be especial
ly at risk. These included tidal deltas and low-lying coastal 
plains, sandy beaches and barrier islands, coastal wetlands, 
estuaries and lagoons, mangroves, and coral reefs. Small 
islands became a major focus of concern because some of the 
more extreme predictions foreshadowed that low atoll and reef 
islands would completely disappear or become uninhabitable, 
with the total displacement of populations of several small 
island nations (Roy apd Council, 1991). 

Many of the early studies on the effects of climate change 
emphasized sea-level rise and were based on a simple inun
dation model that vertically shifted the land-sea boundary 
landward by the amount of the projected global rise. 
However, it has become increasingly clear from recent stud
ies that the geomorphological and ecological responses to a 
rising sea level wil l be complex and wil l also reflect a large 
number of other factors, including other aspects of climate 
change. No longer can effects be defined simply in terms of 
inundation of the sea upon the land, nor by just shifting the 
land-sea contour by an amount corresponding to the project
ed vertical increase in global sea level. Biogeophysical 
effects wi l l vary greatiy in different coastal zones around the 
world because coastal landforms and ecosystems are dynam
ic and both respond to and modify the variety of external and 
internal processes that affect them. Effects wi l l depend not 
only on the local pattern of sea-level rise and climate change 
(as shown in Section 9.3) but also on the nature of the local 
coastal environment and on the human, ecological, and phys
ical responsiveness of the particular coastal system being 
considered (J.R. French et a l , 1995). 

Since the IPCC 1990 assessment, considerable progress has 
been made in understanding the effects of sea-level rise and 
climate change on coastal geomorphological and ecological 
systems. Studies have shifted from the use of simple, 
monothematic approaches to more complex yet pragmatic 

methods (Woodroffe, 1994). Three groups of approaches can 
be distinguished: 

• Rettospective studies concerned with reconstructing 
past geomorphological and ecological responses to 
sea-level change in the Holocene, particularly during 
its rising stage 

• Contemporary studies of geomorphological and eco
logical trends over the past several decades 

• Mathematical and simulation modeling of coastal geo
morphological and ecological systems using simpli
fied sea-level rise scenarios and process assumptions. 

In all three cases, emphasis has been on sea-level rise, with lit
tle consideration of other chmate-change aspects, although 
sometimes increased seawater temperatures and storminess 
have been included. Invariably, global sea-level rise scenarios 
have been applied, irrespective of their appropriateness at the 
local or regional level. Further, several authors (e.g., Bird, 
1993a; J.R. French et a l , 1995) have argued that it is not 
always appropriate to employ Holocene stiatigraphical recon
structions as analogues for the future behavior of coastal sys
tems, primarily because of the modem complications of human 
impacts that may now have an overriding effect on geomor
phological and ecological responses. 

In spite of the increased research effort, there is still no gener
ally accepted global typology of coastal types relating to the 
potential effects of sea-level rise and climate change. There 
have been some attempts based on the resistance of the coast to 
environmental forces (e.g.. Van der Weide, 1993), some based 
on both natural and socioeconomic features and processes 
(Pemetta and Milliman, 1995), and some through the develop
ment of a coastal vulnerability index that captures the different 
characteristics of a coastal region (e.g., Gomitz, 1991). The 
development of such a typology is clearly an area for substan
tial intemational research in the future. Moreover, the empha
sis of recent studies on coastal types has been quite uneven. For 
instance, there has been little research on the potential effects of 
sea-level rise and chmate change on high-latitude coasts, bold 
coasts, rocky shores, coastal cliffs, coarse clastic coasts, gravel 
barriers, coastal sand dunes, and seagrass beds. This lack of 
emphasis, however, does not necessarily imply that anticipated 
effects on tiiese coastal types are less serious. Studies that show 
a strong correlation between sea-level rise and erosion of, for 
example, coastal cliffs, gravel barriers, and sand dunes include 
Griggs and Trenhaile (1994), Carter and Orford (1993), and Van 
der Meulen et a l (1991), respectively. 

There are several comprehensive reviews on the biogeophysi
cal effects of climate and sea-level change on coastal environ
ments (e.g.. Bird, 1993b; Oude Essink et a l , 1993; Wolff et a l , 
1993). In addition to tiiese general reviews there is a series of 
regional summaries covering a large area of the world— 
including tiie Mediterranean (Jeftic et a l , 1992), European 
coastal lowlands (Tooley and Jelgersma, 1992), Southeast Asia 
(Bkd, 1993a), the South Pacific (Hay and Kaluwin, 1993), 
wider Caribbean (Maul, 1993), the Westem Hemisphere 
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(Ehler, 1993), and the Eastem Hemisphere (McLean and 
Mimura, 1993)—as well as some edited volumes on specific 
themes, including geomorphic response (J.R. French et a i , 
1995), coastal wetlands (Parkinson, 1994), and developing 
countries (Nicholls and Leatherman, 1995a). This section 
assesses first the biogeophysical effects of climate change on 
three distinct coastal geomorphic systems, then the effects on 
two important ecological systems, and finally the effects on 
coastal biodiversity. 

9 . 4 . 1 . Sedimentary Coasts, Sandy Beaches, 
B a r r i e r s , and Dunes 

Open coasts, primarily made up of unconsolidated sands and 
gravels and exposed to wind and wave action, are common on 
all inhabited continents and islands of all sizes. About 20% of 
the world's coast is sandy and backed by beach ridges, dunes, 
or other sandy deposits. Intemational studies reported by Bird 
(1985, 1993b) indicate that over tiie last 100 years about 70% 
of the world's sandy shorelines have been retreating; about 
20-30% have been stable and less than 10% advancing. He has 
listed at least twenty possible reasons for the prevalence of ero
sion and has indicated that sea-level rise is only one possibili
ty. Although Stive et a l (1990), Leatherman (1991), and others 
have recognized a causal relationship between erosion and sea-
level rise, many attempts to correlate accelerated coastal ero
sion with global sea-level rise over the last 100 years have not 
been convincing because of the difficulties in excluding other 
factors, including human impacts. Analyses of erosional trends 
on sandy shorelines over the past several decades indicate a 
predominance of local rather than common explanations—sug
gesting that, if sea-level rise has been a contributor, its contri
bution may have been masked by other mechanisms. 

Two other approaches have been used to gauge the effect of 
sea-level rise on sedimentary coasts. First, models have been 
used to predict beach-profile changes that wil l result from a 
rise in water level. Model studies have been reviewed by inter
national expert committees such as tiie Scientific Committee 
on Oceanic Research (SCOR, 1991), as well as by individuals 
(e.g., Healy, 1991; Leatiierman, 1991). The best-known model 
is that of Bruun (1962), who formulated a two-dimensional 
relationship between rising sea level and the rate of shoreline 
recession based on the concept of profile equilibrium, which 
has been the subject of much evaluation (e.g., Dubois, 1992). 
SCOR (1991) has noted that testing and application of tiie 
models for beach response to a long-term rise in sea level have 
been hampered by significant lag times of beach changes— 
amounting to months or years—and the importance of other 
elements of the sediment budget that produce shoreUne erosion 
or accretion irrespective of any sea-level rise. Profile changes 
assumed by the models have been reasonably well-verified by 
laboratory and field studies, but the predictive equations are 
found to yield poor resuUs when the effects of profile lag times 
and complete sediment budgets are not included in the analy
sis. One solution to these uncertainties is to determine a range 
of beach-recession scenarios rather than a single estimate— 

although SCOR (1991) has concluded that the status of models 
for the beach response to elevated water levels is far from sat
isfactory; predictions of the associated shoreline recession 
rates yield uncertain results; and there is clear need for sub
stantial research efforts (field and laboratory) in this area. A 
new generation of shoreface-profile evolution models is 
presently being developed (e.g., Stive and De Vriend, 1995). 

Second, morphostratigraphic studies, particularly of sandy bar
riers, have been undertaken, although frequently these studies 
predate the recent interest in attempting to predict future 
coastal response to climate change and sea-level rise. 
Nevertheless, sandy-barrier responses to rises in sea level in 
the Holocene can be used as historical analogues. Although 
transgressive sedimentary sequences, where coastal barriers 
migrate landward as a result of shoreface erosion and 
washover, are widespread in North America, Europe, and 
Australia, other responses to sea-level rise include in situ 
growth (the stationary barrier) and even seaward advance (the 
regressive sequence). As with other approaches, field-based 
evolutionary morphostratigraphic models do not yield a con
sistent response to sea-level rise. Rate of sediment supply and 
coastal configuration are just two of the otiier factors that 
inñuence how sandy shorelines will respond. In addition to 
field-based studies, some indication of the complex way that 
sand bartiers have responded to post-glacial sea-level rise has 
been shown through computer-simulation techniques (CoweU 
and Thom, 1994; Roy et a l , 1994). 

CoUectively, aU of these results suggest that with future sea-
level rise there will be tendencies for currentiy eroding shore-
Unes to erode further, stable shoreUnes to begin to erode, and 
accreting coasts to wane or stabilize. LocaUy, changes in 
coastal conditions and particularly sediment supply may mod
ify tiiese tendencies (Bird, 1985, 1993b). 

9.4.2. D e l t a i c Coasts, Estuaries, and Lagoons 

Deltas form where terrigenous sediment brought down to the 
coast by rivers accumulates more rapidly than can be removed 
by waves, tides, and curtents. Although there is a wide spec-
tmm of delta types around the world, aU are the result of the 
interaction between ñuvial and marine processes. Since 
ancient times, deltas have been of fundamental importance to 
civiUzations due-to the presence of highly productive agricul
tural lands, fisheries, and human settlement. Many modem 
delta regions, with their dense populations and intensive eco
nomic activities, are now in crisis because of past management 
practices such as dam, dyke, and canal construction and habi
tat destruction, which have led to problems such as enhanced 
subsidence and reduced accretion, salinity intrusion, water 
quality deterioration, and decreased biological production 
(Day et a l , 1993; Boesch et a l , 1994). 

Deltaic coasts are particularly susceptible to any acceleration 
in the rate of sea-level rise (as well as storm frequency or inten
sity). As Baumann et a l (1984) have recognized, delta survival 
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is a battle of sedimentation versus coastal submergence. Most 
deltas are subsiding under the weight of accumulating sedi
ment, a process that often is enhanced by artificial groundwa
ter withdrawal. Any global sea-level rise will exacerbate exist
ing problems of local submergence. Bird (1993b) has argued 
that a rising sea level wil l have two major effects on low-lying 
deltaic areas: First, it is likely to cause extensive submergence, 
especially where there is little prospect of compensating sedi
ment accretion. Second, progradation of most deltaic coasthnes 
wil l be curbed, with erosion becoming more extensive and 
more rapid. 

Similar conclusions have come from a host of case studies 
around the world, including those reported from Europe and 
the Mediterranean in Jeftic et a l (1992), Tooley and Jelgersma 
(1992), Poulos et a l (1994), and Woodroffe (1994); from the 
Americas in Day et a l (1993, 1994); and from Southeast Asia 
in McLean and Mimura (1993). While there appears to be gen
eral agreement among all of the studies on the implications of 
reduced sediment discharge, subsidence, and rising sea level, 
there have been few attempts to determine the relative vulner
ability of deltaic regions or to model the effects of sea-level 
rise on deltas. Exceptions to the former include Ren's (1994) 
study of the Chinese coast, in which six variables (reUef, land 
subsidence, shoreline displacement, storm surge, tidal range, 
and coastal defenses) have been used to evaluate risk classes of 
eight vulnerable areas. Exceptions to the latter include the con
ceptual model of general deltaic functioning developed by Day 
et a l (1994) and their two-state variable model, which simu
lates height in sea le^el and land elevation over time as a func
tion of varying rates of sea-level rise, subsidence, and vertical 
accretion. Model resuhs of the "date of immersion" (i.e., when 
sea level equals land elevation) have been produced for sever
al sites in the Mississippi, Camargue, and Ebro deltas. 
Intradelta variations have been highhghted in the model 
resuhs. In natural situations, such variations commonly resuh 
from variations in subsidence and/or changes in active and pas
sive distributary positions across deUas, as demonstrated for 
the Nile (Stanley and Warne, 1993) and Rhine-Meuse 
(Tomqvist, 1993) deltas, respectively. 

Studies on the physical response of tidal rivers and estuaries to 
predicted sea-level rise have covered two main areas—geo
morphic changes and saltwater penetration—although the 
American Society of Civi l Engineers (ASCE) Task Committee 
(1992) has indicated that several hydraulic processes such as 
tidal range, prism and currents, and sedimentation would also 
be modified. Bhrd (1993b) has suggested that estuaries will 
tend to widen and deepen. This may enhance their role as sed
iment sinks, causing greater erosion of the neighboring open 
coast (Stive et a l , 1990). However, Pethick (1993) has shown 
that along the southeast coast of Britain, where relative sea-
level rise is already 4-5 mm/yr due to local subsidence, estu
arine channels are becoming wider and shallower by local 
redistribution of sediment as the intertidal profile shifts both 
upward and shoreward. In some areas, these effects may be off
set by increased catchment runoff, greater soil erosion, and 
increased sediment yield as a result of climate changes. 

However, as with deltas, critical factors wil l be relative sea-
level change, including local subsidence (e.g., Belperio, 1993), 
and sediment availability (e.g., Chappell, 1990; Parkinson et 
a l , 1994). In macrotidal estuaries in Northem Australia, chan
nel widening initiated by rising sea level will contribute sedi
ment to the adjacent estuarine plains, which may offset the 
effect of flooding and lead to steady vertical accretion. One 
consequence of this would be to endanger backwater swamps 
and freshwater ecosystems on the estuarine plains (Chappell 
and Woodroffe, 1994). 

The effects of sea-level rise on saltwater penetration in rivers 
and estuaries have recently been reviewed by Oude Essink et 
a l (1993) and Van Dam (1993), who have suggested that saUne 
water will gradually extend further upstream in the future. 
More serious is the accelerated effect of saline water intrading 
into groundwater aquifers in deltaic regions and coastal plains. 
In these areas, the effect of sea-level rise can be exacerbated by 
the withdrawal of freshwater, which may result in either subsi
dence and/or replacement by seawater. Subsidence and land
ward migration of saltwater are already serious problems in 
many coastal deUaic areas around the world. Two examples are 
Myanmar (Aung, 1993) and China (Han et a l , 1995b). 

9.4.3. C o r a l A t o l l s a n d Reef I s l a n d s 

Coral atolls and reef islands appear especially susceptible to 
climate change and sea-level rise. Based on the sea-level rise 
scenarios of the 1980s and the application of simple models, 
Pemetta (1988) developed an index of island susceptibility for 
tiie South Pacific region and concluded that the most suscepti
ble nations included those "composed entirely of atolls and 
raised coral islands, which will be devastated if projected rises 
occur," and consequentiy "such states may cease to contain 
habitable islands." Three related effects were envisaged: ero
sion of the coastline, inundation and increased flooding of low-
lying areas, and seawater intrasion into the groundwater lens, 
which would cause reductions in island size, freeboard, and 
water quality, respectively. 

Since that time, a series of vulnerability assessments of atolls 
and reef islands have been carried out. Studies include the atoll 
states and territories of Tuvalu, Kiribati, Tokelau, and the 
Marshall Islands in the Pacific and the Maldives and Cocos 
(Keehng) Islands in the Indian Ocean (Aalbersberg and Hay, 
1993; Woodroffe and McLean, 1992; McLean and D'Aubert, 
1993; Holthus et a l , 1992; Council and Maata, 1992; Pemetta, 
1992; McLean and Woodroffe, 1993). Generally, these studies 
have documented the likelihood of more complex and variable 
responses than initially suggested, recognizing that the balance 
between reef growth, island accumulation or destmction, and 
sea-level rise wil l be locally important. Differences in response 
can be further expected between islands within and beyond 
storm belts, between those composed primarily of sand and 
those of coral rubble, and between those that are or are not 
anchored to emergent rock platforms. The presence or absence 
of natural physical shore-protection stmctures in the form of 
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beachrock or conglomerate outcrops and biotic protection in 
the form of mangrove or other strand vegetation will also resuh 
in different responses between islands. 

It is not clear to what extent reef islands wil l erode or whether 
sediment from the adjacent reef or lagoon will contribute to the 
continued growth of islands. McLean and Woodroffe (1993) 
have envisaged at least three possible responses in the face of 
sea-level rise: the Bruun response, the equilibrium response, 
and continued growth, which would result in shoreline erosion, 
redistribution of sediment, and shoreline accretion, respective
ly. Each of these processes can be observed on many reef 
islands today, as well as in the stratigraphie record, suggesting 
that the factors identified above are significant determinants of 
island stability. Moreover, as Spencer (1995) has pointed out, 
coral-island responses to future sea-level rise will vary as a 
result of constraints on the development of modem reefs and 
the varying inherited topographies upon which future sea-level 
will be superimposed. 

On small islands, the freshwater lens is an important resource 
and often is the primary source of potable water on atoUs. 
Recent studies suggest that the fnst approximation of the 
response of the freshwater lens to sea-level rise (the Ghyben-
Herzberg principle) is not appropriate on small coral islands. 
The layered-aquifer model—which, among other things, con
siders geological structure and distinguishes between 
Pleistocene and Holocene sti-atigraphic units—is considered 
more appropriate for assessing freshwater inventories on such 
islands. If recharge and island width remain constant or expand, 
freshwater lenses may actually increase in size with a rise in sea 
level because of tiie larger volume of freshwater that can be 
stored in the less-permeable upper (Holocene) aquifer 
(Buddemeier and Oberdorfer, 1990). On tiie other hand, if 
recharge or island width are reduced, a diminution in both fresh
water quantity and quality can be expected. In many places, 
increasing demand and recharge contamination are likely to be 
more serious issues than freshwater inventory per se. 

Altiiough recent reviews on coral islands have emphasized 
their variability and resilience (e.g., Hopley, 1993; McLean 
and Woodroffe, 1993), such islands remain among the most 
sensitive environments to long-term climate change and sea-
level rise, especially where these effects are superimposed on 
destractive short-term events such as hurricanes, damaging 
human activities, and declining environmental quality. In spite 
of a more optimistic outlook in recent years, Wilkinson and 
Buddemeier (1994) have maintained that coral-reef islands 
may be rendered uninhabitable by climate change, especially 
sea-level rise, and that wil l necessitate relocation of any 
remaining human populations (see also Section 9.5). 

9 . 4 . 4 . C o a s t a l W e t l a n d s 

Coastal wetiands are frequently associated with deltas, tidal 
rivers, estuaries, and sheltered bays. Geomorphic and hydro-
logic changes resulting from sea-level rise will have important 

effects on these biological communities, as well as on unvege-
tated tidal flats. The survival of the latter is dependent very 
much on sediment supply from adjacent river catchments— 
which, if not provided, will result in substantial loss of such 
areas. Although Woodroffe (1993) has commented that 
research on coastal wetlands has concentrated upon recon
structing their development under conditions of sea-level rise 
during the Holocene, there also have been assessments of con
temporary trends and processes and simulation modeling of 
environmental changes. 

Historical studies of temperate salt marshes include those of 
Allen (1991) and Reed (1990), whereas Pethick (1993) and 
French (1993) have used current trends and numerical simula
tion, respectively. Pethick (1993) has shown that salt marshes 
in southeast England appear to be migrating inland along the 
estuary but that the natural changes are interrupted by the pres
ence of flood embankments. The resuh is that loss of the sea
ward boundaries of these weflands wil l continue without com
pensating landward migration—a process known as coastal 
squeeze in the United Kingdom. Wolff et a l (1993) have con
cluded that salt marshes have the abihty to respond quickly to 
sea-level rise as long as sedimentation and internal biomass 
production processes keep pace and as long as the entire marsh 
can move to higher shore levels or further inland. Provided that 
it is not constrained by infrastructure, protection works, or 
other barriers, vertical accretion is likely to neutralize sea-level 
rise as long as sediment supply is sufficient and horizontal ero
sion is absent or can be compensated. If not, sah marshes will 
progressively dechne and ultimately disappear. Pethick (1992) 
has also shown that salt marshes under stable sea level under
go cyclical changes to their seaward boundaries; infrequent 
high-magnitude storm events erode the edges, while interven
ing lower-magnitude events allow depositional recovery. A n 
increase in the frequency of storm events as a response to sea-
level rise would result in the replacement of such cyclical 
change by progressive erosion. The sensitivity of certain salt-
marsh species to waterlogging and soil-chemical changes also 
could result in a change in species composition or the migra
tion of vegetation zones (Reed, 1995). 

Mangroves grow largely in tidal forests and are characterized 
by adaptations to unconsolidated, periodically inundated saline 
coastal habitats. They fringe about 25% of shorelines in the 
tropics and extend into the subtropics as far north as Bermuda 
and as far south as North Island, New Zealand. Studies on the 
effects of sea-level rise on tropical mangrove ecosystems have 
been primarily of historical nature (reviewed by Woodroffe, 
1990; UNEP-UNESCO Task Team, 1993; Edwards, 1995). 
These studies have shown that extensive mangrove ecosystems 
became reestablished when sea level stabilized around 6,000 
years BP. During the prior rise, mangroves probably survived 
as narrow coastal fringes, shifting landward with the migrating 
shoreUne. EUison and Stoddart (1991) and EUison (1993) have 
indicated that mangroves in areas of low sediment input in both 
low-island and high-island settings appear to be unable to 
accrete vertically as fast as the projected rate of sea-level rise. 
However, recent evidence from the Florida Keys (Snedaker et 
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a l . , 1994) has shown that low-island mangroves may be 
resilient to rates of sea-level rise about twice those suggested 
as upper limits by Ellison and Stoddart (1991) from their study 
in Bermuda. It is also apparent that mangrove communities are 
more likely to survive in macrotidal, sediment-rich environ
ments such as Northern Australia, where strong tidal currents 
redistribute sediment (Semeniuk, 1994; Woodroffe, 1995), 
than in microtidal sediment-starved environments such as 
around the Caribbean (Parkinson et a i , 1994). 

If the rate of shoreline erosion increases, mangrove stands may 
tend to become compressed and suffer reductions in species 
diversity. On the other hand, extensive mangroves in deltaic 
settings with continuing large inputs of terrigenous sediment 
are likely to be more resilient to sea-level rise (Edwards, 1995). 
Thus, different responses can be envisaged in different man
grove settings. Additionally, certain species are likely to be 
more robust in the face of sea-level rise than others (Ellison 
and Stoddart, 1991; Aksomkaoe and Paphavasit, 1993). 

It is now becoming increasingly clear, as Woodroffe (1993, 
1994) and Edwards (1995) have observed, that coastal wet
lands (marshes and mangroves) can undergo a number of 
responses to sea-level rise. Responses may be different in 
muddy, tide-dominated systems than in more organic systems, 
in areas of high or low tide range, and in areas of high or low 
sediment and freshwater input. Thus, the balance between 
accretion and submergence will be complex, and a range of 
morphological responses is likely for different coastal types 
and coastal settings. Although some marshes and mangroves 
may be under threat from sea-level rise over the next century, 
human impact has been the major threat up to the present and 
may be far more important locally than climate change in the 
long term (Bird, 1993a; WCC'93 , 1994). In the case of man
groves, afforestation programs may be one way to compensate 
for natural or human-induced losses, although experiences in 
Bangladesh have indicated the difficulties in such a program 
(Saenger and Siddigi, 1993). There also is some evidence that 
coastal wetlands may experience loss due to short-term 
(decadal) acceleration in the rate of sea-level rise (Boesch et 
a l . , 1994; Downs e t a l . , 1994). 

Whereas mangroves are restricted to the intertidal zone, and 
salt marsh extends landward into supratidal areas, seagrasses 
extend subtidally to maximum depths of several tens of meters. 
Relatively httle appears to have been published on the possible 
effects of climate change and sea-level rise on seagrasses (used 
here generically to include eelgrasses, turtlegrasses, etc.), 
although their biology and biogeography have been studied 
extensively (e.g., Larkum et a i , 1989; Mukai, 1993). Edwards 
(1995) has provided a brief but comprehensive analysis, noting 
the economic importance of seagrasses, and their ability to trap 
sediment, accrete vertically, stabihze unconsolidated sediment, 
slow water movement, and generally serve as natural coastal 
protection agents. Edwards (1995) has argued that intertidal 
and shallow seagrass beds (<5 m depth) are most likely to be 
affected by climate change, particularly by any sustained ele
vations in sea temperature or increases in freshwater runoff 

from land. However, the main threat to seagrass habitats is 
likely to come from increased anthropogenic disturbances, 
including dredging, overfishing, water pollution, and reclama
tion. In some parts of the world, seagrass beds are already 
severely threatened (Fortes, 1988), although elsewhere they 
have expanded due to eutrophication of estuarine waters. 

9.4.5. C o r a l Reefs 

Coral reefs are estimated to cover about 600,000 km^ of the 
Earth's surface (Smith, 1978). They are dominated by calcify
ing organisms that are depositing about 0.6 to 0.9 Gt of calci
um carbonate (CaCOj) globally each year (Юnsey and Hopley, 
1991). Intuitively, one would think that coral reefs—by precip
itating СаСОз and sequestering carbon—would act as sinks for 
CO2, but on the decade to century timescale this is not the case 
(Smith and Buddemeier, 1992). The calcification process actu
ally generates CO2 (Ware et a l , 1992), and over periods of 
decades reefs may contribute about 0.02 to 0.08 Gt C/yr as C O 2 
to the atmosphere. 

The effects of climate change on coral reefs, as well as noncli-
matic anthropogenic disturbances, have recently been reviewed 
by Smith and Buddemeier (1992), Wilkinson and Buddemeier 
(1994) and Edwards (1995). The global climate-change effects 
of significance to coral reefs are likely to be increases in sea
water temperature and sea-level rise; locally or regionally, 
changes in storm pattems and coastal currents, as well as 
changes in rainfall pattems, may have effects on coral commu
nities—for example, through increases in sedimentation. 

Coral reefs are particularly sensitive to increases in seawater 
temperature (Brown, 1987) and increased irradiance (Brown et 
a l , 1994). They respond to the combined effect of irradiance 
and temperature elevations by paling in color, or bleaching 
(Brown and Ogden, 1993). Corals do not generally bleach in 
response to rapid fluctuations in seawater temperature but 
rather to departures in temperature above their seasonal maxi
mum. If the temperature elevation involves a substantial 
increase in seawater temperature ( 3 ^ ° C ) for an extended peri
od (>6 months), considerable coral mortahty can ensue (Brown 
and Suharsono, 1990). If, however, the temperature increase is 
only on the order of 1-2°C and for a limited period, bleached 
corals may recover but show reduced growth and impaired 
reproductive capabilities (Brown and Ogden, 1993). 

Projected increases in seawater temperatures thus appear to be 
a major threat to coral reefs. In Indonesia, where severe bleach
ing took place as a result of seawater warming during an ENSO 
event in 1983, coral reefs have failed to show continued recov
ery beyond the initial recovery noted in 1988 (Brown and 
Suharsono, 1990). Such results have been mirrored in studies in 
the Galápagos and eastem Panama, where little recovery has 
been noted since major bleaching in 1982-1983. At sites in the 
East Pacific, reefs subsequently have shown rapid bioerosion 
from the destructive grazing activities of sea urchins, and desta-
bihzation of reef substrates is anticipated. FuU community 
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restoration probably will not occur for several hundred years 
(Glynn, 1993). 

Reef accretion rates—calculated from community calcification 
rates, growth rates of calcifying organisms, and radiocarbon 
dating of cores through reefs—range from less than 1 mm/yr to 
a maximum slightly in excess of 10 mm/yr (Buddemeier and 
Smith, 1988; Hopley and Kinsey, 1988; Kinsey, 1991). Arate 
of 10 mm/yr is commonly taken as the consensus value for the 
maximum sustained vertical reef accretion rate (Buddemeier 
and Smith, 1988). The present best estimates for global sea-
level rise over the next century (see Section 9.3) are well with
in the range of typical reef accretion rates. Even slowly accret
ing reef flats should, on average, be able to keep up with this 
rate of sea-level rise after a lag, provided that other factors such 
as increased seawater temperatures and damaging anthro
pogenic influences are not acting simultaneously (Edwards, 
1995). Widespread warming of seawater, however, will clearly 
limit the accretion rates of coral reefs—as exemplified by the 
Panamanian reef, which before suffering 50% coral mortality 
as a result of sea-surface warming during an ENSO event was 
depositing about 10 tonnes CaCOj/ha/yr and now is eroding at 
a rate of approximately 2.5 tonnes CaCOj/yr, equivalent to ver
tical erosion of 6 mm/yr (Eakin, 1995). 

Smith and Buddemeier (1992) have expected shifts in zona
tion and community structure associated with the interaction 
between wave-energy regime and sea level, although far too 
little is known about the physiological and physical con
straints to reef growth (Spencer, 1995). Wilkinson and 
Buddemeier (1994) have shown that coral reefs have come 
through episodes of severe climate change in the past and 
have the necessary resflience to cope with current scenarios 
of climate change. However, coral reefs near land masses and 
near large population centers wi l l come under greater human 
pressure in the future and are likely to be damaged beyond 
repair. 

9.4.6. C o a s t a l B i o d i v e r s i t y 

Through the biogeophysical effects on coastal geomorphic and 
ecological systems described in Sections 9.4.1 through 9.4.5, 
chmate change has the potential to significantly affect coastal 
biological diversity. It could cause changes in the population 
sizes and distributions of species, alter the species composition 
and geographical extent of habitats and ecosystems, and 
increase the rate of species extinction (Reid and Miller, 1989). 
Coral reefs have the highest biodiversity of any marine ecosys
tem, with enormous numbers of different species packed into 
small areas (Norris, 1993). Despite the known and potential 
value of reef communities and the threats to then health and 
vigor, the total biodiversity of coral reefs is not known, nor is 
the fraction of the diversity that is described versus undiscov
ered. Reaka-Kudla (1995) has estimated that there are about 
91,(ХЮ described species of coral-reef taxa but argues that 
undocumented diversity is likely to be much higher. 
Nonetiieless, coral-reef macrobiota represent about 4-5% of the 

described global biota, altiiough tiiey occupy less than 1% of 
the Eartii's surface. Coral-reef biodiversity is centered around 
the archipelagos of tiie Philippines and Indonesia; diversity 
decreases away from this core. For example, tiie number of 
coral species in French Polynesia drops to less than 10% of that 
in the core area (Wilkinson and Buddemeier, 1994). Similar 
geographical variations in species richness occur in mangroves 
and tropical seagrasses (Woodroffe, 1990; Mukai, 1993). 

In addition to marine systems such as coral reefs, coastal 
zones also comprise the adjacent terrestrial environments. 
Although scientists have long studied the interactions 
between marine and terrestrial systems and have seen the 
coastal zone as a discrete entity, it is poorly understood eco
logically (Ray, 1991). Among all macroscopic organisms, 
there are 43 marine phyla and 28 terrestrial phyla; 90% of all 
known classes are marine (Reaka-Kudla, 1995). Ray (1991) 
has estimated that 80%o of marine phyla occur in the coastal 
zone, which occupies only 8% of the Earth's surface, and 
argues that the marine portion of the coastal zone is the most 
biologically diverse realm on the planet. For example, of the 
13,200 species of marine fish, almost 80% are coastal. 
Tropical coastal zones are particularly rich, with about 
182,000 described species (Reaka-Kudla, 1995); they are 
about twice as rich as temperate coasts. 

Coastal zones are sharply subdivided by gradients in geomor
phic stmcture and habitat diversity; this enables them to per
form many of the regulation functions and user and production 
functions outiined in Section 9.2.1. Ray (1991) has identified a 
nexus between physical processes and ecological pattern and 
diversity; he suggests that i f global warming accelerates during 
the next few decades, the extent of coastal lagoons, marshes, 
and so forth will be affected and that these changes wil l strong
ly influence the fate of associated biota. In addition, intensive 
habitat modification on land and deterioration of coastal areas 
will clearly resuU in a dechne of global biodiversity. Similarly, 
the capacity of species and ecosystems such as mangroves to 
shift their ranges and locations in response to climate change 
will be hindered by human land-use practices that have frag
mented existing habitats. The establishment of nature reserves 
is seen as an option to arrest the decline of coastal biodiversity 
(Ray and Gregg, 1991; De Groot, 1992b). 

9.5. Socioeconomic Impacts 

Section 9.4 outlines how the coastal environment can be 
altered by cUmate change and sea-level rise; such alterations 
could have significant effects on functions and values in 
coastal zones and small islands. This section presents an 
overview of the related socioeconomic impacts and their eval
uation, with an emphasis on the problems of sea-level rise. It 
highlights the particularly vulnerable situation of low-lying 
small islands and deltas. The emphasis on sea-level rise reflects 
a bias of existing studies. A discussion of the human activities 
in coastal zones that increase vulnerability to climate change 
also is included. 
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9 . 5 . 1 . Pressures and M a n a g e m e n t Problems 
i n Coastal Zones and S m a l l Islands 

During the twentieth century, urbanized coastal populations 
have been increasing because of the many economic opportu
nities and environmental amenities that coastal zones can pro
vide. The need to protect and enhance the wealth-creation 
potential of coastal zones has led to widespread coastal con
struction and modification of natural coastal processes, result
ing in losses of coastal habitats, changes in circulation and 
material flux, and reductions in biological productivity and 
biodiversity. These pressures are expected to increase substan
tially in the coming decades (WCC'93, 1994). 

Of particular concem is the worldwide destmction and degrada
tion of coral reefs, mangroves, sea grasses, and salt marshes— 
which, among other things, act as natural barriers against marine 
erosion processes. The natural response of sah marshes and 
mangroves to sea-level rise—an upward and landward migration 
of the intertidal profiles (see Section 9.4)—is inhibited by flood 
embankments and other human constmctions. The result is that 
erosion of the seaward boundaries of these wetlands will contin
ue without a compensating landward migration, leading to loss 
of wetland area. Deltaic processes also are being modified. In the 
United States, for example, the Mississippi River delta was 
roughly in a state of dynamic balance before the twentieth cen
tury, but since then human intervention in tiie form of large-scale 
engineering works, levees, dams, canals, and water diversions 
has effectively starved tiie wetiands of needed freshwater and 
sediments and radically altered wetiand hydrology. Relative sea 
level is rising at a rate of up to 1 m per 1 0 0 years in this region; 
up to 100 km2 of wetlands were lost each year during the 1970s, 
falling to 50 kmVyr in tiie 1980s (Boesch et a l . , 1994). In 
Bangladesh, flood defense systems and/or human activities in 
the Ganges-Bramaputia-Meghna river system may have affect
ed mnoff, sediment flow, and deposition rates, with detrimental 
effects on coastlines, fisheries, and the frequency and severity of 

inland flooding (Warrick and Rahman, 1992; see also Ives and 
Messerii, 1989). Small island states (many of which are low-
lying) face particularly severe threats, and pollution and mining 
of coral will further serve to inhibit the capabilities of these 
countries to respond to sea-level rise. 

Human interference in the dynamic processes that alfect 
coastal zones is not restiicted to activities within the coastal 
zone itself. Activities upstteam in catchment areas may also 
play a part. For example, effluent discharging from sewage 
plants and industrial plants and agricultural mnoff can lead to 
eutrophication, and water-resoiu'ce schemes (e.g., dams and 
irrigation systems) can resttict the supply of water, sediment, 
and nutrients to coastal systems. Sewage and siltation are 
among the most significant causes of coral-reef and other nat
ural coastal system degradation in the Philippines, Singapore, 
Malaysia, Indonesia, Sri Lanka, the Pacific islands, Hawaii, the 
Persian Gulf, the Caribbean, parts of the South American coast, 
and Cuba (Lundin and Linden, 1993). 

The message is clear: CUmate-related changes such as accelerated 
sea-level rise and possibly altered pattems of storm frequency and 
mtensity represent potential a d d i t i o n a l sttesses on systems tiiat are 
aheady under intense and growing pressure. In addition, there are 
complex mtertelationships and feedbacks between human and 
environmental driving forces and impacts on the one hand and ch-
mate-induced changes and effects on tiie other. These relation
ships require considerably more study (Tumer et a l , 1995b). 

9.5.2. Assessment of Impacts 

Of dkect relevance when analyzing socioeconomic impacts is the 
evaluation of tiie potential loss of envkonmental values. As dis
cussed in Section 9.2, a coastal system can yield a number of dif
ferent values related to the functions and services к provides. A 
range of metiiods is available to evaluate these (see Table 9-1). 

Table 9 - 1 : E n v i r o n m e n t a l e v a l u a t i o n methods s h o w i n g — f r o m left t o r i g h t — i n c r e a s i n g c o m p l e x i t y a n d s c a l e of a n a l y s i s 
( a d a p t e d f r o m P e a r c e a n d T u r n e r , 1 9 9 2 ) . 

Least C o m p l i c a t e d M o s t C o m p l i c a t e d 

Financial Economic Cost- Extended Cost- Environmental Multi-Criteria 
Analysis Benefít Analysis Benefít Analysis Impact Assessment Decision Methods 

• Financial • Economic • Sustainable • Quantification • Multiple decision 
profitability efficiency development of a diverse criteria 
criterion criterion principles set of effects • Monetary and 

• Private costs • Social costs • Economic on a common nonmonetary 
and revenues and benefits efficiency and scale, but evaluation 

• Monetary • Monetary equity tradeoff no evaluation 
valuation valuation environmental 

standards 
as consttaints 

• Partial monetary 
valuation 
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The more comprehensive the technique, the greater the diver
sity of information that will be required and yielded to assist 
the appraisal of policy options from a societal perspective. 
Therefore, assessing the value of chmate-change impacts is not 
a straightforward issue. More robust techniques are available 
for deriving use values than for non-use values. Moreover, 
monetary valuation is not always appropriate when cultural 
and heritage assets are threatened by climate change and sea-
level rise. Small islands often are particularly threatened, 
including their distinct ways of life and possibly even their dis
tinct cultures. The same applies to heritage and other cultural
ly significant sites on the coast. The core project Land-Ocean 
Interactions in the Coastal Zone (LOICZ) of the Intemational 
Geosphere-Biosphere Program (IGBP) (see also Sections 9.6.4 
and 9.7) is currently preparing comprehensive guidelines for 
evaluating coastal functions and services. 

Coastal zones and small islands support a range of socioeconomic 
sectoral activities that can be affected by climate change and sea-
level rise. Most of these sectors are covered m separate chapters 
in tills report. Table 9-2 reflects the results of these sectoral 
assessments as they pertain to direct impacts specifically related 
to climate change in coastal zones and small islands. The reader 
is referred to the chapters Usted in the table for more detailed dis
cussions of the impacts and vulnerabUity of each sector. 

Tourism also is of great importance to coastal zones and smaU 
islands, although it is not covered as a separate sector in this 
report. Tourism helps to support the economies of many coastal 
countries (Miller and Auyong, 1991). For many small islands 
in particular, tourism is the largest contributor to the country's 
GNP. Coastal tourism can be affected by climate change direct
ly through coastal erosion and changes in weather pattems 
(e.g., storminess, precipitation, cloud cover). Indirect effects, 
however, may be just as important. Adverse impacts on fresh
water supply and quaUty, human settiements, and human health 
will severely affect tourism, as will overdevelopment leading 
to environmental degradation. 

Many efforts have been made in the last few years to assess 
the implications of climate change and associated sea-level 
rise on the coastal zone. As part of these efforts, the former 
Coastal Zone Management Subgroup of IPCC has published a 

methodology for assessing the vulnerabiUty of coastal areas to 
sea-level rise (IPCC C Z M S , 1991). The framework, called the 
Common Methodology, has been widely applied as the basis 
of vulnerability assessment studies. These studies have aimed 
to identify populations and resources at risk and the costs and 
feasibility of possible responses to adverse impacts. The vul
nerability of many more coastal countries to sea-level rise has 
been reviewed using other approaches. Examples of assess
ments of the possible impacts and responses to sea-level rise 
and climate change can be found in Tobor and Ibe (1990), 
Parry et a l (1992), Bijlsma et a l (1993), Warrick et a l 
(1993), Ehler (1993), McLean and Mimura (1993), Qureshi 
and Hobble (1994), O'Callahan (1994), WCC'93 (1995), and 
Nicholls and Leatherman (1995a). A series of studies on 
Pacific islands has been conducted by the South Pacific 
Regional Environment Programme, including Holthus et a l 
(1992) , Aalbersberg and Hay (1993), McLean and D'Aubert 
(1993) , and Nunn et a l (1994a, 1994b). 

This section summarizes a number of these vulnerability case 
studies, witii an emphasis on the strengths and weaknesses of 
those conducted using the Common Methodology or similar 
approaches. 

9 . 5 . 2 . 1 . V u l n e r a b i l i t y Assessment a n d t h e 
I P C C C o m m o n M e t h o d o l o g y 

Vulnerability to impacts is a multidimensional concept, encom
passing biogeophysical, socioeconomic, and political factors. 
The Common Methodology defines vulnerability as "the degree 
of incapability to cope with the consequences of climate change 
and accelerated sea-level rise" (IPCC CZMS, 1991). Therefore, 
analysis of the vulnerability of a coastal area or small island to 
climate change includes some notion of its s u s c e p t i b i l i t y to the 
biogeophysical effects of climate change and sea-level rise (see 
Section 9.4), as well as of its natural resilience—which is great
ly influenced by past, current, and future population and settle
ment pattems and rates of socioeconomic change. Susceptibility 
and resilience together determine the natural system's s e n s i t i v i 
ty to anticipated changes. Socioeconomic v u l n e r a b i l i t y is fur
ther determined by a country's technical, institutional, eco
nomic, and cultural capabilities to cope with or manage the 

T a b l e 9-2: Q u a l i t a t i v e synthesis of d i r e c t i m p a c t s of c U m a t e c h a n g e a r u i sea-level r i s e o n a n u m b e r of sectors i n c o a s t a l zones 
a n d s m a l l i s l a n d s , based o n o t h e r c h a p t e r s i n t h i s v o l u m e . C h a p t e r numbers a r e i n parentheses. 

Climate-Related Events 
Impact Coastal Flooding/ Saltwater Sedimentation 
Categories Erosion Inundation Intrusion Changes Storminess 

Human Settlements (12) / / • 

Agriculture (13) / / • 

Freshwater Supply and Quality (14) • / 
Fisheries (16) / / / / / 
Financial Services (17) / / / 
Human Health (18) / / 
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anticipated biogeopiiysical effects and their consequent 
socioeconomic impacts (Turner et a l . , 1995a). 

The IPCC Common Methodology has aimed to identify " t h e 
types of p r o b l e m s t h a t a c o u n t r y w i l l have t o f a c e and, if neces
s a r y , t h e types of assistance t h a t a r e most needed t o o v e r c o m e 
these p r o b l e m s . " Assessments are to "serve as p r e p a r a t o r y 
studies, identifying p r i o r i t y r e g i o n s a n d p r i o r i t y sectors a n d t o 
p r o v i d e a f i r s t r e c o n n a i s s a n c e a n d s c r e e n i n g of p o s s i b l e mea
sures" (IPCC C Z M S , 1991). Three boundary conditions and 
scenarios have been specified in the methodology: the impacts 
on the natural coastal systems, the impacts on socioeconomic 
developments, and the implications of possible response strate
gies for adaptation. The methodology includes consideration of 
the reference (or present) situation and a rise in sea level of 
30 cm to 1 m by the year 2100. These scenarios approximate the 
low and high estimates of the 1990 IPCC Scientific Assessment. 
It considers socioeconomic developments by extiapolating 30 
years from the present situation. The Common Methodology 
recommends considering a full range of adaptation options, 
including at least the extteme options of complete retreat and 
total protection. To simplify analysis, the method does not con
sider coastal evolution other than that caused by climate 
change, nor does it assess the effects of progressive adaptation 
at the local scale, such as the raising of dikes. 

The Common Methodology has helped to focus the attention of 
many coastal nations on cHmate change and has contributed to 
long-term thinking about the coastal zone. On the other hand, 
a number of problems have been raised concerning the 
Common Methodology through the experiences of vulnerabil
ity assessment case studies (WCC'93, 1994): 

• Many case studies have faced a shortage of accurate 
and complete data necessary for impact analysis. In 
particular, it often has proven difficult to determine 
accurately the impact zone in many countries due to 
the lack of basic data, such as the coastal topography. 

• Many studies have found the use of a single global sce
nario of sea-level rise (1 m by 2100) inappropriate to thek 
respective areas, often due to the lack of more detailed 
data on coastal elevations; most studies have ignored the 
spatial distribution of relative sea-level rise and other 
coastal imphcations of chmate change, largely due to a 
lack of regional climate scenarios. Future vulnerabihty 
assessment would be greatiy improved by the availabih
ty of regional scenarios for climate change and sea-level 
rise, including reference, low, and high scenarios. 

• Although the Common Methodology has encouraged 
researchers to take into account the biogeophysical response 
of the coastal system to sea-level rise, lack of data and mod
els for describing local coastal processes and responses have 
hindered detailed, quantitative rnipact assessment. Many 
case studies have carried out a simple first-order assessment 
by horizontally shifting tiie coastiine landward by an amount 
corresponding witii the sea-level rise scenario. 

• While vulnerabihty profiles have yielded some useful 
relative guidance on potential impacts, tiie Common 
Metiiodology has been less effective in assessmg the 
wide range of technical, mstitutional, economic, and 
cultural elements present in different localities. 

• There has been concem that the methodology sttesses a 
protection-orientated response, rather than considering 
a full range of adaptation options. 

• Market-evaluation assessment frameworks have proved 
inappropriate in many subsistence economies and ttadi
tional land-tenure systems. More attention should be 
paid to broader socioeconomic evaluation techniques, 
which include ttaditional, aesthetic, and cultural values 
(see Box 9-2). 

9 . 5 . 2 . 2 . V u l n e r a b i l i t y Assessment Case Studies 

At least 23 country ease studies have produced quantitative 
results that can be interpreted in terms of the IPCC Common 

Box 9-2. Cultural Impacts and Alternative Assessments 

Conventional impact evaluation techniques and indicators, such as GNP and population at loss, protection costs, and 
cost-benefit analysis, reflect only one (largely Westem) approach for assessing potential damages from chmate-related 
events. This has led to the development of altemative methodologies that seek to assess changes in culture, community, 
and habitat. In a study of coastal vulnerability and resilience to sea-level rise and climate change, Fiji is considered 
(Nunn et a l , 1994a). The methodology (Yamada et a l , 1995) computes a Sustainable Capacity Index based on the sum 
of ratings of vulnerability and resilience for many categories of cultural, social, agricultural, and industrial impacts at the 
local, regional, and national levels. Areas with higher concentrations of assets are judged to be more vulnerable, whereas 
areas witii diversity and flexibility in the system—whether natural or managerial—tend to be viewed as more resilient in 
this analysis. The study has evaluated potential impacts to subsistence economies according to tiie view that communi
ties in which people feed and clothe themselves with littie cash exchange are more vulnerable but that subsistence 
economies in which staples can be replaced with other crops tend to be more resilient. In addition, cultural sites have 
been ranked according to the level of national interest in their preservation. The study concludes that subsistence 
economies and cultural assets are more vulnerable in Fiji and that conventional analyses of relatively high-lying islands 
such as Fiji would tend to underestimate the potential vulnerability of these areas, given that most people live in the low-
lying coastal plain and the majority of cash and subsistence economic activities take place in the low-lying areas. 
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Methodology. Some results are summarized in Table 9-3, and 
these show considerable variation in possible impacts from 
country to country, reflecting that certain settings are more 
vulnerable than others. This conclusion is widely supported by 
all of the country studies that are available. Small islands, 
deltaic settings, and coastal ecosystems appear particularly 
vulnerable. In addition, developed sandy shores may be vul
nerable because of the large investment and significant sand 
resources required to maintain beaches and protect adjoining 
infrastructure in the face of sea-level rise (Nicholls and 
Leatherman, 1995a). 

Several caveats are in order so that the following impact esti
mates can be put into proper perspective (following Section 
9.5.2.1). First, the impacts presented assume a I-m rise in sea 
level by 2100—which is the high estimate of the IPCC90 busi
ness-as-usual sea-level rise scenario—and no other climate 
change. The latest scientific information, however, suggests a 
lower global mean sea-level rise (see Section 9.3.1.1). For a 
number of nations, the impacts of a 50-cm or smaller rise have 
been examined, including Argentina (Dennis et a l . , 1995a), 
parts of north China (Han et a l . , 1993), Japan (Mimura et a l , 
1994), Nigeria (G.T. French et a l , 1995), Senegal (Dennis et 

Table 9-3: Synthesized results of c o u n t r y case studies. Results a r e f o r e x i s t i n g development a n d a 1-m r i s e i n sea level. 
People affected, c a p i t a l v a l u e a t loss, l a n d a t loss, a r u i w e t l a n d a t loss assume no measures ( i . e . , no human response), whereas 
a d a p t a t i o n assumes p r o t e c t i o n except i n areas w i t h l o w p o p u l a t i o n density. A l l costs have been a d j u s t e d t o 1990 US$ ( a d a p t e d 

f r o m N i c h o l l s , 1 9 9 5 ) . 

People Capital Value Land Wetland Adaptation/ 
Affected at Loss at Loss at Loss Protection Costs 

# people % MiUion % % Mill ion % 
Country/Source (1000s) Total US$1 GNP km2 Total km2 U S $ 1 GNP 

Antigua^ (Cambers, 1994) 38 50 - - 5 1.0 3 71 0.32 
Argentina (Dennis et a l , 1995a) - - >50007 >5 3400 0.1 1100 >1800 >0.02 
Bangladesh (Huq et a l , 1995; 

Bangladesh Govemment, 1993) 71000 60 - - 25000 17.5 5800 >10009 >0.06 
Belize (Pemetta and Elder, 1993) 70 35 - - 1900 8.4 — — — 
Benin3 (Adam, 1995) 1350 25 118 12 230 0.2 85 >400io >0.41 
China (Bum, 1993; Han e t a l , 1995a) 72000 7 — — 35000 — — — — 
Egypt (Delft HydrauUcs et a l , 1992) 4700 9 59000 204 5800 1.0 — 1310011 0.45 
Guyana (Kahn and Sturm, 1993) 600 80 4000 1115 2400 1.1 500 200 0.26 
India (Pachauri, 1994) 71006 1 . - - 5800 0.4 - — — 
Japan (Mimura et a l , 1993) 15400 15 849000 72 2300 0.6 - >156000 >0.12 
Kjribati2 (Woodroffe and McI ean, 1992) 9 100 2 8 4 12.5 — 3 0.10 
Malaysia (Midun and Lee, 1995) - - 7000 2.1 6000 — — 
Marshall Islands2 (Holtiius e t a l , 1992) 20 100 160 324 9 80 — >360 >7.04 
Mauritius'^ (Jogoo, 1994) 3 <1 - - 5 0.3 — - — 
The Netherlands (Peerbolteef a/., 1991) 10000 67 186000 69 2165 5.9 642 12300 0.05 
Nigeria (G.T. French et a l , 1995) 32006 4 170007 52 18600 2.0 16000 >1400 >0.04 
Poland (Pluijm et a l , 1992) 240 1 22000 24 1700 0.5 36 1400 0.02 
Senegal (Dennis et a l , 1995b) 1106 >1 >500'' >12 6100 3.1 6000 >1000 >0.21 
St. Kitts-Nevis2 (Cambers, 1994) - - — - 1 1.4 1 50 2.65 
Tonga2 (Fifita et a l , 1994) 30 47 — - 7 2.9 - — — 
United States (Titus et a l , 1991) - — - 316008 0.3 17000 >156000 >0.03 
Uraguay (Volonté and Nicholls, 1995)5 136 <1 17007 26 96 0.1 23 >1000 >0.12 
Venezuela (Volonté and Arismendi, 1995) 56^ <1 3307 1 5700 0.6 5600 >1600 >0.03 

iCosts have been adjusted to reflect 1990 US$. 
^Minimum estimates—incomplete national coverage. 
^Precise year for financial values not given—assumed to be 1992. 
•^Results are hnearly interpolated from results for a 2-m sea-level rise scenario. 
^See also review in Nicholls and Leatherman (1995a). 
^Minimum estimates—number reflects estimated people displaced. 
^Minimum estimates—capital value at loss does not include ports. 
^Best estimate is that 20,0(Ю km^ of dry land are lost, but about 5,400 km^ are converted to coastal wetlands. 
9Adaptation only provides protection against a l-in-20 year event. 
^Adaptation costs are linearly extrapolated from a 0.5-m sea-level rise scenario. 
11 Adaptation costs include 30-year development scenarios. 
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a l , 1995b), parts of the United Kingdom (Tumer e t a l , 1995a), 
the United States (Titus e t a l , 1991), Umguay (Volonté and 
Nicholls, 1995), and Venezuela (Volonté and Arismendi, 
1995). Second, ail of the country studies have assumed that the 
socioeconomic situation is constant until 21(Ю. This is unreal
istic and ignores the rapid coastal development that is occur
ring with httle regard for existing problems, let alone tomor
row's (WCC'93, 1994). However, the mere threat of extensive 
loss of land and other assets may stimulate macroeconomic 
effects within national economies. Some assets may be relo
cated and others may be adapted to reduce the damage impli
cations of climate change. On the other hand, the damage-cost 
estimates may represent underestimates because they neglect 
some nonmarket asset values and factors such as the cost of 
resettlement of coastal populations that cannot be easily pro
tected. Finally, it has been assumed that the rise in sea level 
wil l be a slow, gradual process, which may not be the case for 
all regions. Scientific uncertainties are compounded by the 
socioeconomic adaptation uncertainties referted to above and 
by the fact that economic cost estimates are very sensitive to 
changes in discount rates. 

Despite these limitations, these studies have offered some 
important insights into potential impacts and possible respons
es to climate change and sea-level rise. Many of the vulnera
bility assessments emphasize the severe nature of existing 
coastal problems such as beach erosion, waterlogging, and pol
lution (e.g., El-Raey e t a l , 1995; Han e t a l , 1995b). For many 
small islands, population pressure and urbanization, coastal 
pollution, and overexploitation of resources akeady are critical 
problems. For dehas and estuaries, changes in sediment supply 
and distribution are often already causing significant changes 
in the coastal zone. This reinforces the message that climate 
change will act on coastal systems that are already under stress. 

In addition to accelerated sea-level rise, there is widespread 
concem about the coastal implications of other aspects of cl i
mate change such as changing rainfall and ranoff in the catch
ment area, as well as the effects of changes in storminess and 
storm surges (e.g., Warrick e t a l , 1993; McLean and Mimura, 
1993). One quantitative vulnerability assessment study exists; 
it shows that in The Netherlands the costs of avoiding damage 
related to an adverse 10% change in the direction and intensi
ty of storms may be worse than those of a 60-cm rise in sea 
level (Peerbolte e t a l , 1991). This storm-change scenario is 
arbitrary, but shows that concem is justified and that there is a 
need for more widespread analysis. 

A l l of the 23 national case studies shown in Table 9-3 project 
land loss as the sum of dry-land and wetiand loss, assuming no 
protective measures are taken. The estimated losses range from 
0.05% of the national land area in Uraguay (Volonté and 
Nicholls, 1995) to more than 12% of Tarawa, Kiribati 
(Woodroffe and McLean, 1992); more than 17% of Bangladesh 
(Huq e t a l , 1995); and 80% of Majuro atoll, Marshall Islands 
(Holthus e t a l , 1992). From fifteen case studies, 63,000km2 of 
wetiands are estimated to be lost. Most of these assessments 
are based on first-order analyses, and key parameters such as 

limiting vertical accretion rates and potential for wetiand 
migration often are poorly defined (Nicholls, 1995). The study 
of the United States has considered wetiand migration, esti
mating that a 50-cm rise in sea level would erode or inundate 
38% to 61% of existing coastal wetiands. Assuming that dikes 
or bulkheads were not built to impede inland migration, new 
wetiand formation on formerly upland areas would reduce the 
total loss to 17% to 43% (Titus e t a l , 1991). Therefore, wet
land migration is not projected to compensate for losses, even 
under the most ideal circumstances. Many studies, however, 
have found that direct human reclamation of wetiands for a 
range of puфoses at present is a much bigger threat than sea-
level rise (Nicholls and Leatherman, 1995a). 

Fifteen case studies have provided estimates of undiscounted 
capital value potentially at loss, assuming no protection. 
Nearly half of the studies have concluded that capital value at 
loss could exceed 50% of present GNP, illustrating the con-
centtation of infrastiricture and economic activity in the coastal 
zones of many of the countries studied. To counter these 
impacts, adaptation would be expected (see Section 9.6). Table 
9-3 stresses the cost of total protection rather than other possi
ble adaptation options, which may have lower costs. Assuming 
that costs wil l accrae uniformly over 100 years, the annual pro
tection costs—as a percentage of present GNP—are highest for 
the Marshall Islands at 7% (Holthus e t a l , 1992) and St. Kitts-
Nevis at 2.7% (Cambers, 1994). This supports the conclusion 
that some small islands have a high vulnerability to sea-level 
rise. However, Kiribati has a similar setting to the Marshall 
Islands, yet the estimates of protection costs are much smaller, 
at 0.1% of present GNP (Woodroffe and McLean, 1992). This 
reflects important differences in assumptions about the mean
ing of total protection. In Kiribati, local engineers have select
ed existing low-technology, low-cost gabions to protect the 
atoll, whereas in the Marshall Islands large and expensive sea 
walls have been utilized to determine the costs. This compari
son shows one of the weaknesses of the Common 
Methodology and the need to assess a wider range of response 
options in future vulnerability assessment studies. 

In many locations, beaches are likely to require nourishment to 
protect tourist infrastracture because existing urban and tourist 
infrastracture could be damaged and destroyed. The amount of 
sand required to maintain a beach in the face of long-term sea-
level rise is uncertain (Stive e t a l , 1991); in some case studies, 
the costs of beach nourishment could dominate basic response 
costs if countries invest in such an adaptation option (Dennis e t 
a l , 1995b; Nicholls and Leatherman, 1995a; Volonté and 
Nicholls, 1995). There is also the question of the availability of 
sufficient sand resources. The usual source is suitable-grade 
nearshore deposits, if available. However, the implication of 
the removal of such deposits must be carefully considered in 
terms of its effect on the coastal sediment budget and the 
nearshore wave climate. 

In many industrialized countiies, the main potential loss from 
sea-level rise seems to be coastal wetiands, as well as sandy 
beaches in some countries (e.g., Mimura e t a l , 1994). 
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Box 9-3. The Vulnerable Situation of Small Islands 

Many small island countries could lose a significant part of their land area with a sea-level rise of 50 cm to 1 m. The 
Maldives, for example, have average elevations of 1 to 1.5 m above existing sea level (Pemetta, 1992). Although bio
geophysical processes may counter land losses (see Section 9.4), the threat of submergence and erosion remains; this 
coiild convert many small islands to sandbars and significantly reduce the usable dry land on the larger, more populated 
islands. Saltwater intmsion and loss of the freshwater lens may be an equally binding constraint on human habitation in 
some islands, particularly smaller atolls (Leatherman, 1994). 

The available case studies have shown that small islands—most particularly, coral atolls such as the Marshall Islands 
(Holthus et a i , 1992)—are heavily oriented toward coastal activities and hence are vulnerable to sea-level rise (e.g.. 
Cambers, 1994; Fifita et a l . , 1994). At the same time, their relatively small economies may make the costs of adaptation 
prohibitive. In global terms, the population of small islands is relatively small, but a number of distinct societies and cul
tures are threatened with drastic changes in lifestyle and possibly forced abandonment from ancestral homelands if sea 
level rises significantly (Roy and Council, 1991). 

Even the less-vulnerable small islands would suffer significant economic effects from the loss of beach tourism and 
recreation areas because of sea-level rise and, possibly, more storms leading to increased beach and reef erosion. In 
1988, among the Caribbean islands, income from tourism as a percentage of GNP was 69% for Antigua and Barbuda and 
53% for the Bahamas; for a dozen other Caribbean islands, tourism revenues make up more than 10% of the GNP 
(Hameed, 1993). The Indian Ocean islands of the Seychelles and the Maldives also have seen a steady growth in 
tourism. In 1991, total receipts from tourism generated foreign exchange earnings of $94 million in the Maldives. This 
represented some 74% of the country's total foreign exchange earnings. Since 1985, tourism has been the single biggest 
contributor to the GNP of the Maldives. Tourism to developing countries has increased significantly in recent years, and 
small island developing states have experienced a particularly rapid increase. Tourist numbers to Mauritius, for example, 
have increased from 1,800 visitors in 1968 to 180,000 in 1988 (UNER 1991). 

Given accelerated sea-level rise, first-order estimates suggest that substantial investment would be required in some 
developing countries in order to protect urban areas and maintain related activities such as beach tourism. Nine small 
island states appear in the list of countries facing the highest coastal protection costs as a percentage of their GNP. The 
global average percentage required annually for coastal protection is 0.037%; however, for many small islands it is sig
nificantly higher—up to 34% for the Maldives (OECD, 1991). To explore the full range of potential responses, more 
comprehensive assessment of the available adaptation options in these vulnerable settings is urgently required. 

However, a change in the frequency, intensity, or distribution 
of extreme weaüier events could have implications for urban 
areas and related capital assets in countries such as Japan, 
Australia, the United States, and some countries bordering the 
North Sea. 

From the above it is clear that all coastal zones of the worid are 
vulnerable to the range of possible impacts from sea-level rise 
and other chmate-induced impacts, although to different 
degrees. Studies using other approaches than the Common 
Methodology support this conclusion. Small island developing 
states are often judged to be among the most vulnerable coun
tries. In Box 9-3, case material is presented for small islands, 
centering chiefly on threats to small economies dominated by 
tourism. 

9 . 5 . 2 . 3 . G l o b a l V u l n e r a b i l i t y Assessment 

In addition to local and country vulnerability assessments, a 
Global Vulnerability Assessment (GVA), which provides a 
worldwide estimate of the socioeconomic and ecological 

implications of accelerated sea-level rise (Hoozemans et a l , 
1993) has been conducted, using the same scenarios as the 
Common Methodology. The G V A has provided estimates of 
the following impacts: p o p u l a t i o n a t r i s k , the average number 
of people per year subject to flooding by storm surge on a glob
al scale; w e t l a n d s a t loss, the ecologically valuable coastal wet
land area under serious threat of loss on a global scale; and r i c e 
p r o d u c t i o n a t c h a n g e , the changes in coastal rice yields as a 
result of less-favorable conditions due to sea-level rise in 
South, Southeast, and East Asia. 

Recently, an extension of the G V A has been prepared using a 
more refined approach to estimate flooding probabilities 
(Baarse, 1995). Sea-level rise scenarios of both 50 cm and 1 m 
have been considered. The data sets available for global-scale 
analysis are Umited, and important assumptions are necessary 
with regard to storm-surge probability and population distribu
tion. Also, increases in wave height and wave ran-up have not 
been taken into account in these analyses, and neither have 
socioeconomic changes such as population growth. Therefore, 
the results of both studies must be considered as first-order 
estimates. 
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Some conclusions drawn from Hoozemans et a l (1993) and 
Baarse (1995) include: 

• Presently, some 200 million people are estimated to 
live below the "maximum" storm-surge level (the 
once-per-lOOO-years storm-surge level). Based on this 
population estimate, as well as on first-order esti
mates of storm-surge probabilities and existing levels 
of protection, 46 milhon people are estimated to expe
rience flooding due to storm surge in an average year 
under present conditions. Most of these people live in 
the developing world. 

• The present number of people at risk wil l double if 
sea level rises 50 cm (92 million people/yr) and 
almost triple if it rises 1 m (118 milhon people/yr). 

• The average number of people who wil l experience 
coastal flooding more than once per year wi l l 
increase considerably under both scenarios (80-90% 
of the respective populations at risk). This estimate 
underlines that many people wil l have to adapt to 
sea-level rise by moving to higher ground, increasing 
protection efforts or other adaptation options (see 
Section 9.6). 

• Because of regional differences in storm-surge 
regimes, the increase of flood risk due to sea-level 
rise is greater than average for the Asian region 
(especially the Indian Ocean coast), the south 
Mediterranean coast, the African Atiantic and Indian 
Ocean coasts, Caribbean coasts, and many of the 
small islands. 

• A l l over the world, coastal wetlands are presently 
being lost at an increasingly rapid rate, averaging 
0.5-1.5% per year. These losses are closely connect
ed with human activities such as shoreline protection, 
blocking of sediment sources, and development activ
ities such as land reclamation, aquaculture develop
ment, and oil, gas, and water extraction. 

• Sea-level rise would increase the rate of net coastal 
wetland loss. Losses of coastal wetiands of interna
tional importance are expected to be greater than 
average for the coasts of the United States, the 
Mediterranean Sea, the African Atiantic coast, the 
coast of East Asia, and the Australian and Papua New 
Guiñean coast. 

• Approximately 85% of the world's rice production 
takes place in South, Southeast, and East Asia. 
About 10% of this production is located in areas that 
are considered to be vulnerable to sea-level rise, 
thereby endangering the food supply of more than 
200 million people. 

• Less-favorable hydraulic conditions may cause lower 
rice production yields i f no adaptive measures are 
taken, especially in the large dehas of Vietnam, 
Bangladesh, and Myanmar. 

In summary, the G V A confirms tiiat sea-level rise will have 
global impacts and reinforces the need for more refined vul
nerability assessments at regional and local scales. 

9 . 5 . 2 . 4 . O v e r v i e w of I m p a c t Assessment 

Vulnerability assessment has demonstrated that certain set
tings are more vulnerable to sea-level rise, including small 
islands (particularly coral atolls), nations with large deltaic 
areas, coastal wetlands, and developed sandy shores. 
However, vulnerability assessment has been less successful in 
assessing the range of response options to deal with the prob
lems of climate change. Therefore, vulnerability analysis has 
further utility for countries and areas where none has yet been 
carried out or where only preliminary studies are available. 
Even in many areas with a completed vulnerabiUty assess
ment, an assessment of additional sea-level rise scenarios, sce
narios of other impacts of climate change, and a wider range 
of response options remains necessary. This entails a greater 
emphasis on local conditions and careful evaluation of pro
gressive adaptation options. 

Problems and deficiencies with the Common Methodology 
have been indicated in several papers in O'Callahan (1994) 
and McLean and Mimura (1993) [e.g., Kay and Waterman 
(1993)], and recommendations have been made for integrating 
vulnerability assessments into the process of coastal zone 
management (WCC'93, 1994). In order to continue vulnera
bility assessment studies in a more complete form, approach
es should be developed that more readily meet biogeophysi
cal, socioeconomic, and cultural conditions, as well as gov
ernmental and jurisdictional arrangements (e.g., Yamada et 
a l , 1995). Common approaches or frameworks that are tai
lored to the geographic circumstances and needs of each 
nation should be consistent with the IPCC Technical 
Guidelines for Assessing Climate Change Impacts and 
Adaptation (Carter et a l , 1994) and need to take into account 
and correct the weaknesses found with the Common 
Methodology (McLean and Mimura, 1993; WCC'93 , 1994). 

9.6. Response Strategies 

There is no doubt that the threat of climate change and sea-level 
rise has focused attention on coastal zones and small islands and 
awakened awareness of the vulnerability of the world's coastal 
regions in general—and to low-lying coasts, tidal deltas, and 
smaU islands in particular. IPCC C Z M S (1990, 1992) have dis
tinguished three groups of response strategies: (planned) retreat, 
accommodate, and protect. The first involves strategic retteat 
from or the prevention of future major developments in coastal 
areas that may be impacted. The second includes adaptive 
responses such as elevation of buildings, modification of 
drainage systems, and land-use changes. Both strategies are 
based on the premise that increases in land loss and coastal 
flooding will be aUowed to occur and that some coastal func
tions and values wiU change or be lost. On the other hand, these 
strategies help to maintain the dynamic nature of coastal 
ecosystems and thus allow them to adapt naturally. The third 
strategy involves defensive measures and seeks to maintain 
shorelines at tUeir present position by either building or 
strengthening protective structures or by artificially nourishing 
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or maintaining beaches and dunes. This strategy could involve 
the loss of natural functions and values. 

As discussed in Section 9.5, vulnerability assessment of various 
forms provides a range of procedures for a first overview of the 
consequences of climate change to coastal nations. These proce
dures also include guidance to a survey of response stiategies 
and a country's capacity to implement those strategies in the 
context of management and planiüng of coastal areas. For the 
majority of coastal nations surveyed, tiie typical problems posed 
by sea-level rise (i.e., increased coastal erosion, inundation, 
floodmg, saltwater intrusion) are not uniformly threatening. This 
does not hnply that serious problems wiU not arise—only that 
there may be feasible, cost-effective adaptation options. 

From Section 9.5, four major areas of concem regardmg sea-level 
rise have emerged: mundation and mcreased floodmg of low-lymg 
islands, inimdation and hicreased floodmg of large parts of dense
ly populated deltaic areas, loss of coastal wetlands, and erosion of 
developed sandy coasts. Each of these areas may requke different 
options to reduce or prevent the prospective adverse impacts asso
ciated with biogeophysical changes caused by chmate change and 
sea-level rise. In addition, sttategies to reduce the vulnerabihty of 
coastal zones and small islands to chmate change and sea-level 
rise should not be seen mdependentiy of the resolution of short-
term problems arismg primarily from human activities. Effective 
adaptation to chmate change and sea-level rise therefore requkes 
a flexible coastal management sttategy at all tknescales, tiiat 
mcorporates and kitegrates both short-term and long-term goals. 

Although one may argue that there is still a considerable 
amount of time to implement a response strategy, present-day 

coastal development often adversely influences the effective
ness of long-term adaptation options (WCC'93, 1994). 
Moreover, considerable time lags are often involved between 
the planning and implementation of adaptation options 
(Vellinga and Leatherman, 1989). The World Coast Conference 
therefore has concluded that sttengthening planning and man
agement capabilities for coastal areas should be delayed no fur
ther (WCC'93, 1993, 1994). 

Assessing the full social costs of adaptation to climate 
change is a complicated, often controversial, issue, for which 
a range of techniques wi l l be required. Apart from estimates 
of protection costs for a number of countries (see also Table 
9-3), this chapter does not offer a comprehensive assessment 
of these full social costs. This has been done in Chapter 6, 
The S o c i a l Costs of C l i m a t e C h a n g e : Greenhouse D a m a g e 
a n d t h e B e n e f i t s of C o n t r o l , and Chapter 7, A G e n e r i c 
Assessment of Response O p t i o n s , of the IPCC Working 
Group III volume, which also discuss the techniques avail
able for assessing adaptation costs. A number of cost-bene
fit studies have been undertaken that attempt to determine 
optimal response strategies in the face of sea-level rise. 
Studies include Titus (1991), Nijkamp (1991), Fankhauser 
(1995), and Turner et a l . (1995a). 

9 . 6 . 1 . A d a p t a t i o n O p t i o n s 

There is a wide artay of adaptation options that can be 
employed to retreat, accommodate, and protect. Table 9-4 out
lines the options within these three strategies, as listed in the 
IPCC Fkst Assessment Report (IPCC, 1990). 

Box 9-4. Approaches to Coastal Adaptation to Climate Change: Two Examples 

West and Central Africa: The coastal nations of West and Centtal Africa (e.g., Senegal, Gambia, Sierra Leone, Nigeria, 
Cameroon, Gabon, Angola) have mostly, low-lying lagoonal, erosive coasts—and hence are likely to be threatened by 
sea-level rise, particularly since most of the countries in this area have major, rapidly expanding cities on the coast 
(Tobor and Ibe, 1990; Adam, 1995; Dennis et a l . , 1995b; G.T. French et a l . , 1995). Ibe (1990) has found that large-scale 
protective engineering measures are impractical in the region because of the high costs to those countiies. Instead, low-
cost, low-technology, but effective measures—such as permeable nonconcrete floating breakwaters; artificial raising of 
beach elevations; installation of riprap; timber groins; and so forth—are considered to be more sensible. Ibe (1990) has 
noted that "fortunately, outside the urbanized centers, the coasts are almost in pristine condition and largely uninhabited. 
Where coasts are deemed highly vulnerable, total ban of new development is absolutely necessary." 

The Netherlands: The Dutch Impacts of Sea-Level Rise on Society (ISOS) study has assessed consequences and the 
possible responses for water management and flood protection in the Netherlands (Peerbolte et a l . , 1991). Various sce
narios of climate change have been considered, including sea-level rise,,changes in river discharges, and changes in 
storm pattems (i.e., wind dkection, storm frequency and intensity). Possible adaptation options, including investments in 
infrastiricture and soft measures such as beach and dune nourishment, have been evaluated and optimized in time for the 
different sets of scenarios. If sea level were to rise by 60 cm over the next century, $3.5 billion would have to be spent 
on raising dikes and otiier safety infrastinicture, $500 million on preserving the dune areas, $900 million on adapting 
flood-prone residential and industiial areas and harbors, and $800 million on adapting water-management facilities. A n 
unfavorable change in storm pattem alone would have the same magnitude of impacts. The occurrence of sea-level rise 
in combination with the implementation of protective measiures will further lead to losses of wetiand and intertidal area. 
These losses cannot be prevented by any realistic additional measures. 
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flooding and sedimentation to harness the natural capability of 
a delta to respond to sea-level rise—are examined for their 
effectiveness, environmental impact, social acceptability, and 
economic efficiency. 

Heavily populated areas are primary candidates for shoictural 
protection measures such as dikes, sea walls, breakwaters, and 
beach groins. Because these are expensive options, the use of 
economic evaluation principles—especially risk assessment and 
benefit-cost analysis—can provide useful tools in deciding 
whether to protect or retreat, as well as where such infrastracture 
investments ought to be placed in order to maximize national or 
regional social and economic welfare (Carter et a l , 1994). 

Some of the more detailed recent studies of response strategies 
to sea-level rise have been accomplished for coastal urban 
areas. In all instances, the problems of sea-level rise are con
sidered to be serious. Many examples can be found in Frassetto 
(1991) and Nicholls and Leatherman (1995a), including 
Venice, Hamburg, London, Osaka, St. Petersburg, Shanghai, 
Hong Kong, Lagos, Alexandria, Recife, and Tianjin. However, 
Devine (1992) has argued that the shanty town areas found in 
many coastal cities may be particularly vulnerable to climate 
change, and adaptation options are uncertain. Chapter 12 fur
ther discusses impacts of and adaptation options to chmate 
change in human settiements, including coastal cities. 

Kitajima et a l (1993) have undertaken a comprehensive analy
sis of the range of likely stractural measi^es that would be 
required to respond to a 1-m sea-level rise at 1,100 Japanese 
ports, harbors, and neighboring areas, as well as their estimated 
costs. The cumulative undiscounted costs have been estimated at 
$92 biUion. Of that sum, about $63 billion is for raising port 
facilities and $29 billion is for adjoining shore protection strac
tures (e.g., breakwaters, jetties, embankments). This cost esti
mate covers about 25% of Japan's coastiine; otiier residential 
areas would also have to be protected, i f that were the most cost-
effective option. Further costs would be incurted to maintain 
existing standards of protection for populated areas as sea level 
rises (Mimura et a l , 1994). For a rise of 1 m, total costs would 
exceed $150 million. Further, natural shores could be largely lost 
from Japan's coast. It should be noted that, on an average annu
al basis, the costs constitute a small fraction of the GNP. 

Adaptation can exploit the fact that coastal infrastracture is not 
static. There is a turnover of many coastal facilities through 
major rehabilitation, constraction, and technological changes 
in ports, harbors, and urbanized areas, averaging roughly 
25-30 years. Therefore, there will be recurring opportunities to 
adapt to sea-level rise, especially if the rate is relatively slow 
and constraction and maintenance plans can be taken into 
account in land-use planning, management, and engineering 
design criteria (Stakhiv et a l , 1991; Yim, 1995). Moreover, 
experience with allowances for accelerated sea-level rise is 
limited but growing (e.g., Nicholls and Leatherman, 1995b). 
The interaction of different aspects of chmate change should 
be considered. For instance, given the likelihood of both sea-
level rise and a decrease in the return period of intense rainfall 

events (see Section 9.3), more consideration of future drainage 
capacity requirements in low-lying coastal areas may be pra-
dent (Titus et a l , 1987; Nicholls et a l , 1995). 

Some stractural examples of proactive adaptation include: 

• In the early 1990s, design standards for new seawalls 
in The Netherlands and eastem England were raised 
66 cm and 25 cm, respectively, to allow for accelerat
ed sea-level rise. This has been in response to the 
IPCC90 best estimate for future sea-level rise; the dif
ferent magnitudes reflect a 100-year and 50-year 
planning horizon, respectively. 

• The Massachusetts Water Resources Authority has 
included an additional 46 cm of height in the Deer 
Island sewage treatment plant. This is a safety factor 
to maintain gravity-based flows under higher sea lev
els without the additional costs of pumping. 

• In Hong Kong, the West Kowloon reclamation is 
being built 80 cm above earlier design levels to allow 
for sea-level rise and/or unanticipated subsidence 
(Yim, 1995). In this case, costs have increased by less 
than 1%; future reclamations are expected to be simi
lariy raised, and existing reclamations may be raised 
as part of the redevelopment cycle. 

Enlarged setbacks to allow for expected shoreline recession, 
most notably in some states in Australia (Caton and Eliot, 1993), 
would enable planned retteat to accommodate climate change 
impacts. A variant on fixed setbacks is presumed mobility— 
whereby coastal residents are allowed to live at the shore but 
give up tiieir right to protect tiie shore if it retteats in response to 
climate change or other causes (Titus, 1991). To counter the 
coastal squeeze of wetlands and maintain their habitat and flood-
bufl'ering functions, managed retteat on estuarine shorelines is 
increasingly favored in the United Kingdom (Burd, 1995). This 
involves setting back the line of actively maintained defense to 
a new line inland of the original and promoting the creation of 
intertidal habitat on the land between the old and new defenses. 

9.6.2. I m p l e m e n t a t i o n Considerations 

To date, the assessment of possible response strategies has 
focused mainly on protection. There is a need to better identi
fy the full range of options within the adaptive response strate
gies: protect, accommodate, and retreat. Identifying the most 
appropriate options and their relative costs and implementing 
these options vvhile taking into account contemporary condi
tions as well as future problems such as climate change and 
sea-level rise will be a great challenge in both developing and 
industrialized countries. The range of options wil l vary among 
and within countries, and different socioeconomic sectors may 
prefer competing adaptation options for the same areas. 
Experience shows that intersectoral conflicts are a major bar
rier to improved coastal management (WCC'93, 1994). In the 
present context, they could also be a major barrier to adapta
tion to climate change. A n appropriate mechanism for coastal 
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Box 9-5. Integrated Coastal Zone Management 

I C Z M involves comprehensive assessment, setting of objectives, planning, and management of coastal systems and 
resources, while taking into account traditional, cultural, and historical perspectives and conflicting interests and uses. It 
is an iterative and evolutionary process for achieving sustainable development by developing and implementing a contin
uous management capability that can respond to changing conditions, including the effects of climate change. I C Z M 
includes the following: 

• Integration of programs and plans for economic development, environmental quality management, and land use 
• Integration of programs for sectors such as food production (including agriculture and fishing), energy, 

transportation, water resources, waste disposal, and tourism 
• Integration of all the tasks of coastal management—from planning and analysis through implementation, 

operation and maintenance, monitoring, and evaluation—performed continuously over time 
• Integration of responsibilities for various tasks of management among levels of govemment—local, 

state/provincial, regional, national, intemational—and between the public and private sectors 
• Integration of available resources for management (i.e., personnel, funds, materials, equipment) 
• Integration among disciplines [e.g., sciences such as ecology, geomoфhology, marine biology; economics; 

engineering (technology); political science (institutions); and law]. 

planning under these varying conditions is integrated coastal 
zone management (ICZM) (see Box 9-5). 

There is no single recipe for I C Z M ; rather it constitutes a port
folio of sociocultural dimensions' and stmctural, legal, finan
cial, economic, and institutional measures. There are many 
approaches as well as diverse institutional arrangements that 
can be tailored to the particular culture and style of gover
nance. Yet a number of essential prerequisites can be identified 
(WCC'93, 1994). The first of these is the need for i n i t i a l l e a d 
e r s h i p for the planning process. The initiative may consist of a 
centrally led "top-down" approach, a community-based "bot
tom-up" approach, or something in between. The second nec
essary element of I C Z M is the provision of i n s t i t u t i o n a l 
a r r a n g e m e n t s . This may involve creating new institutions but 
more commonly will involve improving horizontal and vertical 
Unkages between existing ones. Third, t e c h n i c a l c a p a c i t y (both 
technological and human capacities) is necessary for compiling 
inventories in the planning phase and during the implementa
tion of tiie program, and for monitoring the changes. The final 
necessary element of I C Z M is management i n s t r u m e n t s . These 
include tools ranging from directive to incentive-based, all 
with the aim of encouraging stakeholders to comply with the 
goals and objectives of the given I C Z M program. 

At both U N C E D and at the Worid Coast Conference, I C Z M 
has been recognized as the most appropriate process to deal 
with current and long-term coastal problems, including 
degradation of coastal water quality, habitat loss, depletion of 
coastal resources, changes in hydrological cycles, and, in the 
longer run, adaptation to sea-level rise and other effects of 
climate change. 

The goal of I C Z M is not only to address current and future 
coastal problems but also to enable coastal societies to bene
fit from a more efficient and effective way of handling coastal 
development. Most coastal areas are called on to provide 

multiple products and services. As demands on coastal 
resources continue to grow with increasing population and 
economic development, conflicts could become more com
mon and apparent. I C Z M should resolve these conflicts and 
implement decisions on the mix of uses that best serve the 
needs of society now and in the future. Also, I C Z M is impor
tant in the context of the increasingly expressed concern for 
sustainable development. Sustainable use of any natural 
resource can be achieved only by having in place a set of inte
grated management tasks that are financed and carried out 
continuously (WCC'93, 1994). 

There is a persuasive case for taking action about climate 
change now—to institute or expand I C Z M and thus comply 
with the precautionary approach. Although the time lag 
between planning and investment in integrated (cross-sectoral) 
management is longer than that for single-sector management, 
the returns are significantly greater. A proactive approach to 
I C Z M , in order to enhance the resilience of natural coastal sys
tems and reduce vulnerability, would be beneficial from both 
an environmental and an economic perspective (Jansen et a l . , 
1995). In addition to reducing vulnerability and enhancing the 
resilience of developed coastal regions, such initiatives also 
can encompass the large lengths of shorelines that are present
ly undeveloped but may be subject to significant pressures in 
the coming decades. By acting now, future development may 
be designed to be sustainable and to accommodate the poten
tial impacts of climate change and sea-level rise. 

9.6.3. C o n s t r a i n t s t o I m p l e m e n t a t i o n 

It is important for governments and policymakers to recognize 
that although a particular response strategy may appear initial
ly to be appropriate, there are constraining factors that can 
determine how successfully that option can be implemented 
(SDSIDS, 1994). 
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The appUcability of any option must be evaluated against 
(among other things) a background of a country's technology 
and human resources capability, financial resources, cultural 
and social acceptability, and the political and legal framework. 
This is not to suggest that these constraints are insurmountable 
but that decisionmakers must be realistic when considering the 
range of options available to them. 

9 . 6 . 3 . 1 . T e c h n o l o g y a n d H u m a n Resources C a p a b i l i t y 

For many countries, scarcity of (or lack of access to) appropri
ate technology and trained personnel wil l impose limits on the 
adaptation options realistically available. For example, the 
design, implementation, and maintenance of "state-of-the-art" 
civil works may be beyond the immediate reach of many 
developing nations unless there is technical assistance to pro
vide the required technology and human skills. This is high
lighted in vulnerability assessments for a number of countries, 
such as Tonga (Fifita et a i , 1994), Bangladesh (Khan et a l . , 
1994), and Belize (Pemetta and Elder, 1993). 

Specifically in the case of protection and accommodation, 
there will be a need for ongoing maintenance and periodic 
replacement and upgrade. These activities will also require 
access to the relevant technology and skills to remain eiïective. 

9 . 6 . 3 . 2 . F i n a n c i a l L i m i t a t i o n s 

The implementation of any adaptation option—whether 
retteat, acconnmodate, or protect—will necessitate certain 
financial commitments from govemments, although the level 
of required funding may vary widely from one option to anoth
er. In the case of planned retteat, substantial infrastmcture 
would have to be rebuilt and settiements relocated to less-
vulnerable areas, at high reinvestment costs. Adjustment strate
gies might entail acceptance of less-than-ideal circumstances, 
while simultaneously increasing the costs of reducing flood 
risks. Protection strategies almost always involve "hard" engi
neering stractures, which are costiy both to constract and to 
maintain. In the Maldives, for example, the present costs of 
shoreline protection are close to $13,000 per m; in Senegal, 
Benin, Antigua, Egypt, Guyana, the Marshall Islands, St. Kitts-
Nevis, and Uraguay, maintenance of the existing shoreline 
against a 1-m rise in sea level could require substantial funding 
compared with the nation's GNP (Nicholls, 1995). However, it 
should be noted that national responses to chmate change will 
more likely comprise a variable combination of planned 
retteat, accommodation, and protection; hence, lower-cost 
responses probably are available in some areas (e.g., Tumer et 
a l , 1995a; Volonté and Nicholls, 1995). 

Clearly, any combination of response strategies will be largely 
influenced by monetary considerations, necessitating both 
short-term investment and a conmiitment to longer-term main
tenance and replacement costs. Many developing countries 
will find it especially difficult to meet such costs and wil l 

increasingly have to tum to donor countries and intemational 
agencies for assistance. In Kiribati, for instance, it has been 
demonstrated that implementation of protection measures 
especially will almost certainly require extemal assistance 
(Abete, 1993). Lack of adequate financial resources wil l also 
circumscribe a country's capacity to "purchase" appropriate 
technology and human skills required for the implementation 
of various options. Countries should therefore consider design
ing efficient, least-cost response plans, based on some realistic 
assessment of what their economies will be able to sustain 
(WCC'93, 1994). 

9 . 6 . 3 . 3 . C u l t u r a l a n d S o c i a l A c c e p t a b i l i t y 

Although certain options may be technically and financially 
possible in a given set of circumstances, they may, at the same 
time, be culturally and socially disraptive. In some societies, 
resettiement, for example, would lead to dislocation of social 
and cultural groups and might even involve the loss of cultur
al norms and values and the assimilation of new ones. 
Additionally, an option involving planned retteat could mean 
the loss of access to communally owned resources and land 
entitiements, which might undermine the entire economic, 
social, and cultural base of some communities. Other adaptive 
measures, such as the constraction of "hard" engineering strac
tures, could cause the partial or total elimination of access to 
ttaditional fishing, hunting, and culturally important sites. 

9 . 6 . 3 . 4 . P o l i t i c a l a n d L e g a l F r a m e w o r k 

The extent to which a given response sttategy can be successfijl-
ly employed may well be influenced by poUtical and legal con
siderations (Freestone and Pethick, 1990). Retteat options, for 
example, might prove infeasible given the policy and legal strac
tures of tiie "receiving" area. Where intemational resettlement is 
indicated, tiiese issues can become even more complex—as 
demonstrated by the plight of refugees worldwide. Further, some 
options wiU be mcompatible with existmg systems of land tenure 
and ownership and in some societies would necessitate a fiinda-
mental change in arrangements prior to implementation to avoid 
violating certain rights. Failing this, govemments could be called 
upon to provide substantial compensation to communities for loss 
of property and resource-use rights. 

Sttategies that lead to coastal land loss might also have an unde
sirable impact on a countty's Exclusive Economic Zone (e.g., 
Aparicio-Castto et a l , 1990). This could lead to intemational 
legal disputes conceming ownership and use of resources. In 
those circumstances, such options might not only be considered 
legally unacceptable but politically infeasible as well. 

9 . 6 . 4 . O v e r c o m i n g t h e C o n s t r a i n t s 

As a step toward overcoming these constraints, the World 
Coast Conference was organized with the objective of bringing 



C o a s t a l Zones a n d S m a l l I s l a n d s 3 1 7 

together coastal experts and policymakers to identify actions 
that can be taken to strengthen capabilities for progressive sus
tainable development and integrated coastal zone management. 
The conference participants acknowledged that there is an 
urgent need for coastal states to strengthen their capabilities, in 
particular with regard to the exchange of information, educa
tion and training; the development of concepts and tools; 
research, monitoring, and evaluation; and funding (WCC'93, 
1993). The following are examples of measures that could 
improve capabilities for developing, implementing, and 
strengthening national programs for I C Z M (WCC'93, 1993): 

• MultidiscipUnary studies and assessments to deter
mine the potential importance of the coastal zone and 
its vulnerabilities, particularly those that Umit its abil
ity to achieve sustainable development 

• A n institutional body or mechanism to investigate the 
need and potential benefits and costs of developing an 
I C Z M program 

• A long-term and effective body or mechanism to pre
pare, recommend, and coordinate the implementation 
of a permanent I C Z M program 

• A continuing monitoring and assessment program to 
collect data, assess results, and identify the need for 
change or improvement 

• A n ongoing research program, including an investiga
tion of the potential effects of global cUmate change, 
to improve the analytical foundation for the decision
making process 

• A policy to increase the availability and accessibility 
of information to all interested parties 

• Active support for local initiatives, exchange of prac
tical and indigenous experiences, and enhancement of 
public participation 

• Education, training, and pubUc-awareness efforts to 
increase the constituency for I C Z M 

• Coordination of financial support for relevant activi
ties and investigation of innovative sources for addi
tional support. 

Effective I C Z M can be achieved by coordination among 
national, regional, and intemational organizations and institu
tions. This wiU help to avoid unnecessary duplication and 
develop the concepts, tools, and networks needed to facilitate 
the development and implementation of national programs, 
which is a complex process that can be accelerated and 
enhanced through international cooperation. Regional 
approaches can complement and strengthen activities at the 
national and intemational levels. 

Various intemational initiatives have been undertaken to 
encourage and facilitate coordination and cooperation in both 
policy and research. Several United Nations organizations and 
other intemational governmental and nongovernmental orga
nizations have developed programs aimed at strengthening 
I C Z M capabilities at different levels. A n overview of these 
activities is presented in WCC'93 (1994). In 1993, the IGBP 
launched its core project LOICZ, which aims to stimulate 

interdisciplinary scientific coastal research in the context of 
global change (Pemetta and Milliman, 1995). 

Clearly, the wide range of uncertainty in human and natural 
variables that wiU affect I C Z M emphasizes the need for con
tinued research and monitoring. The results of scientific 
research and information from monitoring activities need to be 
integrated into policy development, planning, and decision
making throughout the I C Z M process. 

9.7. Research and Monitoring Needs 

Although much has been achieved since the IPCC First 
Assessment in 1990, this chapter shows that the understand
ing of the likely consequences of climate change and sea-
level rise is still imperfect. This situation can be improved 
only through a sustained research and monitoring effort, 
requiring a major commitment of resources at the national, 
regional, and global levels. The potential problems of small 
islands, deltas, coastal wetiands, and developed sandy coasts 
deserve particular attention as part of these efforts. Coastal 
zones and small islands illustrate the fundamental need for 
better coupling of research and models from the natural sci
ences and the social sciences to provide improved analytical 
capability and information to decisionmakers. A n emphasis 
on understanding the impacts of climate change at the local 
and regional scales is essential. 

There are a number of critical issues and priorities in ongoing 
research and monitoring, as initiated by IPCC C Z M S (1990, 
1992), that should be continued over the next few years to 
enable better decisionmaking conceming the possible impacts 
of climate change in coastal zones and small islands: 

• Development of improved biogeophysical classifica
tions and frameworks of coastal types for climate-
change analysis, including the influence of human 
activities (IGBP-LOICZ has taken an important step 
in this direction) 

• Investigations of geomoфhological and biological 
responses of coastal types and critical ecosystems to 
climate change and sea-level rise, with specific atten
tion to the response of seagrass to climate change as 
weU as potential changes in sediment budgets 

• Improved methodologies for incoфoгating existing, 
high-quality historical and geological coastal-change 
data into response models for climate change 

• Improved coastal-processes data (especially in devel
oping countries), based on instrumentation (tide 
gauges, current meters, wave recorders, etc.), as well 
as improved capacity to inteфret and analyze the data 

• Improved databases for vulnerability assessment 
and adaptation planning on coastal socioeconomic 
trends, such as population changes and resource uti
lization and valuation, taking into consideration dif
ferences in sociocultural characteristics of countries 
and ethnic groups 
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• Extension of new and existing vulnerability assess
ment studies to include a range of local scenarios of 
sea-level rise (rather than a single scenario), other 
possible impacts of climate change such as changing 
storminess or precipitation, and an assessment of the 
range of possible adaptation strategies 

• Continued education and training relevant to vulnera
bility assessment and integrated coastal zone manage
ment, employing, as far as practicable, standardized 
methodologies and frameworks. 

Some ongoing initiatives have already been undertaken to 
address these priorities. For example, the Intergovernmental 
Océanographie Commission (IOC) coordinates a Global Sea 
Level Observing System (GLOSS). However, there still are 
many gaps, and the system requires increased international 
support and coordination. IGBP-LOICZ aims to stimulate 
interdisciplinary scientific coastal research in the context of 
global change. Focus 2 of L O I C Z aims to investigate coastal 
biogeomorphological interactions under different global-
change scenarios. It focuses on the interaction between 
major ecosystem types with the sedimentary environment 
and aims to assess the implications of ecosystem perturba
tions on coastal stability with a rise in sea level. Focus 4 is 
especially relevant for integrated coastal zone management 
because it addresses the socioeconomic impacts of global 
change on coastal zones and aims to investigate how 
improved strategies for the management of coastal resources 
can be developed. 

New initiatives also are required, as has been recognized by 
participants of the World Coast Conference (WCC'93, 1994). 
Increased efforts are needed mainly in the social sciences and 
adaptation to chmate change, including the development of: 

• Integrated coastal-response models, which seek to 
combine the interactions of biogeophysical, socioeco
nomic, and chmate-change factors, incorporating the 
knowledge and technologies of traditional societies 
and local peoples 

• Methods to quantify the benefits of integrated coastal 
zone management 

• A broad framework for the analysis, planning, and 
management of coastal zones in the context of climate 
change, recognizing the co-evolution of natural and 
social systems. 

Such a framework would encourage nations in the formulation 
and implementation of I C Z M strategies and programs that are 
appropriate to climate change and fully take into account the 
existing environmental, social, cultural, political, governance, 
and economic contexts. This would help to fulfill the recom
mendations made by IPCC C Z M S (1990). 

To facilitate these goals, an intemational conference to share 
experience on coastal impacts and adaptation to chmate change 
might be useful, building on the success of earlier meetings of 
the IPCC Coastal Zone Management Subgroup and the World 

Coast Conference. Particular targets for such a conference 
could include: 

• An updated assessment of coastal vulnerability to cli
mate change 

• Examples of biogeophysical/socioeconomic integra
tion in coastal research and coastal management 

• Testing of the framework for I C Z M via case studies in 
a range of countries or regions. 

These activities could assist coastal nations in meeting their 
obligations under Agenda 21 of U N C E D . 
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EXECUTIVE SUMMARY 

The hydrological system is potentially very sensitive to 
changes in climate. Changes in precipitation affect the magni
tude and timing of runoff and the frequency and intensity of 
floods and droughts; changes in temperature result in changes 
in evapotranspkation, soil moisture, and infiltration. The 
resulting changes in surface wetness, reflectivity, and vegeta
tion affect évapotranspiration and the formation of clouds, as 
well as surface net radiation and precipkation. Meanwhile, the 
hydrological system is being affected by other, more direct 
human activities, such as deforestation, urbanization, and 
water-resource exploitation. 

The effects of climkte change on hydrological regimes are gen
erally estimated by combining catchment-scale hydrological 
models with climate change scenarios derived from general 
circulation model (GCM) output. In addition to the uncertain
ties associated with G C M simulations, there are three major 
problems in estimating the hydrological effects of climate 
change: (1) expressing scenarios at a scale appropriate for 
hydrological modeling; (2) the considerable ertors inherent in 
climatic and hydrological data used to validate hydrological 
models; and (3) converting climatic inputs into hydrological 
responses. Methods have been developed to address most of 
these problems, but estimates of the hydrological effects of cl i
mate change remain very uncertain. This uncertainty is largely 
due to difficulties in defining credible scenarios for changes in 
precipitation and assessing vegetation response to a changed 
atmosphere at appropriate spatial scales. 

There are considerable differences in estimated changes in 
hydrological behavior both between scenarios and between 
catchments, but it is possible to draw some general conclusions 
about sensitivities: 

• We have a high level of confidence that an increase in 
ak temperature would increase potential evapottanspi
ration, but tiie magnitude of increase depends also on 
changes in net radiation, humidity, wkidspeed, precipi
tation and its temporal distribution, and vegetation char
acteristics. Actual evapottanspkation may increase or 
decrease according to the availability of soil moisture. 

• The effect of a given change in precipitation and 
évapotranspiration on river runoff and groundwater 
recharge varies considerably between catchments, 
depending on climatic regime and (at shorter time 
scales) catchment physical characteristics. We have a 
high level of confidence that, in general, the drier the 
climate, the greater the sensitivity of hydrological 
regimes to changes in chmate. 

• Neither chmatic nor hydrological change will be 
equally disttibuted throughout the year; in some cases 
it appears that the variability of river flow through the 
year would increase if climate were to change, and the 
frequency of both high and low flows would increase. 
We have a medium level of confidence in this finding, 
due to variations between catchments and scenarios. 

• We have a medium level of confidence that more 
intense rainfaU would tend to increase the occurtence 
of floods, although the magnitude of this effect would 
depend not only on the change in rainfall but also on 
catchment physical and biologic characteristics. These 
characteristics also may change due to human activity 
that may or may not be in response to climate change. 

• A n increase in the duration of dry spells would not 
necessarily lead to an increase in the occurrence of 
low river flows and groundwater levels. River flows 
may be sustained by increased precipitation earlier in 
the year. The effect of a change in the duration of dry 
spells depends significantiy on catchment physical 
and biologic characteristics. We have a medium level 
of confidence in these findings. 

• Hydrological regimes in many continental and moun
tain areas are determined by winter snowfaU and spring 
snowmelt; if climate were to change and the proportion 
of precipitation falling as snow decreased, we have a 
high degree of confidence that in such regions there 
would be a widespread shift from spring to winter 
runoff. This effect may be modified by changes in the 
seasonal distribution and amounts of precipitation. 

• Very Utile is known about possible changes in ground
water recharge, which wUl depend on tiie balance 
between changes in opportunities for recharge and the 
amount of water available for recharge. Therefore, we 
have a low level of confidence in any conclusions about 
or projections of changes in groundwater recharge. 

Freshwater ecosystems, including lakes and streams (covered 
in this chapter) and noncoastal wetiands (see Chapter 6), are 
scattered across the landscape and tightly linked to regional 
hydrology. The effects of climate change on freshwater ecolo
gy will interact sttongly with other anthropogenic changes in 
land use, waste disposal, and water exttaction. Changes in lake 
and stream ecosystems will occur in the context of existing cl i
mates and expected changes; effects will differ greatly from 
place to place. General conclusions follow: 

• We have a high level of confidence that climate 
change wiU influence freshwater ecosystems directly 



through changes in water availabihty by altered flood 
regimes, water levels, and, in the extreme, the absence 
of water in streambeds and lake basins. 
We have a high level of confidence that changes in 
water temperature and thermal stracture of freshwa-
ters directly affect the survival, reproduction, and 
growth of organisms; productivity of ecosystems; per
sistence and diversity of species; and regional distrib
ution of biota. 
We have a high level of confidence that changes in 
ranoff, groundwater inputs, and direct precipitation to 
lakes and streams wil l alter the input of nutrients and 
dissolved organic carbon, which in tum will alter pro
ductivity and clarity. Changes in the duration of lake 
and stream ice and snow on ice wil l change mixing 
pattems, oxygen availability, and the survival and 
reproductive success of certain organisms. 
We have a medium level of confidence that increases 
in terrestrial productivity will enhance the productiv
ity of streams by increasing the input of organic detri
tus and hkely increasing the export of CO2 from lakes 
to the atmosphere. 
We have a medium level of confidence that climate-
induced changes in temperature, ice and snow cover, 
and biological production wil l be more intense at 
higher latitudes—where temperature changes are 
expected to be greatest—and at the lower-latitude 
edges of the geographic ranges of many taxa—where 
extinctions and extirpations will be the greatest, espe
cially where isolation prevents the poleward dispersal 
of organisms in rivers and streams. 
We have a high level of confidence that water-level 
declines will be most severe in lakes and streams in 
dry evaporative drainages and in basins with small 
catchments—^where in many years évapotranspiration 
losses already exceed precipitation and inputs from 
groundwater plus overland flow. 
We have a high level of confidence that tiie effects of an 
mcrease m severe flood events may be more damaging 
in drier cUmates where soils are more erodible and pre-
cipitation-ranoff relationships are highly nonlinear. 
Drought events may be more severe in humid areas tiiat 
have not experienced frequent droughts in the past. 
We have a high level of confidence that climate 
changes that increase variability are expected to have 

greater ecological effects than climate changes asso
ciated with a change in average conditions; increased 
variability in hydrologie conditions with associated 
flash floods and droughts will reduce the biological 
diversity and productivity of stream ecosystems. 

• We have a high level of confidence that assemblages 
of organisms will tend to move poleward with warm
ing, with range constrictions and local and global 
species extinctions occurting at the lower latitudes of 
thek distributions and range extensions and invasions 
occurring poleward. For smaller, more hydrologically 
isolated basins, dispersal will lag considerably behind 
the wanning in climate—resulting in near-term reduc
tions in diversity. 

• We can say with a lower degree of confidence that 
warming of larger and deeper temperate lakes may 
increase their productivity, provided that nutrient 
inputs are not greatiy reduced; in some shallow, strat
ified lakes, this increase in productivity would lead to 
a greater likelihood of anoxic conditions in deep 
water, with subsequent loss of cold-water fauna. 

• We have a medium level of confidence that changes in 
vegetation, in rainfall, and in hydrological regimes 
affect erosion on hillslopes and in river channels, sed
imentation, and channel stability. 

Water quality will be affected by changes in water temperature, 
CO2 concentration, the processes by which water gets into the 
stream network and aquifers, and the timing and volume of 
streamflow. The relative importance of these influences varies 
between catchments and chemical species, and the influences 
interact to ameliorate or exaggerate the effects of change. 
Dissolved oxygen concentrations would not change much if 
higher water temperatures were associated with increased 
streamflow, but i f streamflow were to decline there would be a 
large decrease in dissolved oxygen concentrations. In many 
catchments, stream and groundwater quality is determined by 
human influences—such as the application of agricultural 
chemicals, urbanization, and the return of treated sewage. The 
water quality of streams that already are polluted is hkely to be 
affected by changes in temperature and flow regimes, but 
changes in land use and the input of pollutants may have a far 
greater effect than changes in climate. 
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10.1. Introduction 

The hydrological cycle and the chmate system are intimately 
linked. Any change in climate is reflected in changes in key 
hydroclimatic elements of the hydrological cycle and vice 
versa: Changes in precipitation affect the magnitude and tim
ing of runoff and groundwater recharge, as well as the fre
quency and intensity of floods and droughts; changes in tem
perature result in changes in évapotranspiration, soil moisture, 
and infiltration conditions, with resulting changes in surface 
wetness, reflectivity, and vegetation that affect evaporation and 
the formation of clouds, as well as surface net radiation and— 
completing the cycle—precipitation. 

Freshwater ecosystems include lakes, streams, and wetlands 
scattered across the landscape and are tightly linked to regional 
hydrology. These surface freshwater systems constitute a set of 
scarce resources for humans sensitive to climate change; 
excluding ice, they constitute only 0.009% of the volume of 
water on Earth (Goldman and Home, 1983). Of these surface 
freshwaters, 99% (by volume) are lakes and 1% are streams. 
Groundwater is 66 times more abundant than surface freshwa
ters but still represents only 0.6% of the volume of all surface 
waters. Freshwater systems greatly influence the distribution of 
populations and economic growth, add greatly to the biological 
and ecological diversity of the landscape, and provide a variety 
of goods and services. The effects of climate change on fresh
water ecosystems will interact strongly with anthropogenic 
changes in land use, waste disposal, and water extraction. 

This chapter examines the sensitivities of hydrological and 
freshwater systems to climate change. The chapter covers four 
main issues: (1) the potential effects of global warming on 
components of the hydrological cycle; (2) possible changes in 
the frequency and magnitude of extteme high and low flows; 
(3) impUcations for thermal, chemical, and morphological 
changes; and (4) consequences for stteam and lake ecosystems. 
The consequences of changes in freshwater systems affecting 
water resources, ecosystem management, agriculture, power 
production, and navigation are examined in other chapters of 
this report. 

Although some of the principal linkages between climate and 
the hydrological system are weU understood, predicting the 
effects of global warming is very uncertain. Curtent general 
ckculation models (GCMs) work at a spatial resolution that is 
too coarse for hydrological purposes, producing weatiier aver
aged over too large a geographic area and producing average 
conditions rather than changes in ranges, frequencies, seasonal 
distributions, and so forth. They do not yet include all of the 
relevant feedbacks between the land surface and the atmos
phere. There is considerable uncertainty in the ttanslation of 
climate changes into hydrological effects through hydrological 
models and an inability to maintain consistency between G C M 
and hydrological model water balances, particularly for evapo
ration. Different models give different sensitivities to change, 
and a model calibrated under curtent conditions may not be 
appropriate under a changed climate. There still are major 

uncertainties over the effects of increased CO2 concentrations 
on plant water use—and hence transpiration rates—in natural 
settings at the catchment scale. 

Because of the spatial complexity of the Earth's climate-water 
system, there is no ideal method to delineate hydroclimatic 
regions that could be used in this chapter. The case studies 
selected cover all the world's main climatic belts as used by 
L'vovich (1979)—subpolar, temperate, subtropical, tropical, 
equatorial, and mountain regions—taking into account the 
degree of cUmatic aridity and humidity in the regions covered 
by the study. The literature available does not cover all regions 
adequately, and major gaps remain in the regional coverage of 
published studies and the quality of the data. 

10.2. The Hydrological Cycle 

1 0 . 2 . 1 . T h e H y d r o l o g i c a l Cycle i n the C l i m a t e System 

The hydrological cycle is driven by solar energy and involves 
water changing its form through the oceans, atmosphere, land 
and vegetation, and ice and glaciers. After precipitation water 
reaches the Earth's surface, it either remains on the surface as 
rain or snow; quickly evaporates; infilttates into the soil, where 
it is taken up by vegetation (and eventually ttanspired through 
photosynthesis and respiration); moves along the surface or 
through the soil toward rivers and streams; or percolates to 
aquifers, recharging groundwater and subsequentiy draining 
into rivers and oceans, perhaps after delays of years or cen
turies. Some water is stored over the winter as snow and over 
longer time scales as ice. 

The partitioning of incoming precipitation between storage, 
evaporation, infiltration, groundwater recharge, and ranoff 
varies widely between catchments, depending on climatic and 
catchment characteristics. Vegetation cover has a major effect 
on the water and energy balance, particularly through intercep
tion and evaporation. There are many types of hydrological 
regimes with different combinations of processes, but it helps 
to distinguish among three major types: snow-dominated, 
humid, and semi-arid/arid. In the first regime, a significant pro
portion of precipitation falls as snow and is stored on the sur
face until it mehs during the spring. In a humid regime, rainfall 
infiltrates into the soil and reaches the stteam network by a 
variety of routes over different time scales. In semi-arid and 
arid envttonments, rainfall is short-lived and generally very 
intense, and soils tend to be thin. A large proportion of rainfall 
therefore rans directly off the surface, only to infiltrate into 
deeper soils downslope or along the river bed. 

Hydrological responses vary over time scales from seconds, to 
days or weeks, through years to decades, and have continuous 
feedbacks with the atmosphere. In the most general terms, the 
amount of water present at and beneath the surface affects both 
the proportion of incoming energy reflected back into the 
atmosphere and the partitioning of tiie remaining net radiation 
between sensible and latent heat. A change in the land surface, 
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and in tiie iiydrological processes operating at the surface, 
therefore will affect atmospheric processes; the magnitude of 
the effect depends on the degree and extent of change, as well 
as local climatic characteristics. It is increasingly clear that 
hydrological variability can be interpreted in terms of large-
scale climatic anomalies—such as those associated with the E l 
Nino/Southern Oscillation (ENSO)—and that there are strong 
relationships between hydrological anomahes in different parts 
of the world (e.g., Redmond and Koch, 1991; Aguado et a l . , 
1992; Mechoso and Iribarren, 1992; Simpson et a l . , 1993; 
Dracup and Kahya, 1994; Ely et a l . , 1994). 

1 0 . 2 . 2 . Anthropogenic N o n - C l i m a t i c Impacts on the 
H y d r o l o g i c a l Cycle 

Human activities are interfering with the hydrological cycle in 
many regions and catchments. There are many different types 
of impact; they can be deliberate (perhaps widi unanticipated 
consequences) or inadvertent, and they affect the quantity and 
quality of water and aquatic biota. Such activities include: 

• River impoundment and regulation: Dams for 
flood protection, hydropower purposes, or inland nav
igation and related control measures generally cause 
changes in the spatial and temporal distribution of 
streamflow, which also may have impacts on evapo
ration and infiltration in areas close to tiie river bed, 
as well as on biota. Of particular importance are 
increases or decreases in river infiltration to ground
water aquifers. 

• Impacts of land use and land-use changes: 
Anthropogenic activities that affect the land surface 
include urbanization; agricultural activities such as 
irrigation, drainage, land improvement, and the appli
cation of agricultural chemicals; deforestation and 
afforestation; and overgrazing. These activities can 
cause locally and regionally significant changes in 
evaporation, water balance, flood and drought fre
quency, surface and groundwater quantity and quality, 
and groundwater recharge. 

• Water removal and effluent return: Water used for 
municipal, industrial, and agricuhural purposes can 
affect river flows and groundwater levels. This water 
may subsequentiy be returned to the hydrological sys
tem (although much water used for irrigation is lost 
by evaporation), but at a lower quality. 

• Large-scale river diversions: Large-scale diversions 
of river flow or parts of it, mainly for purposes of irri
gation or hydropower generation, can cause serious 
and manifold changes in the ecosystems of large areas. 

1 0 . 2 . 3 . Methods for Estimating the H y d r o l o g i c a l Effects of 
C l i m a t e Change 

There are several possible ways of creating scenarios for climate-
change impact shidies. Temporal analogs (e.g., Krasovskaia and 

Gottschalk, 1992) use tiie past as an analog for the future; spatial 
analogs substitute one location for another. Many studies have 
examined tiie effect of arbitrary changes in climatic inputs on the 
hydrological system (e.g., Novaki, 1992a, 1992b; Gauzer, 1993; 
Chiew et a l , 1995). Although most studies now use scenarios 
based on G C M simulations, there is a multihjde of uncertainties 
associated witii tiien use—^which are listed here by their relative 
importance (the first being tiie most critical): 

• Weaknesses of models in couphng the land surface 
and atmospheric hydrologie cycles and in G C M sim
ulations of regional climate and extremes, particular
ly with regard to precipitation 

• Weaknesses in using G C M simulations to define cli
mate-change scenarios at the spatial and temporal 
scales required by hydrological models. The spatial 
resolution of curtent GCMs is too coarse for their out
put to be fed directly into hydrological models. 

• Weaknesses in simulating changes in hydrological 
characteristics with given changes in climatic inputs to 
the hydrological system, which reflect difficulties in 
developing credible hydrological models with sparse 
and ertor-contaminated climatic and hydrological data. 

Figure 10-1 attempts to summarize the relative magnitude of 
the uncertainties. Given that a reasonably realistic hydrological 
model is used, the greatest uncertainty in hydrological climate-
change impact assessment lies in the initial scenarios derived 
from GCMs—which do not include all of the relevant feed
backs between the land surface and the atmosphere—and the 
derivation of catchment-scale cUmate scenarios. Sections 
10.2.3.1 through 10.2.3.3 explore further the stages in this cas
cade of uncertainties. 

1 0 . 2 . 3 . 1 . G C M s a n d H y d r o l o g i c a l Requirements 

GCMs show progress in simulating the present cUmate with 
respect to annual or seasonal averages at large spatial scales (>1CH 
km2) but perform poorly at the fine temporal and spatial scales 

<r > Regional 
J , G C M Simulation 

/ \ 
/ \ 

/ \ 
/ \ 

/ \ 
J ^ Downscaling from 
" I Regional to 
,' , Catchment Scale 

< Translation into 
Hydrological Effects 

^ Cumulative Extent ^ 
^ of Uncertainty ^ 

Figure 10-1; Uncertainties in hydrological impact assessment. 
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relevant to hydrological studies (Askew, 1991; Grotch and 
MacCracken, 1991). Although GCMs are unanimous in thek pro
jections that a doubling of current atmospheric CO2 concentra
tions would lead to an mercase m global mean temperahire and 
precipitation, they differ m thek projections of changes in temper
ahire and precipitation at regional scales tiiat are tiie same order of 
magnitude as projected global changes. The dkect use of G C M 
output to drive hydrological models is considered kiappropriate 
due to tiie coarse resolution of the spatial grids used by current 
GCMs (relative to the scale of river basins); tiie sknplified G C M 
representations of topography, land surface and cloud processes, 
and energy transfer withm the oceans; and tiie sknplified couphng 
of tiie atmosphere and tiie oceans. Until recent G C M transient 
runs, G C M simulations usually were of short duration (less tiian 
30 years) and may not have caphired the extteme events of partic
ular interest in flood and drought analyses. 

From a hydrological perspective, there is a need to improve the 
representation of land-surface processes and their interaction 
with the atmosphere. There now are intensive field studies into 
the interaction between land-surface hydrological processes and 
climate at point and regional scales (e.g., H A P E X - M O B ILHY: 
Andre et a l . , 1986; H A P E X - S A H E L : Goutorbe et a l , 1993; 
EFEDA: Bolle et a l , 1993), as well as work to improve models 
of land-surface processes (e.g.. Wood et a l , 1992). The World 
Climate Research Programme (WCRP) sponsored by the World 
Meteorological Organization (WMO), the Intergovernmental 
Océanographie Commission of UNESCO, and the Intemational 
Council of Scientific Unions has launched a Global Energy and 
Water Cycle Experiment (GEWEX). The G E W E X Continental-
Scale Intemational Project (GCIP) is an initiative to study the 
water and energy budgets of an extensive geographical area 
with a large volume of accessible data; the Mississippi River 
basin has been selected as the primary region of interest. Similar 
projects have been organized in other areas of the world—such as 
the Baltic Sea region (BALTEX), tiie boreal region (BOREAS), 
and the Himalaya/monsoon region (GAME). 

Changes in the temporal distribution of precipitation—even 
with average precipitation remaining stable—may result in 
changes in river flow and ks exttemes, floods and droughts, and 
water availability for plants and water supply. There is a need to 
consider changes to the statistical distributions of weather vari
ables rather tiian just their means because changes in response 
to climatic warming may be reflected more in extreme events 
than in average conditions (Katz and Brown, 1992). 

1 0 . 2 . 3 . 2 . C r e a t i n g S c e n a r i o s a t t h e H y d r o l o g i c a l Scale 

GCMs operate at a spatial scale far coarser than hydrological mod
els and do not necessarily simulate regional-scale climate particu
larly well. It is therefore necessary to downscale G C M results to 
the catchment scale. Several techniques have been developed to 
derive scenarios at this spatial scale from G C M output: 

• Dkect use of GCM-sknulated changes ki precipitation, 
temperature, and evaporation, perhaps mterpolated to tiie 

catchment scale and apphed to observed catchment chmate 
data (e.g., Bultot et a l , 1992; Amell and Reynard, 1993; 
Vmer and Huhne, 1994; Kkshen and Fennessey, 1995) 

• Stochastic generation of point-scale weather, witii sto
chastic model parameters adjusted according to sce
narios derived from G C M output (e.g., Nathan et a l , 
1988; Cole et a l , 1991; Wilks, 1992; Wolock et a l , 
1993; Bates et a l , 1994, 1995; Valdés et a l , 1994; 
Rao and Al-Wagdany, 1995; Tung and Haitii, 1995) 

• Estimation of catchment-scale weather from large-
scale climatic features, such as weather types and 
mean sea-level pressure fields (e.g., Bardossy and 
Plate, 1992; Hay e t a l , 1992; Hughes e t a l , 1993; von 
Storch et a l , 1993) 

• Use of nested regional hmited-area models embedded 
within GCMs to simulate regional climate at a higher 
spatial resolution (e.g., Leavesley et a l , 1992; Hostetler 
and Giorgi, 1993; McGregor and Walsh, 1994). 

1 0 . 2 . 3 . 3 . H y d r o l o g i c a l ModeUng a n d I m p a c t Assessment 

Hydrological models have been used to a large extent to determine 
the relative sensitivity of hydrological variables to chmatic kiputs. 
These simulations have been useful in the search for amphfication 
effects—that is, whetiier small changes ki one (chmatic) variable 
may cause substantial changes in another variable, tiius aggravat
ing water problems particularly in areas that are presently vuhier
able. Such a sensitivity analysis allows assessment of the knpact 
of the relative increase or change in temperature and precipitation 
on changes in hydrological variables of interest (e.g., ranoff, evap
ottanspkation, soil moisture, flood potential). Results of sensitivi
ty analyses are useful in practical "what-if' considerations. 
Sensitivity analyses also underscore uncertainty m the prediction 
of niture water resources. They may mclude mconsistencies by 
ignoring otiier hnportant chmatic variables that may be affected 
by clhnate change, such as net radiation, wind, and humidity. 

Current approaches to hydrological modehng for chmate-change 
impact assessment include empirical models, water-balance mod
els, conceptual rakifall-ranoff models, and physically based, dis-
tiibuted models (Leavesley, 1994). Empkical models consider 
statistical relations between aimual ranoff and precipitation, tem
perature, or potential or actual evapottanspkation for present-day 
conditions (Revelle and Waggoner, 1983; Amell, 1992; DueU, 
1994). Runoff under changed climate conditions is obtained from 
regression models by perhirbing historical climate series. This 
approach assumes that the functional form as well as tiie parame
ters of a regression model remain valid for a changed climate. 
Leavesley (1994) has questioned tiie validity of this approach, 
and AmeU (1992) has shown that к should be used with extteme 
caution because tiie estimated sensitivities to change are very 
dependent on details of the model. Water-balance and conceptual 
rainfaU-ranoff models simulate the movement of water from the 
time it enters a catchment as precipitation to the time к leaves the 
catchment as ranoff, although rainfaU-ranoff models consider the 
flow paths and residence times of water in fmer detail (Leavesley, 
1994). mêmes (1985) and Becker and Serban (1990) state tiiat 
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components of the hydrological system are very clearly hnked, 
and the effects of global warming may be very complex. This 
complexity is heightened by nonlinear responses and important 
thresholds in the hydrological system that govern the operation 
of different types of processes. 

The following sections summarize global-warming impacts on 
various components of the hydrological system. Table 10-1 
provides a selection of case studies from the recent literature. 
Case studies are not available for all regions, but an attempt has 
been made to list some of the modeling assumptions employed. 
The results of the studies should be examined in association 
with the caveats noted in Section 10.2.3 and with the knowl
edge that hydrological models may not adequately portray the 
true responses of the modelled processes. 

1 0 . 3 . 2 . Precipitation 

Globally, climate change may result in a wetter world. Present-
day climate models project an increase in global mean precip
itation of about 3-15% for a temperature increase of 
1.5-4.5°C. Although it is likely that precipitation wil l increase 
in some areas and decline in others, cUmate models are not in 
agreement as to the amount or the regional distribution of pre
cipitation. Projections of regional changes in precipitation are 
less certain than projections of regional changes in tempera
ture. Higher-latitude regions are expected to experience more 
precipitation, particularly in the winter. In most cases, this 

T a b l e 1 0 - 1 : Summary of r e c e n t case studies. 

Region/Country Investigators 

A u s t r a l i a 
6 Catchments Bates et a l . (1995) CSIRO 9 (1991) 

28 Catchments Chiew et a l . (1995) 

C h i n a 
Haihe, Huaihe, L iu et a l . (1995) 

and Yellow 
River Basins 

F i n l a n d 
12 Catchments Vehvilainen and GISS 

Lohvansuu (1991) 

extends to mid-latitudes. Models vary significantly in terms of 
how the intensity and statistical distribution of rainfaU is pre
dicted to shift in the tropics, although little change is expected 
for the dry subtropics. 

1 0 . 3 . 3 . Evaporation and T r a n s p i r a t i o n 

Evaporation is a function of the demand for water and the supply 
of water. It is driven by energy availability, particularly net radia
tion. An mercase m net radiation wiU increase tiie demand for 
evaporation, but this effect will be compUcated by changes in the 
humidity of the air—affecting the abiUty of the air to accept more 
water—^and by changes in the rate of movement of air across the 
evaporating surface. In addition, tiie himiidity of ak masses is 
sttongly Unked to evaporation over land and water bodies, mclud-
ing tiie oceans. With credible assumptions about increases ki radi
ation and reductions in humidity, a rise of about 2°C could cause 
an kicrease m potential evaporation of up to 40% m a humid tem
perate region (AmeU and Reynard, 1993), but less in a drier envi
ronment where changes m humidity are not very hnportant. 
Higher temperatures will mean tiiat tiie atinosphere can hold more 
water— t̂iius enhanckig tfie effects of increased net radiation on 
evapottanspkation ki regions where ak himiidity currently knpos-
es a consttaint on the rate of evaporation (as in humid areas). 

The actual evaporation rate often is constrained by moisture 
availability. A reduction in rainfall or a change in its tempo
ral distribution, and hence in soil moisture, may mean that 

Increase in magnitude of annual maximum monthly ranoff 
series, with size of increase dependent on hydrological 
model; increase or decrease in median monthly ranoff 
dependent on location and season. 
Annual ranoff changes of ±50%; annual soil moisture level 
changes of-25 to+15%. 

Increase in mean discharge by 20-50%; considerable increase 
m mean minumum discharges in winter due to shorter snow-
cover period; decrease in mean maximum discharges due to 
reduced maximum snow water-equivalents; persistent winter 
snow cover wiU vanish in southem Finland. 

GCMs/Climate 
Scenarios! Hydrologie Scenarios 

Hypothetical + 
BMRC,CCC,CSIR09, 
G F D L H + U K M O H 

Output from seven Decrease in annual ranoff of 2-12%. 
GCMs used as input 
to hydrological models 

G r e e c e 
Mesochora PanagouUa (1992) GISS 

Catchment 
Decreased spring and summer ranoff, soil moisture, and mean 
snow accumulations; mcreased wmter runoff and soil moisture. 
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T a b l e 1 0 - 1 c o n t i n u e d . 

Region/Country Investigators 
GCMs/Climate 
Scenarios^ Hydrologie Scenarios 

H u n g a r y 
Danube Basin 

Drainage Systems 

Gauzer (1993) 

Novaki (1990, 
1992a, 1992b) 

Hypothetical 
temperature scenarios 

Hypothetical 
precipitation and 
temperature scenarios 

Considerable increase in winter streamflow and decrease in 
summer applied to September 1991-August 1992 flow; no 
decrease in spring flood peak, but change in timing. 
1-2°C increase in temperature and 5-20% decrease in annual 
precipitation may cause 15-30% decrease in drainage discharge 
at start of spring. 

I n d i a 
Kolar and 

Sher Basins 
NIH (1994) Hypothetical scenarios Sher Basin more sensitive to chmate change; impacts large 

enough in central India to mfluence storage design and operation. 

J a p a n 
Various Harasawa (1993) Not known Reduced snowfall, hence snowmelt; changed amount and 

seasonal pattern of water resources; impacts on water quality. 

N e p a l 
Lantang Kola 

Catchment 
Fukushima et a l . 
(1991) 

Not known Increase in river flow of 100% with stable glacier area; +30% 
if glacier area decreases by 30%. 

South A s i a 
1,al (1994) E C H A M 3-Hamburg Increase in soil moisture over central India, Bangladesh, and 

south China in summer; significant dechne in soil moisture 
over central Chma in winter; increase in runoff over norüieastem 
India, south China, and Indonesia; decline in runoff possible 
over north China and Thailand. 

S w i t z e r l a n d 
Murg Catchment Bultot et a l . (1992) Various sources Decreased annual deep percolation; increased winter runoff, 

but little change to annual flow; reduced soil moisture content 
in summer; shorter spells with snow cover. 

U k r a i n e 
Poles'e River 

Basin 
Nazarov (1992) Scenarios in 

Houghton (1991) 
Increase in annual runoff of 6%; decrease m evapottanspiration 
of 2%; decrease in soil moisture storage of 17%. 

U n i t e d K i n g d o m 
England and Wales Amell (1992) 

Catchments 
Hulme and Jones 
(1989) 

Increases in mean annual ranoff of 13 to 30% for 10% 
precipitation increase (15 inches annual rainfall). 

U n i t e d States 
Boston 

American River, 
Washington 

Delaware River 
Basin 

Trinity, Colorado, 
and Rio 
Grande Basins 

Texas (6 Sites) 

Kirshen and 
Fennessey (1993) 

Lettenmaier (1993) 

McCabe and 
Wolock (1992) 

Schmandt and 
Ward (1993) 

G F D L (1988), GISS 
(1982), OSU (1984-85), 
U K M O (1986) 
2-4°C uniform 
temperature increase 

GFDL, GISS, OSU 

Hypothetical scenarios 

Valdés et a l . (1994) Various sources 

Decrease or increase in reservoir-system safe yield, depending 
on G C M used. 

Snow accumulation substantially reduced; high-flow season 
shifted from spring to winter; peak actual evaporation shifted 
to spring or early summer due to reduced soil moisture. 
Considerably drier conditions than present; future soil moistare 
decrease partly masked by interannual variability, and amount 
of decrease varies according to G C M used. 
Difficulty in meeting demand in 2030 under record drought 
conditions; severe shortages under 2°C increase and 5% 
decrease in precipitation. 
Decrease in mean soil moisture concentration. 

Acronyms used in Table 10-1 follow: Bureau of Meteorology Research Center (BMRC), Canadian Climate Center (CCC), Commonwealth Scientific and 
Industrial Research Organization (CSIRO), Geophysical Fluid Dynamics Laboratory (GFDL), Goddard Institute for Space Studies (GISS), Oregon State 
University (OSU), and United Kingdom Meteorological Office (UKMO). GFDLH + UKMOH refers to high-resolution GFDL and UKMO models. 
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actual evaporation would decline even if evaporative demand 
were to increase. 

The evaporative loss of water from vegetation, or transpiration, 
is influenced by vegetative properties such as albedo, surface 
roughness, root depth, and stomatal characteristics—and all of 
these may change witii climate. The timing of plant growth and 
the species of vegetation in a catchment also might change. 
Plant water use also is related to atmospheric COj concentra
tions. There are two main effects. First, there is experimental 
evidence that some groups of plants use water more efficiently 
when CO2 concentrations are higher, leading to reduced tran
spiration (Dooge, 1992; Drake, 1992). Kimball et a l . (1993) 
found that spring wheat grown at a CO2 concentiation of 
550 ppm had an evaporation rate 11% lower than wheat grown 
at 370 ppm. The modeling studies of Kuchment and Startseva 
(1991) show that CO2 enrichment can lead to a decrease in 
evapottanspiration despite climate warming and that evapottan
spiration responses to changes in climate variables and plant 
factors can differ greatly from those that consider temperature 
changes alone. Second, many plants grow more when CO2 con
centrations are higher, and the increased leaf area may compen
sate for the increased leaf water-use efficiency. These experi
mental effects may not be reproduced in the field—where plant 
growth is subject to limitations in nutrients and moisture, as 
well as competitive interactions—and there is some evidence 
that plants acclimatize to increased COj concentrations 
(Wolock and Hornberger, 1991; Dooge, 1992; Hatton et a/., 
1992; Koerner, 1995; Chapter A ; Chapter 9, T e r r e s t r i a l B i o t i c 
Responses t o E n v i r o n m e n t a l C h a n g e a n d Feedbacks t o 
C l i m a t e , of the Working Group I volume). 

1 0 . 3 . 4 . Soil M o i s t u r e 

Depending on rainfall or snowmelt intensities, as well as soil 
capillary and aquifer hydraulic conductivities, water will infil-
ttate and percolate into the soil. Soil water storage plays a deci
sive role in evaporation and evapottanspiration of plants. For a 
given soil depth and soil type, any change in the seasonal dis
tribution of precipitation or its intensities will change soil water 
storage, runoff processes, and groundwater recharge. Land use, 
river flow, and groundwater resources are affected. Improved 
modehng of the hydrological cycle and of these land-surface 
processes in GCMs is a critical research issue (Chahine, 1992; 
Dooge, 1992; Rind et a l . , 1992; МШу and Dunne, 1994). 

A l l climate models show increased soil moisture in high north
ern latitudes in winter, with some areas of reduction. Most 
models produce a drier surface in summer in northern mid-
latitudes and a reduction in summer precipitation over southern 
Europe. Reductions over North America are less consistent, and 
there is greater variation between models over northem Europe 
and northem Asia. When aerosols are included, the pattems of 
soil-moisture change in the northem winter are similar but 
weaker, and summer drying over North America and southem 
Europe is reduced (see Chapter 6, C l i m a t e M o d e l s — P r o j e c t i o n s 
of F u t u r e C l i m a t e , of the Working Group I volume). 

1 0 . 3 . 5 . Snow-Cover Accumulation and M e l t 

Mountainous regions are particularly important in a hydrolog
ical context. They are source areas of a significant part of the 
water resources for many continental areas outside the tropics 
because of orographically induced high precipitation. Water 
stored as snow during the winter becomes mnoff in the spring. 
Higher global temperatures in winter would result in more pre
cipitation falling as rain rather than as snow, reducing snow-
cover duration and causing the ascent of the snow line. These 
changes would lead to increased winter ranoff and decreased 
spring and summer ranoff, resulting in seasonal changes and 
possible disraptions in supply in regions without reservoir-
based water management. 

The melting of snow and glaciers is sensitive to changes in air 
temperature during the melt season, although temperature is 
only a rough index of melt energy fluxes—which consist of net 
radiation, sensible heat, and latent heat. Bran et a l . (1992) used 
a physically based snow model to investigate the sensitivity of 
snow cover in the French Alps to increased incoming energy. 
They found that at an elevation of 1,500 m above sea level, 
snow cover can be considered "sensitive" during about half of 
the days of its existence. This means that even a slight increase 
in air temperature throughout the winter or a few individual 
warm spells have important consequences in reducing the 
snow cover. At 3,000 m above sea level, there is about a 6-
month period during which the sensitivity to increased energy 
input is very weak; the sensitive days constitute about 30% of 
the total snow-covered period, which essentially represents the 
melting period. It also was shown that the entire area of the 
French Alps can be considered to react homogeneously to 
increases in incoming energy at elevations above 2,400 m 
above sea level, but that below this elevation the southem part 
of the Alps reacts more sensitively. This effect is related to lat
itude effects of air temperature and solar radiation. 

Not much is known about evaporation in high mountain areas. 
Although evaporation seems to be of secondary importance in 
the water balances for these areas, it may play a considerable 
role in controlhng daily variations in melt rates (Lang, 1981). 
With increasing altitude, vegetation activity decreases, soil 
(with its capacity to store water) decreases, and the duration of 
snow cover increases—together contributing to the general 
decrease of evaporation with altitude. In a warmer climate, 
evaporation potential is generally expected to increase, which 
also is expected for high mountainous tertain. 

Mountain orography exerts a great influence on tiie atmospheric 
ckculation at all spatial scales, which affects the horizontal and 
vertical distiibution of precipitation. This is a point of utmost 
importance. If the directions of atmospheric moisture advection 
change (as a consequence of a change in the general route and 
activity of cyclones), tiie spatial distribution of precipitation in 
mountain regions could be sttongly modified, compared with the 
general and large-scale results of present G C M simulations. 
High mountain areas exposed to sttong windward and leeward 
effects will be affected significantly by such changes. 
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1 0 . 3 . 6 . Groundwater Recharge and Storage 

Despite tiie critical importance of groundwater resources in 
many parts of the world, there have been very few direct stud
ies of the effect of global warming on groundwater recharge. A 
change in recharge will depend on the balance between an alter
ation in the recharge season (or the number of recharge events) 
and the amount of water available for recharge during the sea
son. In northem Europe, it is uncertain whether increased win
ter rainfall (as simulated by most GCMs) would make up for a 
shorter recharge season caused by increased temperatures and 
evaporation in spring and autumn. In semi-arid and arid areas, 
where groundwater recharge occurs after flood events, a change 
in the frequency of rainfall occurrence and the magnitude of 
those events will alter the number of recharge events. 

Using a model of water drainage beyond the rooting zone of 
plants and assuming rainfall changes of ±20% and unchanged 
vegetation. Peck and Alhson (1988) found that recharge may 
change by -70% to +230% and -60% to +35% for sites near 
Khorat in northeastem Thailand (summer-rainfall environ
ment) and near Collie in southwestern Australia (winter-rain
fall environment), respectively. A 20% decrease in potential 
evaporation was found to increase recharge by the same 
amount or more under low-drainage conditions. 

Vaccaro (1992) used a coupled stochastic weather generator 
and a deep-percolation compartment model to study the sensi
tivity of groundwater recharge in the Ellensburg basin in 
Washington state to climatic variability in the historical record 
and projected climate change. He found that the variabihty in 
estimated annual recharge under a climate scenario based on 
average monthly changes in precipitation and temperature for 
three different GCMs was less than that estimated from the his
torical record. The median annual recharge for the scenario 
was 25% lower than that for the historical simulation. 

Wilkinson and Cooper (1993) studied the impact of climate 
change on aquifer storage and river recharge using a simple 
model of an idealized aquifer-river system. They found that 
changes in the seasonal distribution of recharge may have a 
critical effect on rivers supported by baseflow. The delay in the 
response of slowly responding aquifers to climate change may 
be large enough to allow adjustments to water-resources plan
ning over an extended period. 

Zhang et a l . (1994) used a groundwater balance model to study 
the influence of cUmatic scenarios on groundwater recharge in 
the area of Jing-Jin-Tang, China. The results show that a tem
perature increase of 0.6 to 1.3°C and a precipitation change of 
-2% to +6% wiU change groundwater recharge within the 
range of ±5%. 

10.3.7. Streamflow 

Even in areas where precipitation increases, higher evaporation 
rates may lead to reduced streamflow. High-latitude regions 

may experience increased annual ranoff due to increased precip
itation, but lower latitudes may experience decreased runoff due 
to the combined effects of increased evaporation and decreased 
precipitation. Areas where ranoff increases may experience 
more frequent floods and higher lake and river levels. 

Regional changes in sfreamflow are illustrated by a study 
examining the impact of global warming on the flow of 33 of 
the world's major rivers. Miller and RusseU (1992) found that 
all rivers in high northem latitudes showed increased flow of 
an average of 25% in response to increased precipitation. The 
largest decreases occurted at low latitudes, with a maximum of 
-43% for the Indus, -31% for tiie Niger, and -11% for the Nile 
due to the combined effects of increased évapotranspiration 
and decreased precipitation. This study used the NASA/GISS 
G C M and a 3-year model simulation. It found that the com
puted ranoff for a doubled CO2 cUmate depends on the model's 
treatment of precipitation, evaporation, and soil moisture stor
age (Miller and Russell, 1992). The authors also discuss the 
great discrepancies between observed and simulated river flow 
in some cases, due to oversimplified and unreaUstic represen
tations of the hydrological cycle in curtent G C M models. 

Streamflow is highly sensitive to climate change. Shiklomanov 
(1989) presents a contour map of changes in mean aimual 
ranoff of rivers in the former Soviet Union (FSU) with a rise in 
global ak temperature at an early stage of warming (0.5°C). The 
map shows a 10-20% decrease in the central regions of the 
European FSU but a 7-10% increase in the nortiiem European 
FSU and westem and middle Siberia. Georgiadi (1991) reports 
the work of N .A. Speranskaya, which for the same air-temper
ature rise suggests decreases in mean annual ranoff of 6-20% 
for the Volga and 15% for the Don river systems, an increase of 
7-10% for the upper reaches of the Yenisei and Ob river system, 
and an increase of 5-20% for the Amur river system. 

The case studies in this chapter provide a clear indication that 
dry areas are more sensitive than wet areas to climate variations. 
Low-flow and dry climates will be more affected than high-
flow and humid regions. Warming of the atmosphere alone wiU 
decrease streamflow far less than warming accompanied by 
changes in precipitation. In tiie case studies presented in tiiis 
chapter, some areas show increasing annual and monthly flow 
due to increased precipitation, while otiier regions show 
decreased flow due to increased evaporation or decreased pre
cipitation or both. High-latitude regions belong to the former 
category, lower latitudes more to the latter. Depending on spe
cific scenarios, model simulations may produce an increase or a 
decrease in armual river flow for the same region, as well as 
changes in the variability of river flow through the year. 

AU regions with snowmelt flow regimes point out a shift of 
seasonal high flow from early summer and spring to the winter 
season. These regions wil l very probably have more low-flow 
problems in the summer. Plain regions with snowmelt floods in 
the melt season will have fewer meltwater floods in the future 
scenario—because of decreased snow precipitation—and 
therefore less snow water-equivalent storage. 
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Conceptual snow and mnoff models have been used to simulate 
discharge from moimtam regions under changed chmate condi
tions (e.g., Kuchment et a l , 1987, 1990; Lettenmaier and Gan, 
1990; Bultot et a l , 1992,1994; Rango, 1992; Braun et a l , 1994). 
The necessary model parameter values have been evaluated 
under present-day conditions, usually with the assumption that 
these parameter values do not change under changed climatic 
conditions. Most studies show a shift of snowmeh ranoff to early 
spring months at the expense of summer months. In heavily 
glaciated basms, there is a negative feedback between snow cover 
and discharge: The smaller the seasonal snow cover, the larger the 
runoff from glaciers due to mcreased icemeU caused by reduced 
albedo as soon as the snow cover disappears (see Roethhsberger 
and Lang, 1987; Chen and Ohmura, 1990). This aspect generally 
has not been dealt with in sensitivity studies. Another aspect is the 
mcreased loss of glacial areas with increasing summer tempera
tures. The additional conttibution of meltwater to stteamflow 
experienced through decades of sttong glacial shrinkage would 
gradually tum into decreasing stteamflow rates. AU scenario 
studies presently available are limited in predictive value because 
they have distributed the positive temperature change more or 
less evenly over the year, without taking account of the impor
tance of short-time scale (weather) processes. Detailed discus
sions of the limitations of GCMs to provide scenarios in alpine 
regions, and the rnipact of cUmate change on these regions, are 
presented in Beniston (1994) and Chapter 5. 

1 0 . 3 . 8 . Lakes a n d S u r f a c e S t o r a g e 

Surface storage waters are important parts of freshwater sys
tems. They often are intensively used for multiple purposes— 
such as navigation, river flood and low-flow conttol, recre
ation, water supply, irrigation, and fishing. To aUow an optimal 
adjustment of water levels, most artificial lakes are regulated, 
as are natural lakes to some degree. Chmate-change impacts on 
the hydrology of upstream river basins wiU affect regulated 
lakes mostly in seasonal and annual regimes and average 
tumover. Flow and temperature changes also may change the 
internal stratification of lakes, with consequences to aquatic 
ecosystems. A n increase in air temperature and/or windspeed 
will cause an increase in lake evaporation. 

10.4. Extreme Hydrological Events 

1 0 . 4 . L F l o o d s 

Although the potential impact of climate change on the occur
rence of flood disasters has been alluded to frequently in pop
ular accounts of global warming, there have been very few 
studies addressing the issue explicitly. This is largely because 
it is very difficult to define credible scenarios for changes in 
flood-producing climatic events (Weijers and VeUinga, 1995; 
Beran and Amell, 1995). Some assessments of the potential 
effects of global warming on flood occurtence can be made, 
and it is useful to distinguish among rain-generated floods, 
snowmelt-generated floods, and hybrids. 

Global warming can be expected to produce changes in the 
frequency of intense rainfall in a catchment for two reasons: 
(1) There may be a change in the paths and intensities of 
depressions and storms, and (2) there probably wi l l be an 
increase in convective activity (Gordon et a l , 1992; Whetton 
et a l , 1993). Higher sea-surface temperatures can be expected 
to increase the intensity of tropical cyclones and to expand the 
area over which they may develop. The IPCC Working Group 
I Second Assessment concludes from the analysis of several 
climate-model experiments that rainfall intensity is likely to 
increase with increasing greenhouse gas concentrations and 
that there may be an increasing concentration of rainfall on 
fewer rain days. 

The effects of a change in the frequency of high rainfall wiU 
depend not only on the change in rainfall characteristics but 
also on the characteristics of the catchment. SmaU catchments 
with impermeable soils will be very responsive to short-dura
tion intense rainfaU; larger catchments, and those with more 
permeable soils, will be sensitive to longer-duration storm rain
fall totals and general catchment wetness. 

Changes in the magnitudes of snowmelt and rain-on-snow 
floods will deserve particular attention in some regions. The 
magnitudes of snowmelt floods are determined by the volume 
of snow stored, the rate at which the snow melts, and the 
amount of rain that falls during the melt period. Many studies 
have simulated a reduction in snow cover after global warm
ing, but higher precipitation totals stiU may lead to a greater 
volume of snow being stored on the catchment. Floods caused 
by snowmelt may therefore either increase or decrease. A 
reduction in snow cover also may mean that more rain-gener
ated floods occur during winter, leading to a shift in the sea
sonal distribution of floods. 

A few studies have attempted to quantify changes in flood 
occurtence. Gellens (1991) used a daily rainfaU-ranoff model 
to simulate river flows in three Belgian catchments, assuming 
an increase in rainfall during winter. He found more frequent 
floods, with flows remaining above high thresholds for longer 
periods. The mean annual flood peak increased between 2 and 
10% under the scenario used, with the greatest increase in the 
most-responsive catchment. Bultot et a l (1992) used the same 
model and scenario to estimate possible changes in flood fre
quency in a small Swiss catchment and found the same results; 
the mean annual flood increased by 10%. 

For the Sacramento-San Joaquin basin in California, 
Lettenmaier and Gan (1990) found a reduction in snowmeh 
floods but an increase in the frequency of rain-generated 
floods, with a consequent increase in the occurtence of a par
ticular discharge being exceeded. Knox (1993) examined a 
7,000-year geological record of overbank floods for upper-
Mississippi River ttibutaries in North America. He found that 
changes in mean annual temperature of about 1-2°C and 
changes in mean annual precipitation of less than 10-20% can 
cause large and abrapt adjustments in the magnitudes and fre
quencies of floods. 
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Kwadijk and Middelkoop (1994) investigated potential 
changes in flood risk in the Rhine basin, using both hypotheti
cal change scenarios and scenarios based on G C M simulations, 
and found large changes in the frequency of given threshold 
events; an increase in précipitation and a rise in temperature 
would lead to major increases both in flood frequencies and in 
the risk of inundation. However, the hydrological simulations 
were limited to a monthly time-step. At this temporal resolu
tion, the simulation of snow cover is not reliable—especially at 
low elevations, where the snow cover is built up and disappears 
again several times, in time scales of days, during one winter. 

Liu (1995) simulated increases in the variability of floods over 
time and in flood frequencies in both northem and southern 
China. Bates et a l . (1995) used a stochastic weather generator 
coupled with two daily rainfall-ranoff models to investigate 
changes in the behavior of annual maximum monthly ranoff 
series for six Austrahan catchments within a variety of chmat
ic settings. In five cases, the series were noticeably higher for 
a changed climate than for tiie present day. The sizes of pro
jected changes were found to depend on the rainfall-ranoff 
model chosen. 

There is evidence from chmate models and hydrological 
impact studies that flood frequencies are likely to increase with 
global warming. The amount of increase is very uncertain and, 
for a given change in climate, will vary considerably between 
catchments. In some catchments, floods may become less fre
quent. There are four main reasons for the large uncertainty: 
(1) It is very difficult to define credible scenarios, at the catch
ment scale, for changes in flood-producing precipitation; (2) it 
is often difficult to model the transformation from rainfall (or 
snowmelt) to flood in a catchment; (3) available climatic and 
hydrological records often provide limited information about 
flood events; and (4) at present, in many cases, it is difficuh to 
differentiate the effects of climatic change from those associat
ed with anthropogenic changes to land use. 

1 0 . 4 . 2 . Droughts 

Drought is a relative term that may refer to a period in which 
actual moisture supply at a given location cumulatively falls 
short of climatically average moisture supply; soil moisture is 
insufficient to meet evapotranspirative demands for the initia
tion and sustainment of plant growth; below-normal stream-
flow or above-normal reservoir depletion occurs; or a local or 
regional economy is adversely affected by dry weatiier pattems 
(Rasmusson a/., 1993). 

A decrease in average total rainfall, an increase in the frequen
cy of dry spells due to a decline in rain-days, and an increase 
in potential évapotranspiration due to higher temperatures have 
the potential to increase drought frequency and severity and to 
extend their effects into less-vulnerable areas. Increases in the 
frequency and magnitude of large rainfall events may result in 
reduced drought potential if they resuh in higher soil moisture 
levels and groundwater recharge (Whetton et a l . , 1993). 

The frequency and severity of droughts has received little 
attention. Four features of most hydrological impact studies 
make it difficult to assess the effect of climate change on low-
flow frequency: (1) Most climate scenarios do not assume any 
change in interannual climate variability; (2) the rate of occur
rence of extreme events in perturbed climate series is influ
enced strongly by the relative severity of events in the original 
series; (3) the length of concurrent climatic and hydrological 
records can be relatively short; and (4) feedback between 
catchment vegetal cover and atmospheric moisture has been 
neglected (Savenije and Hall, 1994). Many studies focus on 
simple descriptive statistics of daily, monthly, seasonal, or 
annual soil moisture and flow over the simulation period, 
including minimum annual discharge (Mimikou and 
Kouvopoulos, 1991); mean minimum discharge (Vehvilainen 
and Lohvansuu, 1991); annual minimum daily streamflow 
(Bultot et a i , 1992); and flow equalled or exceeded 95% of the 
time (Arnell and Reynard, 1993; Bultot et a i , 1992). 

A few studies have attempted to quantify changes in low-flow 
or drought occurrence and their impacts. Gellens (1991) exam
ined the behavior of low-flow episodes in three Belgian catch
ments, each with more than 80 years of records. The low-flow 
behaviors of the catchments were found to respond differentiy 
to climate change. Whetton et a i (1993) examined changes in 
drought occurrence in terms of seasonal soil water deficits for 
nine Australian sites. Results indicate that significant drying 
may be limited to the south of Australia. These researchers 
qualify their results by noting that possible changes in ENSO 
events due to global warming were not considered because no 
current G C M simulates ENSO effects. The observed interan
nual variability of rainfall in north and east Australia is strong
ly influenced by ENSO. Several researchers have investigated 
the impact of climate change on reservoir reliability using sto
chastic weather generators or resampling methods to generate 
long-term sequences of synthetic weather data (e.g., Nathan et 
a i , 1988; Cole et a i , 1991; Lettenmaier and Sheer, 1991; 
Wolock et a i , 1993). Descriptions of these and other similar 
studies appear in Chapter 14. 

10.5. Physical and Chemical Changes in Freshwater 
Ecosystems 

This section integrates freshwater ecosystems via hydrology 
and presents potential effects of climate change on their phys
ical/chemical properties and processes. 

1 0 . 5 . 1 . I n t e g r a t e d Landscapes of Lakes and Streams via 
Hydrology 

Inland aquatic ecosystems such as freshwater wetlands (Chapter 
6) and lakes and streams (covered in this chapter) represent dis
tinct elements of the hydrologie continuum from the atmosphere 
to the sea. Water flows first downwind as weather systems and 
then downhill toward the sea. Pattems of atmospheric deposition 
are closely related to regional- or continental-scale atmospheric 
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"flow paths" (Galloway and Likens, 1979). Freshwater ecosys
tems occupy landscape depressions where subsurface flows 
emerge or surface flows and direct precipitation are channeled or 
retained. Ecological conditions along the freshwater continuum 
are determined by local factors (soils, vegetation, lake basin 
shape, stteam gradient, temperature) and the legacy provided by 
spatially and temporally antecedent patches on this flow path. 
The interplay of climate and catchment conttols biogeochemical 
processes that add particulates and solutes to water during trans
port in the catchment and within die stream or lake. These mate
rials and physical features regulate biota in stteams and lakes, 
and feedbacks from ecological processes modify water quality 
and physical features of freshwater ecosystems. Water quality, 
fisheries, and recreational values of lakes and streams are deter
mined by interactions between the chemical and physical char
acteristics and tiie biota of freshwater ecosystems. 

Stteam ecology has acknowledged the close link between ter
restrial catchments and aquatic systems since Hynes (1963, 
1975). Progressive longitudinal changes in channel morpholo
gy and in dominant sources of water and organic matter, 
together with downgradient flow, produce predictable ecologi
cal patterns along the continuum from small streams to large 
rivers (Vannote et a l . , 1980; Minshall et a l . , 1983). Nutiient 
and organic-matter input to stteams is closely related to terres
trial and wetiand processes (Bormann et a l . , 1969; Likens, 
1984; McDowell and Likens, 1988; Wetzel, 1990) and to the 
flow path of water controlling its dissolved load. The chemistry 
of water entering streams in Alaska, for example, is dependent 
not only on the types of terrestrial vegetation through which 
water flows but also their sequential order (Giblin e t a l . , 1 9 9 1 ) . 
Physical and chemical properties of lakes are linked sttongly to 
terrestrial processes via effects on stteam discharge and chem
istry. Recent studies of lake districts show the importance of 
landscape influences on internal lake properties (Swanson et 
a l . , 1988). In headwater lake districts, biotic diversity and eco
logical functioning depend upon landscape position; higher 
drainages receive proportionately more input from direct pre
cipitation and differ markedly from those lower in the land
scape that receive larger inputs of water and materials from ter
restrial sources (Kratz et a l . , 1991, 1996). 

Changes in cUmate influence water supply and quality directly 
through altered precipitation and atmospheric deposition and 
indirectly by the altered nature of landscape elements through 
which water and transported substances pass. Many of the most 
profound effects of climate change on lakes and streams wUl 
involve changes in terresttial ecosystems that alter water and 
material inputs to freshwaters. 

1 0 . 5 . 2 . Changes i n S t r e a m f l o w a n d L a k e W a t e r Levels 

Streamflow, groundwater flow, and lake levels respond to 
changes in precipitation and évapotranspiration. Under hotter 
and drier scenarios, lower runoff and greater evaporation would 
reduce stream baseflows and could result in periodic drying 
of some perennial headwater streams. Even in regions that 

experience increased annual precipitation, reduced summer 
rains or stiU-larger increases in évapotranspiration would pro
duce lower baseflows and increased intermittency in summer. 
Warmer and wetter scenarios—^particularly at higher latitudes— 
would increase runoff, with some intermittent stteams becoming 
perennial and with higher flows altering channel geomorpholo
gy. Some lakes could become smaller or dry up entirely as evap
oration exceeds water inputs; others could increase in size where 
precipitation increases more tiian evaporation. 

Long-term, irtegular water-level fluctuations occur mainly in 
semi-arid and dry tropical regions with distinct wet and dry 
seasons and high interannual variability (John, 1986). Water-
level changes are most pronounced in lakes with relatively 
short retention times, in association with seasonal precipita
tion pattems. Paleohydrology and paleolimnology are particu
larly important approaches for obtaining information on paleo 
lake levels related to climate change. Analyses point out that 
lake levels and lake hydrology are sensitive to changes in cl i
mate (Almquist-Jacobson, 1995; Digerfeldt et a l , 1992; 
Almendinger, 1993; Webb e t a l , 1944). Lake level response to 
climatic fluctuations, reconstracted using diatoms for the 
northern prairie region of the United States, shows such sensi
tivity (Fritz et a l , 1993, 1994; Laird et a l , 1996). Moon Lake 
underwent three major changes in climate: a mid-Holocene 

0 

Diatom-Inferred Salinity (g/L) 

Figure 10-3: Changes in salinity of Moon Lake over the last 11,000 
years, inferred from diatom assemblages in sediments (Laird et a l , 1996). 
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period of high salinity indicative of low effective moisture; a 
transitional period from 4700-2200 before present (BP) with 
poor diatom preservation; and a late-Holocene period of lower 
salinity and greater variability, indicating fluctuations in effec
tive moisture (Figure 10-3). Large lakes in the Great Basin of 
the United States underwent considerable variations in lake 
levels during the Pleistocene (Benson et a l . , 1990), and simi
lar variations have been inferred for Mono Lake, California 
(Stine, 1990). 

Lakes have IndividuaUstic and often rapid responses to cUmate 
changes (Figure 10-4). Lake Titicaca experienced a 6.3-m rise 
in water level from 1943 to 1986. This increase equals 140 mm 
per year and exceeds by a factor of 40 the change in mean sea 
level estimated from global warming. Even Lake Michigan, at 
temperate latitudes, has oscillated over a 1.7-m range from 1960 
to 1993. Fluctuations in lakes with large temporal changes in 
water level are expected to be exacerbated by cUmate change. 

Larger changes in lake water levels are likely at high latitudes 
where climate warming scenarios are greatest. In the largest 
Antarctic desert, the McMurdo Dry Valleys, closed-basin lakes 
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Figure 10-4: Water levels as deviation from the mean for Lakes 
Kinneret (Middle East), Michigan (North America), and Titicaca 
(South America) from 1912 to 1993. For Lake Michigan, changes in 
lake level were calculated as the deviation of the mean annual lake 
level from the long-term mean lake level (1860-1993) from National 
Ocean Service, National Oceanic and Atmospheric Administration, 
USA. For Kinneret and Titicaca, deviation was calculated as the dif
ference between mean annual minirnum and maximum water levels 
and long-term mean [1926-1994 for Kinneret (Serruya, 1978; Gophen 
and Gal, 1991) and 1912-1993 for Titicaca (Aquize, pers. com.)]. 

fed by glacier meltwater streams, rose as much as 10 m from 
1970 to 1990, or almost 480 mm per year (Chinn, 1993). Marsh 
and Lesack (1996) project with a hydrologie model and a 2 x 
CO2 climate that many lakes in the Mackenzie Delta in the 
Canadian arctic could disappear in several decades owing to 
decreased precipitation and flood frequency. Some drainage 
lakes (no inlets but with an ouflet) and seepage lakes (no sur
face inlet or ouflet) in the north central United States (Filers et 
a l . , 1988a) are responsive to changes in precipitation; during 
recent droughts in the late 1980s, lake levels declined substan
tially. Some of these lakes operate as drainage lakes during 
high water and as seepage lakes during dryer periods. 

Despite relatively small climatic changes predicted for the 
tropics, tropical lakes also may be quite sensitive to climate 
change (see Box 10-1). The level of Lake Victoria (East Africa) 
rose rapidly in the early 1960s following only a few seasons 
with above-average rainfall and has remained high since (Sene 
and Pinston, 1994). 

Pattems of water-level change are sensitive to global warming 
scenarios. For Lake Michigan, 2 x CO2 scenarios produce a 
reduced net basin water supply and a lowering of water level of 
1 to 2.5 m, depending on the G C M used (Croley, 1990). 
Assuming that atmospheric COj will double in 3 3 ^ 0 years 
(see Chapter 6, C l i m a t e M o d e l s — P r o j e c t i o n s of F u t u r e 
C l i m a t e , of the Working Group 1 volume), this constitutes a 
decline in water level of 25 to 62 mm/year and exceeds by a 
factor of about 10 (in the opposite direction) increases in mean 
sea level estimated from global warming. 

1 0 . 5 . 3 . Changes i n B i o g e o c h e m i c a l F l u x e s 

Physical and biological characteristics of catchments—such as 
geology, soils and microbes, vegetation, and dominant flow 
paths of water—control the chemistry of surface water and 
groundwater. If the water table is close to the surface, flow is 
routed primarily through organically rich and biologically 
active upper soil horizons; concentrations of most major ions 
are lower and concentrations of dissolved organic material 
higher than if water tables are deep and water moves through 
lower mineral soil horizons and bedrock before entering lakes 
or streams. Vegetation and soils, in conjunction with hydrolog
ie flow paths, control the effects of nutrient inputs from atmos
pheric deposition or fertilizer applications. In agricultural 
catchments, the effects of fertilizer application on surface-
water nutrient concentrations are reduced substantially if water 
moves through riparian areas where natural vegetation has 
been preserved (Peterjohn and Cortell, 1984). Climate 
changes that alter hydrologie flow paths or vegetation and soil 
characteristics wil l result in changes in groundwater and sur
face-water chemistry. For streams, these chemical shifts may 
be episodic or seasonal; for lakes with long residence times, the 
shifts may be in average chemical characteristics. 

Dynamic, process-based water-quality models are needed to 
estimate effects of cUmate change because biogeochemical 
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Box 10-1. African Lakes and Climate Change 

African Great Lakes are sensitive to climate variation on time scales of decades to millennia (Kendall, 1969; 
Livingstone, 1975; Haberyan and Hecky, 1987). Lake Victoria (the world's second-largest freshwater lake by area). Lake 
Tanganyika (the world's second-deepest lake), and Lake Malawi were closed basins for extended periods in the 
Pleistocene and Holocene (Owen et a l , 1990). Lakes Malawi and Tanganyika were hundreds of meters below their cur
rent levels; Victoria dried out completely. Today these lakes are in delicate hydrologie balance and are nearly closed. 
Only 6% of water input to Tanganyika leaves at its riverine outflow—which was blocked totally when the lake was 
explored by Europeans (Bootsma and Hecky, 1993). 

Higher temperatures would increase evaporative losses, especially if rainfall also dechned. Minor dechnes in mean annu
al rainfall (10-20%) for extended periods would lead to the closure of these basins even if temperatures were unchanged 
(Bootsma and Hecky, 1993). Tropical temperatures are increasing; temperatures in the 1980s were 0.5°C warmer than a 
century earlier and 0.3°C warmer than from 1951-1980. Concurrenfly, Lake Victoria's epilimnion was warmer by 0.5°C 
in the early 1990s than in the 1960s (Hecky et a l , 1994). Although current climate scenarios project small increases in 
tropical temperatures, small changes in temperature and water balance can dramatically alter water levels, as well as 
mixing regimes and productivity. 

Recent temperature and rainfall data and G C M simulations indicate increasing aridity in the tropics (Rind, 1995). 
Increases of 1-2°C in air temperatures could substantially increase the stability of stratification in permanently stratified 
Tanganyika and Malawi. Their deep waters are continuously warm, but the less than 1°C difference between surface and 
deep water in warm seasons maintains a density difference that prevents full circulation. Lake Tanganyika's deep water 
has been characterized as a "relict" hypolimnion that formed under a cooler chmate within the past 1,000 years (Hecky 
et a l , 1994). Since then, warming has created a barrier to vertical circulation. Additional warming could strengthen this 
barrier and reduce the mixing of deep, nutrient-rich hypolimnetic water and nutrient-depleted surface layers; that mixing 
sustains one of the most productive freshwater fisheries in the world (Hecky et a l , 1981). 

processes controlling water quality are complex. Such models 
must accurately represent the hydrologie regime—especially 
the timing and intensity of infiltration (rainfall and snowmelt), 
as well as the various flow paths through the catchment and 
changes in vegetation. Examples of coupled hydrologic-water 
quality models being developed include the Regional 
HydroEcological Simulation System (Band et a l , 1996), mod
ifications of Topmodel for transport of dissolved organic mate
rial (Hornberger et a l , 1994), and the Alpine Hydrochemical 
Model (Wolford and Bales, 1996). 

Streams in catchments with low acid-neutralizing capacity 
periodically may become more acidic. Higher-elevation 
streams and lakes may receive larger pulses of acidity in the 
spring if winter snowfall increases or snowmeh occurs over a 
shorter period—for example, the modeled response with the 
Alpine Hydrochemical Model for the Emerald Lake catchment 
in the southem Sierra Nevada region of the United States 
(Wolford and Bales, 1996). In mountain streams of the south-
eastem United States, Mulholland et a l . (1996) project an 
increase in the frequency or duration of acidic episodes with an 
expected increase in storm intensity. However, in the north
eastern United States, reductions in winter snowpack with cli
mate warming might reduce the intensity and duration of 
steeam acidification in the spring (Moore et a l , 1995,1996). At 
boreal latitudes, soil drying associated with climate warming 
can lead to oxidation of reduced forms of sulfur in soils and 
concurrent acidification of streams (Bayley et a l , 1992b; 
LaZerte, 1993; Schindler et a l , 1996; see Box 10-2). 

Warmer chmates could affect nitrate fluxes through changes in 
microbial processing rates. Higher temperatures may lead to 
increased mineralization of organic nitrogen in soil, with 
increasing amounts available for flushing into lakes and 
streams. Peak nitrate concentrations in United Kingdom catch
ments tend to occur following flushing by heavy rainfall after 
prolonged dry spells; an increase in the duration of dry spells 
would increase the leachable nitrogen accumulating in soils 
(Jenkins e t a l , 1993). 

For lakes, position in the local groundwater flow system affects 
their chemical response to shifting hydrologie conditions. Two 
mechanisms control drought response in northem Wisconsin 
(Webster et a l , 1996): Longer residence times and evapoconcen-
ttation in lower lakes cause conservative solutes to mercase in 
concenttation, whereas lesser inflow of solute-rich groundwater 
in higher lakes decreases solute concentrations. In prahie lakes 
and wetlands of north-central United States and Canada, differ
ences in local geomorphology, groundwater flow paths, and veg
etation produce somewhat different responses in water chemistry 
to droughts, with salinity increasing in some and decreasmg m 
others (Evans and Prepas, 1996; LaBaugh et a l , 1996). 

Export of organic matter from terrestrial systems to stteams 
and lakes is expected to change with climate. The amount of 
wefland drainage strongly influences the concenttation of dis
solved organic carbon in stteams and rivers (Mulholland and 
Kuenzler, 1979; Eckhardt and Moore, 1990), and changes in 
wefland distribution and connectivity with streams and lakes 
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Box 10-2. Climatic Warming Effects: Boreal Lakes and Streams 

Boreal soft-water lakes and streams at the Experimental Lakes Area (ELA) in Ontario, Canada, represent numerous 
ecosystems throughout North America and Eurasia. At E L A , natural variability has been studied for the past 25 years 
through measurements of climatic, hydrological, physical, chemical, and biological parameters. Analyses of this warmer 
and drier interval have provided a holistic picture of the potential interactive responses of lakes and streams to climate 
warming (Schindler et a l , 1996, and references therein). The almost 2°C of warming and more than 50% decline in 
runoff are comparable to G C M predictions for a 2 x COj climate. Biological responses in the lakes were hnked to 
changes in biogeochemical processes in the catchments and physical properties of the lakes. Major changes were in: 

H y d r o c h e m i c a l fluxes: Export of many constituents decreased in response to decreased streamflow, weathering 
rates, and decomposition of organic material; drier soils resulted in shorter periods of elevated water tables and 
saturated soils. Export of dissolved silica and 
dissolved organic carbon (DOC) decreased 
more than 50%. Base cations decreased less, 
suggesting that dry or burned vegetation was 
less efficient at retaining base cations than veg
etation with adequate moisture. Export of acid 
anions generally decreased, but acid anions 
increased relative to base cations—causing 
lower alkalinity and pH in streams. Soil drying 
apparently enhanced oxidation and the release 
of sulfate. Nitrogen and phosphoms flux 
increased somewhat after drought-enhanced 
fires and major windstorms, but overall export 
of these nutrients declined. 
L a l i e p h y s i c s , c h e m i s t r y , a n d b i o l o g y : The 
lakes generally became warmer and more trans
parent, and the increased transparency facilitat
ed the deepening of thermochnes (Figure 10-5). 
The average ice-free period increased by about 
two weeks. Even though exports from catch
ments decreased, concentrations of many inor
ganic constituents increased because residence 
time in the lakes and evaporative concentration 
increased. Unlike streams, lakes became more 
alkaline because lake processes dominated— 
with longer residence times specifically from 
the removal of sulfate by microbial reduction 
and the dissolution of base cations in lake sedi
ments. Shght increases occurred in phytoplank
ton biomass and species diversity; primary pro
ductivity and chlorophyU concentrations did not 
change. In one lake, suitable habitat for lake 
trout was reduced and lake trout disappeared. 

1970 1975 1980 1985 1990 

Figure 10-5: (A) Changes in penetration of photosynthetically active 
radiation (PAR) as the depth of isopleth representing 1% of surface 
light (equivalent to photic zone depth), from Schindler et al. (1996); 
(В) changes in depth of thermocline. 

would alter DOC concentrations. Drought can reduce DOC 
inputs to streams and lakes on the Canadian Shield (Schindler 
et a l . , 1996). Changes in the amount and chemical form of 
organic-matter inputs can occur because vegetation is altered in 
the catchment overall or in tiie riparian zone (Band et a l . , 1996). 
bcreasing atmospheric CO2 or chmatic wanning may increase 
the rate of organic-matter inputs to streams because riparian 
plants produce more foliage, and species composition may 
change (Bazzaz, 1990)—which in tum would increase produc
tion of heterotrophic organisms. This might be countered by 

drier conditions that would reduce organic-matter inputs from 
riparian zones. Complexities become most apparent when con
sidering interactions between organic matter and nutrient 
inputs. Higher atmospheric COj concentrations may increase 
plant foliage but reduce its nitrogen content (Koemer and 
Miglietta, 1994); rates of organic-matter decomposition and 
production in detritus-based food webs actually might decline 
(Meyer and PuUiam, 1992). Under drier climates, reduced 
ranoff from streams that drain wetlands could reduce inputs of 
dissolved organic carbon but increase inputs of nitrogen from 
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increased organic-matter oxidation. In a simulation of such 
changes in a Welsh peatiand steeam, primary production 
increased (Freeman et a l . , 1994). 

In warmer, drier climates, an increase in wildfires can increase 
ranoff, sediment, and nuttient load (Schindler et a l . , 1980). 
Wildfires also cause longer-term (5-50 years) reductions in 
woody debris and material retention in streams (Minshall et a l , 
1989). 

Observations over a 20-year period of warmer and dryer con
ditions at the Experimental Lakes Area (see Schindler et a l , 
1996) illustrate the complex interactions and responses that can 
be anticipated from chmate warming and the value of careful 
long-term study of aquatic ecosystems to identify critical 
processes and interactions (Box 10-2). 

1 0 . 5 . 4 . Changes i n Temperature, Dissolved Oxygen and 
C a r b o n D i o x i d e , and L i g h t 

Stream water temperahire is determined by ah temperahire, the 
origin of sheamflow (groundwater is often cooler than quick flow 
in temperate-zone warm seasons), local shading of the sfream, 
and, to a lesser extent, flow volume. Changes in stream tempera
tures are about 0.9 times as great as changes in ah temperature in 
the U K (Webb, 1992) and the north-centtal United States (Stefan 
and Preud'homme, 1993). Simulations from ak temperature 
increases of 1.5° to 4.5°C, using a heat-balance model, produce 
increases in summer stream temperatures of 2.4° to 4.7°C for 
Mirmesota (Stefan and Sinokrot, 1993). Projected increases in 
stream temperatures are substantially greater if riparian vegeta
tion is removed, as are stteam temperatures where riparian vege
tation is experimentally removed (Burton and Likens, 1973). 
Higher water temperature, along with lower stteamflows, could 
lead to reduced oxygen concenttations in streams receiving 
organic loading from effluents or in euttophic stteams, where 
warmer temperatures could stimulate algal blooms. 

Thermal regimes in lakes are responsive to climate change 
because they are conttoUed by solar radiation, wind velocity, ak 
temperature, humidity, and evaporation, as well as by lake area, 
depth, and ttansparency. In north temperate regions, 2 x CO2 ch
mate scenarios increase summer epilimnion (surface mixed 
waters) temperatures by 1-7°C, and hypoUmnetic (deep cooler 
waters) temperatures change by -6 to +8°C depending on the 
size and morphology of the lake (Stefan et a l , 1993; DeStasio et 
a l , 1996; Magnuson et a l , 1995). Warming increases tiie dura
tion of warm-season sttatification and the sharpness of the met-
alimnion (the zone of sharp temperature change, >l°C/m, 
between the epilimnion and hypolimnion). Warming decreases 
the duration of ice cover or the frequency of winters with winter 
ice cover. To the south, loss of lake ice cover at some latitudes 
indicates that lakes that mix twice per year in spring and fall 
would become monomictic—^that is, they would mix through the 
fall, winter, and spring and sttatify longer in the summer. To the 
north, some lakes that presently are monomictic and mix during 
summer would sttatify in summer and mix twice a year ki spring 

and faU. Some deep lakes that mix twice a year would be less 
likely to mix completely (McCormick, 1990). Changes m the 
water level of shallow lakes could change the heat budget or the 
mixing properties of lakes. 

Changes in catchment DOC fluxes would change the mixing 
regimes of lakes because water clarity and light absorbance are 
partially functions of DOC concentrations (see Box 10-2). The 
strong effect of DOC inputs on lake mixing properties appears 
to be hmited primarily to lakes smaller than 500 ha, based on 
Canadian Shield lakes (Fee et a l , 1996). 

CUmate change could cause changes in tiie amount of oxygen 
entering lakes and streams through direct atmospheric 
exchange or through changes in lake and stream metabohsm. 
With a warmer climate, concentrations of dissolved oxygen are 
expected to be lower because concentrations at saturation are 
lower and respiration rates are higher at higher water tempera
tures. Upland streams in the U K tend to be fast flowing and 
oligotrophic, with high dissolved oxygen owing to rapid reaer-
ation rates (Jenkins et a l , 1993); lowland river systems tend to 
be slow flowing, with low turbulence and with dissolved oxy
gen below saturation. Simulations with the Q U A S A R dynam
ic water-quality model suggest that higher temperatures and 
lower stteamflow would result in lower oxygen concentrations 
in U K rivers. Conditions are exacerbated in lowland rivers, 
which also tend to have agricultural catchments and often are 
used as disposal routes for sewage and industtial effluents. 

Dissolved oxygen levels in lakes, especiaUy in the deep 
hypolimnetic waters, are responsive to climate warming scenar
ios. Simulations with 2 x CO2 climates for Lake Erie in North 
America (Blumberg and DiToro, 1990) suggest that losses of 
1 mg/L in upper layers and 1-2 mg/L in lower layers can be 
expected, as can an increase in the area of the lake that is anox
ic. This is because at warmer lake temperatures, bacterial activ
ity increases in deep waters and surficial sediment, not from a 
relocation of the thermocline and smaller hypolinmetic volume. 
Smaller lakes (Figure 10-6) have similar responses to simula
tions with a 2 X CO2 climate (Stefan et a l , 1993; Stefan and 
Fang, 1994). In surface waters, dissolved oxygen remains above 
7 mg/L and declines by not more than 2 mg/L. In deep hypolim
netic waters, simulated concenttations are as much as 8 mg/L 
lower in midsummer and never less than 2 mg/L lower. 
Depletion would occur up to 2 months longer than under base
line conditions owing to longer periods of stratification. 
Declines in dissolved oxygen are projected to occur in produc
tive (euttophic) and nonproductive (oligotrophic) lakes but to be 
more rapid and of longer duration in productive lakes. Simulated 
declines in dissolved oxygen are more apparent in spring and fall 
because sttatification would be extended into these seasons. 
Changes in water levels would interact with the mixing proper
ties of shallow lakes and thus thek oxygen dynamics. 

Dissolved CO2 concenttations are supersaturated with respect 
to atmospheric concentrations in most lakes and stteams (ming 
et a l , 1991; Cole et a l , 1994)—a result of high CO2 concen
trations in groundwaters and high rates of respiration in many 
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1955 - 1979 (Past) 2 X C O 2 Climate Scenerio (GISS) Difference (GISS - Past) 

April July October April July October April July October 

Figure 10-6: Simulated deep-water (hypolimnetic) dissolved oxygen levels in 18 Minnesota lakes (Stefan et al., 1993). Past conditions are 
on the left, projected 2 x CO2 cUmate scenario in the middle, and the difference between future and past cUmate conditions on the right. SmaU 
lakes are on top, medium lakes in the middle, and large lakes on the bottom. 

freshwaters. Direct effects of increasing atmospheric CO2 wiU 
be significant only in streams and lakes with low aUsalinity and 
relatively high primary productivity; dissolved CO2 and H C O 3 
concentrations are depleted during daylight, causing increases 
in pH. In such systems, an increase in atmospheric CO2 wiU 
increase carbon flux from the atmosphere to the water body. 

Changes in cloud cover and shading could change UgUt profiles 
in lakes and streams and affect primary productivity. Light is a 
major control on photosynthesis m freshwater ecosystems. 
Reduction in riparian vegetation under drier climates would 
decrease sUading, thus increasing light availability and primary 
productivity in headwater streams. DOC in freshwaters responds 
to climate change and alters light availability (see Section 10.5.3 
and Box 10-2). High Ught intensity also can inhibit photosyn
thesis at the surface, and U V radiation inhibits both algae and 
invertebrates. Interaction between DOC and U V attenuation is 
particularly important, given that increased U V radiation is asso
ciated with the depletion of ozone. In North American lakes, 
even small decreases in DOC could significantly enhance the 
penetration of biologically harmful UV-B radiation into the 
water column (Scully and Lean, 1994; WiUiamson et a l . , 1995). 

1 0 . 5 . 5 . E r o s i o n , Sedimentation, and River C h a n n e l Stability 

Changes in vegetation, rainfaU, and hydrological regimes affect 
erosion on hiUslopes and in river channels, sediment transport 
and sedimentation, and river channel stability (Schumm, 1977). 
Separating the effects of climate fluctuations from changes in 
land use is difficult because land use also affects hiUslope ero
sion and sediment loads in streams and hence the river channel. 
Three other general points are apparent from pubUshed studies: 
(I) Much geomorphological activity is episodic, occurring dur
ing extteme events; (2) there may be critical thresholds in the 
geomorphological system, beyond which change is more dra
matic; and (3) tiie effects of climate change work through the 
geomorphological system over many decades. 

Soil and hiUslope erosion are sensitive to land-use practices 
and changes in catchment vegetation. In simulations with no 
change in land use, increased winter rainfaU results in greater 
erosion from arable lowlands in the U K but lower losses from 
arable fields in uplands because the warmer climate includes 
longer growing seasons and hence greater ground cover 
(Boardman et a l . , 1990). HiUslope erosion only occurs once 
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rainfall exceeds a critical threshold in an upland U K catchment 
(Harvey, 1991). If rainfall frequency and/or intensity were to 
increase significantly and more erosion were to follow, 
increased river flows would influence channel erosion, with 
erosion potential increasing for higher flows. Not all sediment 
generated on hillslopes reaches the river channel, but increased 
hiUslope and channel erosion should increase sediment loads. 
Sediment loads in the Yellow River (China) increase in simu
lations of a conceptual hydrologie and sediment model because 
high intensity rainfalls were more frequent, even though total 
runoff decreased in tiie scenarios (Bao, 1994). 

Historical analogs provide useful information about possible 
changes in sediment loads. Sediment loads on the River 
Garonne (France) during a wet period in the 1840s were four 
to five times higher than in drier periods (Probst, 1989). River 
sediment loads in northem regions will be affected not only by 
flow regime changes but also by temperature rise. If warming 
raises temperatures above freezing for longer periods, snow 
and icemelt and permafrost degradation would increase, releas
ing more sediment into rivers (Woo and McCaan, 1994). 
Changes in flow regime and sediment loads would change 
river channel stability; specifics depend not only on changes in 
inputs but also on the channel's proximity to a change in 
threshold. A channel at the boundary between braided and 
meandering would be more sensitive to change than one with a 
clearly defined, meandering channel. An upland channel might 
be most sensitive to changes in the supply of sediments from 
adjacent hillslopes, whereas a lowland channel would be more 
sensitive to changes in sediment loads from upstream. 

Extreme events are most important in triggering channel 
change (Newson and Lewin, 1991). Given an increase in the 
frequency of extreme events (Section 10.4), the location of 
channel instability and sites of erosion and sedimentation 
should change, although this will depend greatiy on local chan
nel characteristics. Changes in channel geomorphology should 
be greater in unconstrained alluvial channels, owing to their 
more dynamic geomoфhology, than in constrained channels 
on or near bedrock. However, as noted by Newsom and Lewin 
(1991), "The interactions between river channel change, sedi
ment transport, climatic and hydrological fluctuations, and 
human activities are so complex that a simplistic response 
model relating moфhological response to alternative climate-
change scenarios is just not practical at present." 

10.6. Lake and Stream Biology 

This section considers the potential effects of thermal and 
hydrologie changes on biological rates, hfe histories, and repro
duction, and resulting changes in geographic distribution and 
biodiversity, as well as possible adaptations to chmate change. 

Inland waters are perhaps most sensitive to landscape-level 
effects of climate change and as such serve somewhat as 
"canaries" for effects on landscapes. Effects are difficult to dis
sect into their components because lakes and streams aggregate 

many other influences of human activity. Lakes and streams, as 
well as weflands (see Chapter 6), integrate many human and 
natural events occurring on the landscape. Streams, in a sense, 
are the arteries of the continents; lakes and wetiands are the 
integrative sensors of changes in climate, pollution, and land 
use (Degens e t a l . , 1 9 9 1 ) . The effects of climate change on ter
restrial systems, such as vegetation (see Chapter 1) and land 
use, are transmitted to and accumulate in freshwater ecosys
tems. Ecological responses of freshwater to climate change 
wiU be exacerbated by other anthropogenic changes. 

CUmate scenarios used in many of tiie references cited in this 
section (and in Section 10.5) differ from the most recent IPCC 
scenarios. Analyses of climatic warming effects from earlier sce
narios may overestimate effects, compared with new analyses 
with more recent scenarios. Previous IPCC 2 x COj scenarios 
suggested globally averaged mean annual temperature increases 
of 1.5° to 4.5°C (IPCC, 1992)—about twice die values from cur
rent IPCC scenarios with ramped models and the effect of 
atmospheric aerosols. Nonetheless, the climate warming effects 
described in this section are reasonable in direction, if not in 
magnitude. Current scenarios also suggest that warming will be 
greater in fall/winter and at night during summer than at other 
times. Regional differences in future climatic change will be 
important, and GCM-based global scenarios still do not provide 
adequate regional scenarios. Regional warming may be consid
erably less than or greater tiian globally averaged warming. 

1 0 . 6 . 1 . T h e r m a l Effects o n B i o t a 

Extteme water temperatures can kiU organisms. More moderate 
water temperahire variations conttol physiological rates and behav
ioral performances, and influence habitat preference (e.g., for fish: 
Fry, 1947,1971). Given that species have varying tolerance ranges 
for temperature, shifts m temperature can produce changes hi 
species composition that can affect tiie overall productivity of mdi-
vidual freshwater ecosystems and tiieir utihty to humans. 

Direct effects of climatic warming on the productivity, life his
tory, and reproduction of organisms in streams and lakes wUl 
result primarily from increases in average water temperatures 
and growing season, increases in winter water temperatures 
and a shorter winter period of cold water or freezing, and 
increases in maximum summer water temperatures. Indirect 
effects of wanning on productivity and life history include 
changes in hydrology, especially of extreme events (Section 
10.6.2), and in vertical mixing (Section 10.5.4). In streams, 
ecological effects should be strongest in humid regions where 
stteamflows are less variable and biological interactions con
ttol organism abundance (Poff and Ward, 1990). Warming 
effects should be strong in smaU, mid-latitude streams where 
large groundwater discharges curtentiy maintain relatively low 
maximum water temperatures in summer, as well as in mid-lat
itude and high latitude streams that experience large increases 
in annual degree days. Direct thermal effects on lake organisms 
should be greatest at higher latitudes where the largest changes 
in temperature are expected. 
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1 0 . 6 . 1 . 1 . F r e s h w a t e r I n v e r t e b r a t e s 

Production rates of plankton and benthic invertebrates increase 
logorithmically with temperature, with rates increasing gener
ally by a factor of 2-4 with each 10°C increase in water tem
perature, up to about 30°C or more for many organisms (Regier 
et a l , 1990, and citations therein). Macroinvertebrate produc
tion rates increased by 3 to 30% per 1°C rise in mean annual 
water temperature in a comparison of 1,000 stream studies at 
mid- to high latitudes (Benke, 1993); annual macroinvertebrate 
production increased and production-to-biomass ratio increased 
by 3 to 25%. 

Regier et a l . (1990) posit that increases in primary production, 
zooplankton biomass, and fish yields with temperature indicate 
that the thermal effects of warming wil l superficially resemble 
eutrophication (increasing production from increased nutri
ents). The effects of these temperature-dependent changes 
would be least in the tropics, moderate at mid-latitudes, and 
pronounced in high latitudes. Such increases assume that as 
temperatures warm, warmer-water assemblages replace the 
cooler-water ones because in most cases individual species do 
not continue to increase over the entire temperature range. 

Ecosystem production-to-respiration (P:R) ratios decUne with 
warming because respiration increases more rapidly with tem
perature than photosynthesis does. Even though the photosyn
thetic rates of many algae increase with temperature—at least 
up to about 25° to 30°C (Davison, 1991)—ecosystem primary 
production may increase little because nutrient concentrations 
and light availability often limit algal production, and these 
factors also change with climate change. Respiration rates 
increase with temperature at both the organism and ecosystem 
levels. At average levels of light and biomass, ecosystem P:R 
ratio in Arizona declines from 3.0 at 19°C to 1.6 at 30°C 
(Busch and Fisher, 1981). In Ontario, Canada, the P:R ratio of 
stream communities on stone surfaces declines from 4 at 4°C 
to 0.5 at 28°C (Rempel and Carter, 1986). A drop in P:R ratio 
tends to reduce the average mass of benthic organic matter 
and/or the export of organic matter downstream (Carpenter et 
a l . , 1992). Higher rates of microbial respiration with higher 
temperatures suggest that food resources for invertebrates 
feeding on seasonally available detritus from tertestrial vege
tation might increase in the short term following its input to 
streams. However, higher microbial respiration rates wiU 
increase organic-matter decomposition rates and may shorten 
the period over which detritus is avaüable to invertebrates 
(Rempel and Carter, 1986). 

Temperature has strong influences on virtuaUy aU physiologi
cal and Ufe-history parameters (Table 10-2). That is the reason 
for increases in secondary production rates witii temperature. 
These dh:ect effects can be used with zooplankton as indicators 
of biotic vitality in systems undergoing changes in climate. At 
stressful temperatures, survival and reproduction decline while 
mortality and development times increase (Roff, 1970; Herzig, 
1983; Orcutt and Porter, 1983; Cowgill et a l , 1985; Jamieson 
and Bums, 1988). 

T a b l e 1 0 - 2 : Response of p h y s i o l o g i c a l c h a r a c t e r i s t i c s a n d 
processes of z o o p l a n k t o n a n d b e n t h i c i n v e r t e b r a t e s t o 
i n c r e a s i n g w a t e r t e m p e r a t u r e , based o n studies f o r w h i c h 
t e m p e r a t u r e r e m a i n s w e l l b e l o w t o l e r a n c e l i m i t s . 

Effect of Increasing 
Process Temperature 

Life-Stage Development Faster 
Reproduction Rate Greater 
Ingestion Rate Greater 
Growth Rate Greater 
Respiration Rate Greater 
Mortality Rate Lower 
Generation Times Shorter 
Generations per Year More 
Average Body Size Smaller 
Production:Biomass Ratios Greater 

Sources: Lei and Armitage, 1980; Vidal, 1980; Ward and 
Stanford, 1983; Woodward and White, 1983; Sweeney, 1984; 
Sweeny et a l , 1986; Rempel and Carter, 1987; Short et a l , 
1987; Jamieson and Bums, 1988; Maier, 1989; McLaren et 
a l , 1989; AbduUahi, 1990; Moore and Folt, 1993; Moore et 
a l , 1995a; Hogg et a l , 1995. 

Communities in mid-latitude stteams dominated by groundwater 
springs and seepages are particularly susceptible to climatic 
warming because summer water temperatures are low in these 
stteams and because increases in groundwater temperatures wiU 
be approximately equal to increases in average annual air tem
perature for the region. Thermal optima for many cold-water taxa 
from the mid- and high latitudes is less than 20°C; summer tem
peratures may exceed thermal tolerances and reduce production. 
The growth rate of the stonefly { L e u c t r a n i g r a ) in the U K increas
es with temperattire in experiments up to about 20°C, but survival 
is reduced by 67% and egg production by 90% at temperatures 
between 12 and 16°C (Elliott, 1987). In Pennsylvania, experi
mental increases in stteam temperature during autumn—from 
ambient, near 10°C, to about 16°C—are letiial to 99% of stone-
fly { S o y e d i n a c a r o l i n e n s i s ) larvae (Sweeney and Vannote, 1986). 

Changes in the temporal pattem of warming may have signifi
cant and surprising effects because temperature is a cue that 
stimulates both the production and the release from dormancy 
of zooplankton over-wintering stages (Korpelainen, 1986; 
Stirling and McQueen, 1986; Sullivan and McManus, 1986; 
Marcus, 1987; Hairston et a l , 1990; Hairston, 1996; Chen and 
Folt, 1996). Warming events in autumn could alter the timing 
or occurrence of resting stages, thus potentially causing the 
loss of an entire cohort or population and the reduction of eggs 
in the "seed bank." Resting eggs of the copepod { E p i s c h u r a 
l a c u s t r i s ) are stimulated to hatch prematurely in autumn by 
raising temperatures above 15°C (Chen and Folt, 1996). 

Invertebrates that can reproduce asexually may be buffered 
from local extinction at high temperature because they have 
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populations comprising clones with different thermal toler
ances. Electrophoretically distinguishable winter and summer 
clones of D a p h n i a m a g n a from a single pond exhibit large dif
ferences in responses to temperatures of 25 and 30°C 
(Carvalhoe, 1987; LaBerge and Hann, 1990). Winter clones die, 
whereas summer clones survive and reproduce. This seasonal 
phenotypic variation in thermal response may increase the abil
ity of these species to adapt. Other species are more likely to go 
extinct. Glacial relicts (some cold-water species) often lack 
resting stages and have poor dispersal capabilities. If excessive 
warming ehminated an entire cohort one year, resting stages 
would not be available in the sediments to reestablish the pop
ulation the next year—and local extinction would resuh. Local 
extinctions are more likely when warm summer temperatures 
and anoxia erode the hypolimnetic refuge required by particular 
species (DadsweU, 1974; Stemberger, 1996). 

More-persistent thermal stratification of lakes with warming 
(Schindler, 1990; DeStasio e t a l , 1996) could reduce secondary 
productivity. Greater anoxia in the hypolimnion (Section 
10.5.4) may ehminate a refuge from prédation or from thermal 
stress. Warmer epilimnetíc temperatures could decrease the 
nutritional quahty of edible phytoplankton (Soeder and Stengel, 
1974; Ahlgren et a l . , 1990; Moore et a i , 1995,1996) or shift die 
species composition of the phytoplankton community toward 
less-preferable cyanobacteria and green algae (George and 
Harris, 1985; Tilman et a l . , 1986; Moore et a i , 1995a). 

Temperature increases can reduce the availability of more-
nutritious foods for stream invertebrates as well. Water tem
peratures exceeding 20-25°C reduce diatom taxa (more nutri
tious) and increase green algae and cyanobacteria (less nutri
tious) (Patrick, 1969; Lamberti and Resh, 1983). 

1 0 . 6 . 1 . 2 . F i s h 

Body growth and behavioral performances such as swimming 
ability and foraging success (Bergman, 1987) are controlled by 
temperature, as are the hatching success of eggs and survival of 
larvae (Edsall, 1970; Colby and Nepsy, 1981); all are maxi
mum at some intermediate optimum temperature. In North 
America, freshwater fish have been grouped into three broad 
thermal groups—called cold-water, cool-water, and warm-
water guilds—^based on temperature differences in these opti
ma (Hokanson, 1977; Magnuson e t a l , 1979). As temperatures 
warm, the performance of each species increases or decreases 
depending on which side of the optima the temperature began; 
if dispersal is possible in a heterothermal habitat, each species 
will have a greater tendency to move into or out of the habitat. 

Fish in all three thermal guilds grow faster in 2 x CO2 c l i 
mate/lake thermal structure/fish growth simulations for the 
Laurentian Great Lakes in North America (Hil l and 
Magnuson, 1990), given the assumptions that increased food 
is available to meet higher metabolic rates and that cooler 
water refuges are available. For Lake Erie, cold water with 
sufficient oxygen would not likely be available in the 

hypoUmnion after a warming of this extent (Section 10.5.4), 
so the assumption of refuges is not always reasonable; for 
Lakes Michigan and Superior, the assumption is reasonable. 
(Shallow, unstratified lakes and larger rivers would not be 
expected to have thermal refuges.) Increased prey appears 
likely with warming of this extent based on cortelation mod
els with inter-lake comparisons of primary production, zoo-
plankton biomass, and fishery yields (Regier et a l . , 1990). 

Population simulations for smallmouth bass ( M i c r o p t e r u s 
d o l o m i e u i ) under a 2 x CO2 climate in the Laurentian Great 
Lakes (Shuter in Magnuson, 1989a) included thermal effects 
on reproduction, hatching success, and growth at all life stages. 
Simulations were made for warmer (Erie), intermediate 
(Huron), and colder (Superior) lakes. Wanning in the models 
produced greater young-of-year survival in the intermediate 
and cold lakes but no change in the warm lake; in all lakes, 
warming produced an earlier age of maturation, greater young-
of-year growth, a longer growing season for adults, greater 
year-class strengths, and larger fishable populations. Similar 
results would be expected for sea lamprey ( P e t r o m y z o n m a r i -
nus) in the Laurentian Great Lakes based on the effects of tem
perature on hatching success and growth (Holmes, 1990)— 
except that sea lamprey are a problem there, and considerable 
funds are spent for lamprey control. 

Warmer winter temperatures would increase the winter sur
vival of warmer-water fish and decrease the reproduction of 
fish that require a cold period for normal gonadal development. 
Because climate scenarios suggest that warming will be greater 
in winter than in summer, such influences may be significant 
for populations at tiie high- or low-latitudinal edges of their 
ranges. Winter survival would be enhanced for young-of-year 
white perch { M o r o n e a m e r i c a n a ) at the northern edge of their 
range in the Laurentian Great Lakes (Johnson and Evans, 
1990). Increases in mean annual temperature from logging 
activities in a British Columbia (Canada) stream also resuh in 
earlier emergence of salmon fry, and a lengthened growing sea
son—and, as a resuh, increased over-winter survival rates 
(Holtby, 1988). Warmer winter temperatures are not beneficial 
for all fish because low winter temperatures for sufficient peri
ods are required for normal gonadal maturation in some 
species (Jones et a l . , 1972). For yellow perch—a cool-water 
fish—the highest percentages of viable eggs produced were 
93% after over-wintering at 4°C, 65% at 6°C, and 31% at 8°C. 

1 0 . 6 . 1 . 3 . C o n t a m i n a n t A c c u m u l a t i o n 

Warming of lakes could increase the occurtence of methyl mer
cury in lakes and the accumulation of mercury in fish. In lake 
ecosystems, methylation is positively and demethylation nega
tively related to water temperature; the ratio of methylation to 
demethylation increases with temperature (Bodaly et a l . , 
1993). In six lakes, 70-80% of the variation in size-adjusted 
mercury concentrations in fish are associated with temperature: 
in cisco ( C o r e g o n u s a r t e d i ) , northern pike { E s o x l u c i u s ) , wall
eye { S t i z o s t e d i o n v i t r e u m ) , and yellow perch, but not for two 
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bottom-feeding fishes, the white sucker ( C a t o s t o m u s commer-
s o n i ) , and lake whitefish ( C o r e g o n u s c l u p e a f o r m i s ) . Mercury 
concentrations are not associated with other physical or chem
ical properties of the lakes. 

Heavy metals and pesticide accumulation are greater at higher 
water temperatures (Reinert et a l . , 1974). In-depth treatment of 
these processes may be found in Wood and McDonald (1996). 

Indirect effects of climatic warming on contaminant accumula
tion in freshwater plankton are likely to occur as well. 
Predicted water-chemistry changes, such as a decrease in DOC 
concentrations, may result in a decrease in chemical binding 
capacity, as hypothesized by Schindler (1996)—thus causing 
biotic effects of toxins to increase (Council and Miller, 1984; 
Moore et a l , 1995, 1996). 

1 0 . 6 . 1 . 4 . I c e a n d S n o w m e l t Effects 

Ice cover in lakes and streams is expected to decrease with cli
matic warming (see Chapter 7). Reduced durations of ice cover 
are expected under scenarios with 2 x COj chmates; at the low
est latitudes where ice now occurs seasonally, ice is not expect
ed to form at all in many winters (DeStasio et a l . , 1996). 
Observed ice durations decreased markedly during a 20-year 
period of warming in central North America (Schindler et a l . , 
1990). In the Antarctic Dry Valley, ice cover has thinned for 
some of these permanently ice-covered lakes. Lake Hoare 
thinned by 20 cm/yr over a 10-year period beginning in 1977; 
ice cover is now 3.5 m thick (Wharton et a l , 1992). Because 
light attenuation by the ice is a major hmiting factor, these ch
mate-related changes are expected to cause shifts in the biota of 
lakes with substantial periods of ice cover (Doran et a l , 1994). 

In the Laurentian Great Lakes, loss of winter ice cover results in 
year-class failure of lake whitefish, because the eggs incubate 
over the winter and increased turbulence and winter mixing 
reduce thek survival (Brown and Taylor, 1993). On Grand 
Traverse Bay, Lake Michigan, the number of winters without ice 
cover has increased in recent years (Assel and Robertson, 1995). 
If this trend continues—as is expected with greenhouse warm
ing— t̂he lake whitefish are expected to dechne in abundance. 

In shallow lakes and the backwaters of large rivers, a decrease 
in ice-cover duration and especially the absence of ice cover 
would reduce the winter anoxia common at mid- to high lati
tudes. This could be countered somewhat by lower water lev
els, which reduce water volumes under the ice and increase the 
likelihood of winter ki l l . Winter ki l l of fish, owing to loss of 
oxygen under the ice, is a common occurtence in North 
America and northem Europe; this severe event greatly influ
ences the fish assemblage stixicture (Tonn, 1990). Small, shal
low lakes in midwestem North America that are anoxic in win
ter and presently have assemblages dominated by the central 
mud minnow { U m b r a Umi) would be expected to change to 
ones dominated by northem pike and largemouth bass (Tonn et 
a l , 1990) without ice cover and winter anoxia. In northem 

Europe, assemblages presently dominated by cracian carp 
{ C a r a s s i u s c a r a s s i u s ) would be expected to change to ones 
dominated by European perch { P e r c a f l u v i a t i l i s ) , roach 
{ R u t i l u s r u t i l a s ) , and other species. 

1 0 . 6 . 2 . H y d r o l o g i c a l Effects o n B i o t a 

1 0 . 6 . 2 . 1 . Streams 

The largest effects of climate-induced changes in hydrology on 
productivity in streams and rivers will result from reduction in 
stteamflows predicted for mid-latitudes, changes in the amount 
and form of winter precipitation and the timing of snowmelt at 
high elevations, and increases in the magnitude or frequency of 
extreme events (e.g., floods, droughts). 

Reduced stteamflows produced by lower precipitation and/or 
increased evapottanspkation would increase the probabihty of 
intermittent flow in smaller stteams. Drying of stteambeds for 
extended periods reduces ecosystem productivity because the 
aquatic habitat is restricted, water quality is reduced (e.g., 
expanded hypoxia), and intense competition and prédation 
reduce total biomass (Fisher and Grimm, 1991; Stanley and 
Fisher, 1992). Intermittent stteams in Austtalia and the south
westem United States have invertebrate communities dominated 
by organisms with resistant life stages and short life cycles 
(Boulton and Lake, 1992; Gray, 1981). Recovery of benthic 
invertebrates with the resumption of flow can be slow. More tiian 
4 months were requked for recovery of macroinvertebrate bio
mass following two 12-hour periods of stteambed drying in the 
Colorado River caused by dam operations upstteam (Blinn et a l , 
1995). Effects of drought also can be delayed. Effects of reduced 
recraitment during a drought in an Austtalian stream were not 
observed until the following year (Boulton and Lake, 1992). 

For perennial mnoff streams (Poff and Ward, 1989), the poten
tial for intemnittent flow may be particularly great in relatively 
humid climates that have low baseflows owing to low ground
water discharges; nearly one-half of such stteams in the eastem 
and southeastem United States may become intermittent with 
only a 10% decline in annual ranoff (Poff, 1992). A 1 4 % dechne 
in average annual precipitation for Alabama is projected to 
resuh in declines of 50-60% in minimum 7-day stream flows 
(Ward et a l , 1992)—greatly increasing the possibility tiiat 
perennial streams will become intermittent, even in this rela
tively humid region, because groundwater storage is limited. 

Reduction in stteamflow is likely to reduce the productivity of 
large flood-plain rivers and low-gradient streams dependent 
on periodic flooding. Inundation of flood plains provides 
expanded food-rich habitat and sources of organisms and 
organic matter for river ecosystems (Welcomme, 1979; Junk 
et a l , 1989; Meyer, 1990). Fish yields are 1.5 to 4 times 
greater in river-flood plain systems than in equivalent systems 
without flood-plain inundation (Bayley, 1995). Inputs of 
organic carbon from flood-plain wetiands account for about 
80% of the metabohsm in the main channel of a low-gradient 



H y d r o l o g y a n d F r e s h w a t e r E c o l o g y 3 4 9 

stream in Georgia (Meyer and Edwards, 1990). Because 
organisms in flood-plain rivers and streams are adapted to reg
ular flooding cycles, reduction in flood frequency should have 
greater effects than increases in flooding. A record flood had 

little effect on Mississippi River biota, but the absence of a 
flood during a drought year caused substantial short- and 
long-term changes in plant and invertebrate communities 
(Sparks et a l , 1990). 

Box 10-3. Flood and Drought in Aridland Streams 

In aridland steeams, biomass and productivity are limited severely by both flood scouring and stream drying (Grimm and 
Fisher, 1992; Grimm, 1993). Small changes in precipitation may produce large increases in flow variability because 
runoff response to precipitation is nonUnear (Dahm and Molles, 1992). Longer periods of drought and more-intense 
storms may produce severe streambank and channel erosion because aridland riparian vegetation is sensitive to the avail
ability of water, and unvegetated soils are highly erodible (Grimm and Fisher, 1992). 

Changes in the timing of flood and drought may be more important than changes in the annual averages. In the Sonoran 
Desert of Arizona, stream communities may be shaped by flash floods and subsequent colonization dynamics; biotic inter
actions, such as competition for a limiting resource; or morphometric and state changes associated with drought—shrinking 
ecosystem boundaries and eventual loss of surface water (Figure 10-7). These controlling processes are important because 
tiiey shape community stmcture, instantaneous and annual primary and secondary production, and nutrient retention. 

The contribution of each controUing process to the system's state depends on the temporal pattern of flooding rather than 
on the total annual discharge. In years with floods evenly distributed in time, drought effects are rare and biotic interac
tions are moderate. When between-flood periods are long, biotic interactions become more important and drought condi
tions characterize a substantial proportion of the year (Fisher and Grimm, 1991). In Sycamore Creek, annual mnoff in 
1970 was equivalent to 1988 but occurred as two flash floods compared to eight in 1988. Consequentiy, drought dynam
ics influenced the ecosystem during 76% of 1970 but only 29% of 1988; benthos colonization, succession, and rapid 
growth and reproduction were prevalent during 55% of 1988 but only 16% of 1970 (Grimm, 1993). 

Changes in long-term processes also are important. Catchment-derived fluxes of nitrogen to desert streams are higher in 
floods tiiat occur after several years of low precipitation (Grimm, 1992), presumably owing to accumulation of nitrate in 
soils during droughts. Century-scale arroyo-cutting episodes alter drainage pattems, drain wetlands, and shape stream chan
nels (Hastmgs and Tumer, 1965). SmaU changes m atmospheric circulation pattems exert large effects on the occurrence, 
timing, and magnitude of convective storms on the Sonoran Desert and thus the flow variability of its streams and rivers. 
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Increases in flow variability should produce larger effects than 
changes in mean flow. Large floods scour the beds of small 
streams and rivers, flushing organisms and detritus down
stream and depressing biomass and productivity for some time. 
New Zealand stteams with more-frequent high flows had lower 
algal biomass and presumably lower primary production than 
those with more stable hydrographs (Biggs and Close, 1989). 

Streams in arid regions such as the Sonoran Desert of Arizona 
are particularly susceptible to climate-induced changes in flow 
variability (see Box 10-3). 

1 0 . 6 . 2 . 2 . Lakes 

Changes in lake water levels (Section 10.5.2; Figure 10-4) 
have large effects on nearshore biotic assemblages. In Lake 
Titicaca, South America, submerged macrophytes experience 
significant mortality when water levels change more rapidly 
than they can adapt (see Dejoux and litis, 1992). In Lake 
Kinneret in the Middle East, changes in inshore ecosystems 
occur with rapid water-level fluctuations, even though upper 
and lower water levels are regulated; the lake is a major reser
voir of Israel's freshwater supply. A 4-m water-level decline in 
Kinneret reduces the stony belt around the lake by 30-94% 
(Gafny et a i , 1992), and the httoral slope changes from steep 
to slight (Gasith and Gafny, 1990). During low lake levels, 
wave action affects more areas of soft sediment than at high 
lake levels, resulting in short-term effects on water quality 
(Gafny and Gasith, 1989,1993). Emergent vegetation develops 
in areas with gentle slope (Gasith and Gafny, 1990). The com
munity of fish breeding in the littoral zone switches from dom
inance by fish that spawn on stones to those that spawn on sand 
(Gafny et a l . , 1992). This may aiïect year-class sttength of the 
primary planktivorous fish and eventually the entire food web. 
A warmer and drier climate in the Middle East would exacer
bate such changes in inshore aquatic communities. 

With declining water levels, lakes might in the short term 
become more separated from their bordering wetiands. A num
ber of lake fish use these wetiands for spawning and nursery 
areas (Brazner and Magnuson, 1994). Northem pike, which 
spawn in flooded sedge meadows in early spring and whose 
young remain for about 20 days after hatching (Becker, 1983), 
would be especially damaged by low spring water levels. 

Connectivity among lakes would be decreased by the cessation of 
flow in connecting streams in some lake districts, which could 
influence community stixicture and rates of extinction and inva
sion. For shallow, ice-covered, winter-kiU lakes, loss of stteam 
connections can eliminate access of seasonal migrants such as 
northem pike to adjacent deeper lakes during the winter. Loss of 
access would eliminate pike from shallow-lake assemblages, and 
the assemblage would shift toward species more tolerant of low 
oxygen and intolerant to northem pike prédation (Lodge, 1993). 

Large water-level changes characteristic of inland waters 
(Section 10.5.2; Figure 10-4), especially when exacerbated by 

climate change, have costiy effects on urban and agricultural 
coastlines. 

In 1986, agricultural and residential lands surtounding Lake 
Titicaca became inundated. At the highest water levels, people 
living in river valleys adjacent to the lake had to move upslope 
and switch their transport from connecting roads to boats. When 
the waters receded, the lower elevations began to be used only 
for agricultural purposes. The costs to adapt to future changes 
in water levels are $120 million for the first 5 years, based on a 
plan developed with the help of the European Community 
(Autoridad Binacional Autónoma de la Cuenca del Sistema 
TDPS, 1994). For Lake Michigan, bluff erosion during storms 
at high water results in property loss that includes destiuction of 
residential and other shoreline developments. A n extensive 
study concludes that the cost of controUing water level on all 
five Laurentian Great Lakes would be prohibitively expensive. 
Costs associated with adaptation to 2 x CO2 water-level scenar
ios also are high. Changnon et a l . (1989) estimate that increased 
dredging of harbors for a rather small length of Lake Michigan 
shoreline, including Chicago, would cost $138 to $312 million 
if water levels dropped by 1.25 to 2.5 m. Measures such as low
ering docks, extending water supply sources and stormwater 
outfalls added anotiier $132 to $228 milUon. 

These examples demonstrate that water-level fluctuations at 
present and from climate-change scenarios can be large for 
lakes. Adaptation to, rather than conttol of, such large changes 
appears to be a common historical resuh in widely different 
settings and cultures. Such changes challenge the ability of 
human and natural communities to adapt and, in some cases, 
may be prohibitively expensive (see Chapter 12). 

1 0 . 6 . 3 . Species D i s t r i b u t i o n s a n d B i o d i v e r s i t y 

With climate warming, the poleward movement of freshwater 
communities wil l be at least as dramatic as the poleward 
movements of terrestrial vegetation (see Chapter 1). Extinctions 
and extirpations (local extinctions of species found elsewhere) 
wil l occur at the lower latitude boundaries of species distribu
tions; where possible, poleward migrations wil l occur at the 
higher latitude boundaries of species distributions. Within 
geographic ranges, cool- and cold-water assemblages wiU be 
reduced in many rivers and shallow, unstratified lakes and 
ponds; suitable thermal habitat in many deep, stratified lakes 
wil l increase for warm-, cool-, and even cold-water organisms 
(see also Chapter 16). 

Biodiversity increases from high to low latitudes (for fish, see 
Nelson, 1984; for stteams, see Allan and Flecker, 1993). One 
might think that climatic warming, with adequate time, would 
increase the species diversity of many groups of organisms in 
mid- and high latitudes. In North America, species densities of 
fish in quadrates 1° latitude by 1° longitude are better corte-
lated with the climatic factors of the quadrates than with the 
latitude or longitude of the quadrates (Hocutt and Wiley, 
1985). Species density increased with temperature and 
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decreased with aridity, but temperature and aridity together 
accounted for only 38% of the variation in species density. 
These general associations for large regions provide little 
information about the decade to century influences of climate 
warming on the biodiversity of individual waters. Interaction 
with more local conditions and local species distributions wil l 
be more informative. 

1 0 . 6 . 3 . 1 . Edges of G e o g r a p h i c Ranges 

Species extinctions and extiфations wil l occur at the lower lat
itude boundaries of distributions if summer temperatures 
increase in streams and shallow, unstratified lakes and ponds 
and cooler-water refuges are not available. In the southem 
Great Plains of the United States, summer water temperatures 
of 38-40°C already approach the letiial limits (less than 40°C) 
for many native stream fish, most of which are minnows 
(Matthews and Zimmerman, 1990). Fish aggregate in slightly 
cooler shaded waters of pools and tributary streams (32-35°C); 
this crowding induces various stresses, including overexploita
tion of prey resources. These wide, slow-moving streams have 
no high-altitude refuges; they flow to the south or east, making 
escape poleward unlikely. If a 3-4°C warming occurs, many 
endemic species could become extinct. 

Biogeographic distributions of aquatic insects are centered 
around species' thermal optima (Vannote and Sweeney, 1980). 
Climatic warming would shift the optimum temperatures 

poleward and eliminate species near their lower latitude limits. 
In North America, a 4°C warming is projected to shift stream 
thermal regimes—and potentially the center of species distrib
utions—about 640 km northward (Sweeney et a l . , 1992). 

At the higher latitude boundaries of species' distributions, 
organisms should be able to migrate poleward with climate 
warming, provided the new habitats are accessible through 
connecting waters. In North America, a 4°C increase in air 
temperatures is sufficient to move the simulated ranges of 
smallmouth bass and yellow perch northward across Canada 
by about 5° latitude, or about 500 km (Shuter and Post, 1990). 
These simulations include the entire life cycles and seasonali
ty in both thermal and biological models. 

1 0 . 6 . 3 . 2 . W i t h i n G e o g r a p h i c Ranges 

With projected chmatic warming, stream fish habitats are pre
dicted to decline across the entire United States by 47% for 
cold-water, 50% for cool-water, and 14% for warm-water 
species, independent of influences from other climate-related 
changes such as reduced stream flow (Eaton and Scheller, 
1996). Only a few warm-water fish—bluegill, largemouth 
bass, channel catfish ( I c t a l u r u s p u n c t a t u s ) , and common carp 
{ C y p r i n u s carpió)—increase markedly in these simulations 
(Figure 10-8). These simulations assume that waters mix from 
surface to bottom and local thermal refuges do not exist. 
Scenarios are derived from air-temperature simulations across 
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Figure 10-8: Changes in percentage of sites suitable for cold-, cool-, and warm-water fish at 1,700 U.S. Geological Survey stream sites 
across the United States, under a CCC GCM 2 x COj scenario. Each point is a species plotted against its maximum thermal tolerance. 
Analysis and definitions are from Eaton and Scheller (1996). 
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the United States with a 2 x CO2 climate and a 0.9 factor to 
convert ak to stream temperatures. 

Heterogeneous thermal habitats can provide thermal refuges. 
In laboratory gradients, most freshwater fish spend two-thirds 
of their time within a 4°C range and all of their time within a 
10°C range around their preferred optima (Magnuson et a l . , 
1979; Magnuson and DeStasio, 1996). This ability allows them 
to seek out survivable or optimum temperatures in lakes and 
streams that are thermally heterogeneous. In summer, stream 
fish can move to higher elevations (Rabel et a i , 1996), to 
reaches closer to groundwater sources (Meisner, 1990), or to 
shaded cooler areas (Matthews and Zimmerman, 1990); in 
thermally stratified lakes, fish can move downward to deeper, 
cooler waters (Magnuson and DeStasio, 1996). 

In mountain streams of Wyoming, habitat loss is predicted for 
cold-water fish even with small increases in temperature 
(Rabel et a i , 1996). A n increase of 1°C reduces skeam habitat 
for cold-water fishes by 7-16%, 2°C by 15-26%, 3°C by 
24-39%, 4°C by 42-54% and 5°C by 64-79%. Remaining 
enclaves of cold-water fish would exist as smaller fragmented 
populations, with an increased probability of extinction from 
ecological disturbances such as fire or drought (AUendorf and 
Waples, 1987; Mills and Smouse, 1994). 

Biotic interactions for stteam invertebrates also intensify as 
flows decline or stteams dry; mobile organisms are concentrated 

into smaller areas, resulting in intense prédation and competition 
and potentially a loss of some taxa and diversity (Carpenter et 
a l . , 1992; Grimm, 1993). 

In deep, thermally sttatified temperate lakes, thermal habitat 
generally increases with 2 x CO2 scenarios of global warming, 
not only for warm- and cool-water flsh, but also for cold-water 
fish (Magnuson et a l . , 1990; DeStasio et a l . , 1996; Magnuson 
and DeStasio, 1996) (Figure 10-9). Similar increases are pro
jected in smaller and larger lakes in Wisconsin for warm- and 
cool-water fish, but results were equivocal among G C M sce
narios for cold-water fish in the smaller lakes. Increases 
occurred because the length of the growing season increased 
and because fish could move to deeper, cooler waters when 
surface waters exceeded preferred temperatures. Deep-water 
thermal refuges for cold-water fish are maintained in model 
projections over large latitudinal ranges (McLain et a l . , 1994), 
assuming that deep-water oxygen is sufficient. 

Changes in deep-water oxygen and other habitat variables may 
prevent cold-water fish from occupying their thermal niches in 
a warmer and drier climate (Magnuson and DeStasio, 1996). 
Increases in water clarity can deepen the thermocline of small 
lakes, so that deep cold waters are significantly reduced in size 
(see Sections 10.5.3 and 10.5.4 and Box 10-2), and dissolved 
oxygen may be reduced in deep waters (see Section 10.5.4 and 
Figure 10-7). Other relevant analyses exist for northem pike in 
impoundments (Headrick and Carline, 1993), striped bass in 

Figure 10-9: Simulated changes in thermal habitat in small (Crystal and Sparkling) and large (Michigan, Mendota, and Trout) stratified 
temperate lakes for cold- (10 and 15°C), cool- (гЗ^С), and warm-water (28°C) fish under a 2 x CO2 climate with four GCMs (GFDL, CCC, 
GISS, and OSU), as modified from Magnuson and DeStasio (1996). 
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Box 10-4. Genetic Response to Warming 

Genetic variability in mayflies of eastem North 
America decreases to the north; thus, populations for 
which global warming may be most pronounced are 
least-equipped genetically to adapt (Sweeney et a l . , 
1992). Many species of mayflies are weak dispersers 
and may be unable to move rapidly enough to keep up 
with poleward migration of isotherms (Sweeney et a l . , 
1992). Increasing temperatures and associated ecologi
cal changes may tax their abihty to adapt. 

Some aquatic invertebrates show high genotypic vari
ability with little differentiation among sites; others 
vary greatly among sites but exhibit litfle genetic vari
ability within a site. Hogg et a l . (1995) tested the 
hypothesis that populations with little genetic variabili
ty would fare less well in a changing environment than 
those with more genetic variability. The amphipod 
H y a l e l l a azteca disperses poorly but has high genetic 
variation; a stonefly, N e m o u r a t r i s p i n o s a , has flying 
aduhs but low genetic variation. On one side of a split 
southem Ontario stream, temperature was raised year-
round by 2.0-3.5°C for 3 years. Total invertebrate 
fauna was reduced by this treatment, but neither H . 
azteca nor N . t r i s p i n o s a declined, although they did 
show life-history changes. Under warm conditions, the 
amphipod bred two months earlier and the stonefly 
emerged two weeks earlier at slightiy smaller sizes. 
The authors postulate that endemic populations with 
poor dispersal abilities would suffer the long-term con
sequences of enviromnental warming. 

reservoirs (Coûtant, 1985, 1987), and anadromous salmon 
(Crawshaw and O'Connor, 1996). 

1 0 . 6 . 3 . 3 . G e n e t i c A d a p t a t i o n , D i s p e r s a l , a n d I n v a s i o n s of 
E x o t i c O r g a n i s m s 

Rates of climate warming are hkely to exceed rates of genetic 
adaptation for some local populations of aquatic invertebrates, 
as well as the rate of natural dispersal of warm-tolerant popu
lations that might be expected to replace them (see Box 10-4). 
Similar projections can be made for fish. Genetic variation in 
critical and chronic thermal maxima has occurred in separated 
populations of largemouth bass (Fields et a l . , 1987), but ther
mal preference has not changed among populations 
(Koppelman et a l . , 1988). Crawshaw and O'Connor (1996) 
speculate—from mammalian studies and similarities between 
fish and mammal thermoregulatory anatomy and processes— 
that genetic shifts in thermal preferences of fish might be fast 
under certain conditions. 

The lack of suitable north-south migration routes (drainages) 
may limit dispersal, as well as replacement of cold-water fauna 
with warmer-water fauna. If dispersal rates of arriving warm-
water species are low in freshwaters with declining cold-water 
taxa, the biomass and productivity of the community would be 
reduced with climate warming, at least initially, because range 
shifts may lag behind changes in thermal regimes (for stieam 
invertebrates, see Sweeney et a l . , 1992). This problem would 
be most restrictive for taxa that are less vagil (e.g., aquatic 
insects with fragile or short-lived adult stages) and for isolated 
freshwater ecosystems such as closed-basin lakes and stieams. 
Isolation would be less severe for organisms that can be carried 
by the wind, such as very small organisms (e.g., algae and 
microbes) and those with small resting stages (e.g., cladocer-
ans and rotifers), or for organisms with flying adults such as 
many aquatic insects. Fish dispersal (Magnuson et a i , 1989b; 
Tonn et a l . , 1990) would be more restiicted to water courses, 
transport by humans, or even rare extreme events (Dennis and 
Wolff, 1992) such as tomadoes. 

Dispersing organisms arriving for the first time in a new 
ecosystem are exotic (new) to that system. Such invading 
species often interact with existing species in unexpected 
ways. Invasions of exotics can disturb the existing community 
stracture and the productivity of species of value to humans. 
Rates of species invasion would increase poleward as condi
tions warm (Mandrak, 1989). These invasions can hasten 
changes associated with climate warming by increasing the 
rate of decline of existing species (Lodge, 1993) and add to the 
uncertainty (Magnuson, 1976) of predicting the effects of cU
mate warming. 

1 0 . 6 . 3 . 4 . O b s e r v e d Changes i n B i o d i v e r s i t y 

Long-term observations as weU as observed paleolimnological 
changes in orgattisms and in chemical conditions recorded in 

lake sediments can suggest the kinds of responses of freshwa
ter biodiversity to future changes in climate. 

Lake sediments accumulate over time and can contain an inter
pretable record of the history of the lake's biota from the 
remains of diatoms, chrysophytes, zooplankton and other 
aquatic invertebrates, and, rarely, even fish. A variety of organ
isms have been examined for use in inferting changes in cli
mate; they explicitly indicate changes in lake biota in response 
to climate change. Diatoms appear to be the most sensitive 
indicators of past lake conditions; they are being used to exam
ine the history of lakes in closed basins (Juggins et a l . , 1994) 
and water levels (Gont et a l . , 1988). They have been used to 
examine changes in the duration of ice cover (Smol, 1988). As 
a consequence of habitat specificity related to temperature 
(Douglas and Smol, 1995), they may be sensitive indicators of 
increases in temperature, especially in the high Arctic. Diatom 
communities respond to changes in saUnity (Fritz et a l . , 1993) 
that result from changes in precipitation or ranoff Diatoms 
respond to a number of environmental conditions, and they are 
sensitive to light and nutrient availability (Kilham et a l , 1996). 
Diatoms and chrysophytes have been especially responsive to 
past changes in cUmate and cUmate-induced changes in water 
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chemistry (Battarbee et a l . , 1990; Bradbury and Dean, 1993; 
Gumming et a l , 1993; Davis et a l . , 1994; Smol and Dixit, 
1990). 

In natural thermal gradients of streams and in experimental 
streamside channels, the total number of algal species increas
es with temperature up to 25-30°C, then declines above 30°C 
as many diatom species are replaced by fewer species of green 
algae and cyanobacteria (Patrick, 1971; Squires et a l . , 1979; 
Lamberti and Resh, 1983). Phytoplankton biodiversity 
increased slightly over a 20-year period of warmer and drier 
weather in a Canadian Shield lake (Schindler et a l . , 1990). 

The greatest biodiversity is expected at intermediate distur
bance regimes; thus, large increases or reductions in flood fre
quency or size in streams (Ward and Stanford, 1983; Reice, 
1994) or severity of winter ki l l in lakes (Tonn and Magnuson, 
1982) can alter diversity. Analyses of streams in Wisconsin and 
Minnesota and in New Zealand indicate that fish communities 
are simpler and comprise more generalist species in streams 
with more-variable hydrologie regimes (Poff and Allan, 1995; 
Jowett and Duncan, 1990). 

Increases in the frequency or severity of droughts may affect 
biodiversity in streams more than increases in the size of flood 
events because droughts result in longer-term habitat loss. Sharp 
reductions in the diversity of stream invertebrates followed dry 
years in arid streams of Arizona (Stanley and Fisher, 1992) and 
Aushralia (Boulton et a l . , 1992). Even i f streams do not become 
intermittent, extended periods of low flow would reduce the 
diversity of organisms intolerant of reduced water quality 
(Chessman and Robinson, 1987; Boulton and Lake, 1990). 
Despite short-term reductions in densities and biomass, floods 
do reduce prédation pressure and lessen competition and thus 
can increase species diversity (Dudgeon, 1993; Grimm, 1993). 

1 0 . 6 . 4 . A d a p t a t i o n s t o Changes i n C l i m a t e 

1 0 . 6 . 4 . 1 . L a n d Use: C a t c h m e n t , R i p a r i a n / F l o o d P l a i n 

In smaller streams and rivers, augmentation and protection of 
riparian vegetation will provide shade and reduce the negative 
effects of warming. For the north-central United States, Stefan 
and Sinokrot (1993) estimate that the predicted summer rise in 
stream temperature wil l be 6°C higher if streamside vegetation 
is lost. In the southem United States, tiie rise in summer stream 
temperatures is primarily from increased radiation; predicted 
summer increases in water temperature can be reduced by at 
least 50% in the more humid regions with more riparian vege
tation (Cooter and Cooler, 1990). 

1 0 . 6 . 4 . 2 . H y d r o l o g i c a l Regime a n d W a t e r L e v e l 

Maintenance of existing flood plains and flood plain-river 
exchanges or restoration by removing barriers such as levees 
may help in some cases to detain water during flood events. 

reducing flood peaks in downstream areas. Flood plains are 
vital to reducing flow variability and flood peaks in river basins. 

Restoration of river and stream channels to more-natural mor
phologies would mitigate some negative effects of climatic dry
ing and reduced flows. Natural moфhologic features such as 
meanders and variable channel topography with deeper pools 
provide temporary refuges for organisms intolerant of reduced 
water depths or streambed drying. Permanent pools are critical 
refuges for many species when flow ceases in intermittent 
streams (Wilhams and Hynes, 1977; Boulton and Lake, 1992). 

The already large water-level changes of lakes will be exacer
bated and in most regions will be in the direction of lower lev
els. Shoreline stmctures and facilities, water intakes, and waste 
discharge wiU need to be extended or rebuih. Human popula
tions in most cases will begin to use the newly exposed lands 
for agriculture, habitation, and recreation and wil l have to 
retreat when water levels rise—with loss of property uses and 
values (see Chapter 12). 

1 0 . 6 . 4 . 3 . H e a t - L o a d i n g I n t e r a c t i o n s w i t h N u t r i e n t a n d 
T o x i c Wastes 

Climate changes that produce higher water temperatures and 
lower flows and water levels will increase the negative effects 
of wastewater and thermal effluents on freshwater ecosystems. 
Because warmer temperatures make lakes and streams more 
productive—in a sense, more eutrophic in their behavior—it 
may be necessary to reduce alternate causes related to unwant
ed or nuisance production. Among the options would be to fur
ther decrease the loading of nutrients such as phosphorus and 
nitrogen from sewage treatment plants or to reduce leakage 
from diffuse agricultural and urban sources. Human adapta
tions that reduce these effluents—such as recycling or land 
application of wastewater effluents where appropriate—and 
increased use of recirculating cooling systems with cooling 
towers could help. Because the accumulation of many toxic 
substances in the freshwater food web is greater at higher tem
peratures, it also may be necessary to further reduce the release 
of these contaminants or further constrain the ingestion of con
taminated fish by humans. 

1 0 . 6 . 4 . 4 . B i o l o g i c a l M a n a g e m e n t : H a r v e s t , Removals, 
I n t r o d u c t i o n s 

Zoogeographic responses to the loss of livable habitat at lower 
latitudes and gains in hvable habitat poleward could be assist
ed by moving organisms poleward where wartanted. Although 
this might save species that are about to be extiфated or go 
extinct at lower latitudes and expand the ranges at higher lati
tudes into suitable habitat, the introduction of these species into 
new habitats will not necessarily be successful. Two problems 
can be anticipated. First, these species may not establish viable 
populations in many cases, and the species may be lost before 
the consequences of introductions become predictable. Second, 
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if tiiey do establisli a population they may negatively impact 
existing species already under stress from climate warming or 
emigrate into other connected freshwaters and exert unwanted 
effects there. A common effect of introductions in freshwaters 
is the extinction of existing species. This also may have nega
tive influences on existing uses of the freshwater ecosystem for 
fishing and other purposes that rely on water quality. 

10.7. Research Needs 

Further research is needed to reduce the level of uncertainty in 
hydrological and freshwater ecosystem impact assessments, 
focusing mainly on developing credible change scenarios. 
Specific areas requiring improvements follow: 

• The accuracy of and reductions in the discrepancies 
between G C M simulations at the regional scale 

• The understanding and modeling of land-atmosphere 
exchange processes at a range of spatial and temporal 
scales 

• The understanding of the effects of CO2 emichment on 
plant water use in natural settings at the catchment scale 

• Methods for defining credible scenarios for changes 
in weather patterns leading to flood and drought, 
including stochastic weather generators and nested 
regional climate modeling 

• The understanding and modeling of hydrological sys
tems under nonstationary climatic conditions, which 
involve the maintenance and enhancement of moni
toring networks; the development of methods for the 
acquisition of spatially distributed estimates of state 
variables such as soil moisture, évapotranspiration, 
and infiltration by remote or inexpensive direct mea
surements; and the development of credible hydrolog
ical models with climate-invariant parameters 

• The understanding of the effects of the E l Nino/Southern 
Oscillation (ENSO) and other large-scale atmospheric 
features on hydrological characteristics, and the changes 
caused by global warming. 

There is a need to reverse the decline in climatic, hydrological, 
and ecological monitoring networks and services in many 
countries, particularly coupled precipitation and streamflow 
monitoring in small catchments that provide whole-system 
indices of changes in evapottanspiration. Continuing decline 
will make the detection of climate change impossible in many 
parts of tiie world and prevent the production of credible 
hydrological scenarios. 

Research needs in freshwater ecology related to climate change 
include approaches to a predictive understanding of long-term, 
slow changes and processes with time lags greater than one year 
that determine the regional and local behavior of land/water 
ecosystems. The most important general needs follow: 

• Long-term research and monitoring of key physical, 
chemical, and ecological properties (particularly water 

temperature and mixing properties; concentrations of 
nutrients, carbon, and major ions; acid/base status; and 
populations of key organisms) and processes (e.g., pri
mary production, organic matter decomposition) 

• Comparative studies of populations or ecological 
processes across latitudinal and hydrologie gradients 
and system types 

• Paleo studies using sedimentary records of climate-
sensitive parameters aimed at a more complete inte
gration of paleohydrology and paleoecology trends, 
pattems, and future expectations 

• Whole-system experiments altering the thermal, 
hydrological, or mixing regimes in small lakes and 
streams, including whole catchments, or in large-scale 
mesocosms (e.g., lake enclosures, artificial stream 
channels) to determine the responses of organisms 
and processes to projected climate changes 

• Testing whole-catchment and regional approaches to 
improve predictive understanding of integrated 
land/water systems. 
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EXECUTIVE SUMMARY 

Introduction 

Climate change will have d i r e c t impacts on economic activity 
in the industry, energy, and transportation sectors; impacts on 
m a r k e t s f o r goods a n d services; and impacts on the n a t u r a l 
resources on which economic activity depends. Activities 
directly sensitive to climate include construction, transporta
tion, offshore oil and gas production, manufacturing dependent 
on water, tourism and recreation, and industry that is located in 
coastal zones and permafrost regions. Activities with markets 
sensitive to chmate include electricity and fossil fuel production 
for space heating and air conditioning, construction activity 
associated with coastal defenses, and transportation. Activities 
dependent on climate-sensitive resources include agroindustries 
(food/drink, forestry-related activity, and textiles), biomass pro
duction, and other renewable energy production. 

The overall effect of climate change in the industry, energy, and 
transportation sectors will be the aggregation of a large number 
of varied individual impacts. The interconnectedness of eco
nomic activity means that many of the impacts are indirect and 
wiU be transmitted by hansactions within and between econom
ic sectors. Energy, water, and agricultural products in particular 
wiU transmit climate sensitivity through the economic system. 

Findings 

There is generally a high level of confidence concerning the 
sensitivities of specific activities to given changes in given cli
mate variables. Reliable climate scenarios describing climate 
variables, apart from temperature, do not exist at the regional 
level, however. There is, therefore, a low level of confidence 
about the direction as well as the magnitude of some climate 
impacts when uncertainties about climate change at the region
al level are taken into account. 

Certain components of the industry/energy/transportation sec
tors display a greater degree of sensitivity to climate than does 
the sector as a whole. 

• There is a high level of confidence that agroindustries 
that depend on products such as grain, sugar, and rub
ber are vulnerable to changes in precipitation patterns 
and the frequency and intensity of extreme weather 
events. Agroindustry is of relatively greater signifi
cance in many developing countries where, together 
with agriculture, it constitutes the bulk of economic 
activity. In areas with low agricultural productivity and 

high population densities, climate change could have a 
significant effect on the production of biomass (i.e., 
living matter that can be burned to meet energy needs). 

• There is a high level of confidence that hydroelectric 
production will be influenced by changes in precipita
tion and water availability. There is low confidence 
conceming whether these changes wiU be beneficial 
or otherwise because much depends on the relation
ship between seasonal patterns of precipitation and 
electricity demand in specific regions. 

• It is certain that higher temperatures resulting from 
climate change will reduce energy needs for space 
heating and increase those for air conditioning. There 
is a low level of confidence conceming the balance 
between these changes. For example, one study of the 
United States concluded that energy needs could fall 
by 11% with a 1°C rise in temperature. Another con
cluded that electricity demand would increase by 
4-6% with a rise of 3 . T C . 

• There is a high level of confidence that sea-level rise 
will increase the cost of protecting transportation infra-
stincture and industiial plants located in coastal regions. 
Coastal protection wiU provide a market opportunity for 
the constraction mdustiy. 

• There is a high level of confidence that climate 
change will increase the vulnerability of infrastruc
tures located in permafrost regions. 

• There is a high level of confidence that skiing seasons 
will shorten with consequent impacts on some local 
economies. There is also a high level of confidence that 
sea-level rise wiU affect tourism in beach resort areas. 

Although the energy, industry, and transportation sectors are of 
great economic importance, the climate sensitivity of most 
activities is low relative to that of agriculture and natural 
ecosystems, while the capacity for autonomous adaptation is 
high, as long as climate change takes place gradually. The life
times of most assets are short compared to projected time 
scales for chmate change. Consumer goods, motor vehicles, 
and heating and cooling systems will be replaced several times 
over the next half century. Even medium-life assets such as 
industrial plants, oil and gas pipehnes, and conventional power 
stations are likely to be completely replaced, though there will 
be less opportunity for adaptation. Additional difficulties and 
costs could arise with long-lived assets, including some renew
able energy projects and residential buildings. 

The technological capacity to adapt to climate change will be 
realized only if the necessary information is available and the 



institutional and financial capacity to manage change exists. 
Autonomous adaptation cannot be relied upon, and govern
ments may have to set a suitable policy framework, dissemi
nate information about climate change, and act directly in rela
tion to vulnerable infrastructures. Many developing countries 
are dependent on single crops or on fishing and therefore are 
econoinically vulnerable to chmate change through impacts on 
agroindustry. Diversifying economic activity could be an 
important precautionary response that would facilitate success
ful adaptation. 

Context 

In comparison with natural ecosystems and agriculture, little 
work has been carried out on hnpacts and adaptation in the indus
tty, energy, and ttansportation sectors. The literature on adapta
tion and adaptation policies is particularly sparse. This partly 
reflects the perception that chmate sensitivity is low and tiiat 

adaptation could take place autonomously. Much of the attention 
of the policy and research communities has been focused on mit
igation actions m tiie energy and ttansportation sectors. 

Research on climate impacts has focused largely on developed 
rather than developing countries, even though the latter have 
less diversified economies that may be more vulnerable to cU
mate change. Within the developed countries, work has 
focused on a smaU number of impacts, notably the possible 
effects of cUmate change on energy demand. This may reflect 
the availability of research tools as much as priority-setting. 

Further research would be assisted by the generation of climate 
scenarios covering a fuller range of variables at the regional 
level. There is a need to broaden the scope of work to cover a 
wider range of activities (for example, agroindustry) and a 
wider range of countries, especially developing countries. 
Studies that begin to draw out the interdependence of econom
ic activities in relation to climate would be particularly helpful. 
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11.1. Introduction 

This chapter reviews Uterature addressing the potential impacts 
of climate change on the energy, industry, and transportation 
sectors and the associated capacity for adaptation. The chapter 
begins by considering broad issues relating to impacts and 
adaptation in the three sectors. It moves on to a more precise 
definition of the sectors, identifying their economic importance 
and the more important climate sensitivities. There foUows a 
general overview of the different types of studies that have 
been conducted and the range of methodologies that have been 
used. The largest part of the chapter is devoted to a detaUed 
review of this literature. For this puфose, activity is classified 
according to three types of climate sensitivity: activities with 
markets that are sensitive to climate, activities and processes 
that may be directly affected by climate change, and activities 
that are dependent on climate-sensitive resources. 

A wide range of individuals and organizations will be affected 
directly or indirectly by climate change in the energy, industry, 
and transportation sectors. These include: 

• Individuals in their role as consumers or citizens 
• Businesses, operating over a wide range of scale and 

technological sophistication, which may be privately 
owned or ran as state enteфrises 

• Policymakers concerned with land-use planning and 
the development of transportation, energy, or industtial 
infrastractures that may be affected by climate cUange 

• Policymakers making high-level decisions about the 
adequacy of poUcies to deal with cUmate change and 
the appropriate balance between adaptation and miti
gation strategies. 

Because global warming and other climatic changes will result 
from the impact of past economic activity, the first three groups 
will be affected by cUmate change independently of current 
and future mitigation actions. This chapter is aimed at the 
needs of these groups. The needs of policymakers who are 
responsible for balancing mitigation and adaptation strategies 
are addressed, especially in Chapter 6, The S o c i a l Costs of 
C l i m a t e C h a n g e : Greenhouse D a m a g e a n d t h e B e n e f i t s of 
C o n t r o l , and Chapter 7, A G e n e r i c Assessment of Response 
O p t i o n s , in the IPCC Working Group III volume; Nordhaus 
(1993) also addresses these issues. 

replacement of equipment and infrastracture. On the whole, 
the lifetimes of assets in the energy, industry, and transporta
tion sectors are short compared to the timescales for change 
projected using cUmate models. Table 11-1, based on Skea 
(1995), shows that, over the 60-70 years during which COj 
concentrations in the atmosphere might double, many short
lived assets such as consumer goods, motor vehicles, and 
space heating/cooling systems wil l be replaced several times, 
offering considerable opportunities for adaptation. Even medi
um-life assets such as industrial plants, oil and gas pipelines, 
and conventional power stations are likely to be completely 
replaced over such a timescale, though there wil l be less 
opportunity for adaptation. 

More difficulties could arise with long-lived assets such as cer
tain residential buildings and infrastracture. Some assets (for 
example, a dam or a tidal barrage) have a design life of more 
than a century. Long-lived assets may need to function in a cli
mate for which they were not designed. Infrastracture may be 
modified during its lifetime, however. For example, roads, port 
facilities, or coastal protection constraction may be rebuilt peri
odically while retaining the same location and basic function. 
Rebuilding or upgrading offers substantial opportunities to 
adapt to changing climate conditions. Even medium-life assets 
such as power stations may be modified substantially during 
their hfetime—for example, by changing the fuel inputs, 
improving efficiency, or adding pollution control equipment. 

The technological capacity to adapt to climate change will be 
realized only if the necessary information is avaUable; enter
prises and organizations have the institutional and financial 
capacity to manage change, and there is an appropriate frame
work within which to operate. In this respect, autonomous 
adaptation cannot necessarily be relied upon. Governments 

T a b l e 1 1 - 1 . Examples of asset lifetimes i n t h e energy, i n d u s t r y , 
a n d t r a n s p o r t a t i o n sectors ( b a s e d o n Skea, 1 9 9 5 ) . 

Short Life (up to 15 years) 
Conventional light bulb up to 3 years 
Cooking stoves in developing countries 2-3 years 
Consumer goods 5-10 years 
Motor vehicles 10-15 years 
Space heating boilers/an conditiomng systems up to 15 years 
Fuel supply contracts up to 15 years 

1 1 . 1 . 1 . A d a p t i n g t o C l i m a t e C h a n g e 

Adaptation to a changed climate may occur through the actions 
of individuals and enteфrises, or it may be stimulated by poli
cies promoted by those concerned with planning and infra
stracture development. "Autonomous adaptation," i.e., action 
taken by individuals and enteфrises on their own initiative, 
may reduce the need for explicit adaptation poUcies. 

The technological capacity to adapt to climate change depends 
partly on the rapidity of climate change and the rate of 

Medium Life (15-50 years) 
Industrial plant 10-30 years 
Renewable energy projects (e.g., solar energy) 10-30 years 
Commercial/residential buildings 20-30 years 
Conventional power plant 30-50 years 

Long Life (>50 years) 
Older residential buildings 
Infrastracture 

(roads, railways, port facihties) 
Tidal barrage 

50 years plus 
50-100 years 

or longer 
120 years 
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may have a role in terms of disseminating information about 
cHmate change, setting policy and regulatory frameworks for 
individual actions, and acting directly to protect vulnerable 
infrastructure. 

Rapid sea-level rise or changes in climate (Horgan, 1993) 
would limit the scope for autonomous adaptation, put consid
erable strain on social and economic systems, and increase the 
need for explicit adaptation policies. 

A good indicator of the capacity for climate adaptation is the 
importance of the climate signal in relation to other pressures 
for change in the sector concerned. How do the pressures of 
chmate change compare with those of changing demographics, 
market conditions, technological innovation, or resource deple
tion? Over periods of half a century or more, many sectors will 
change beyond recognition, while others may disappear com
pletely. New products, markets, and technologies will also 
emerge. A n industry coping with other, more significant 
changes may be able to adapt easily to climate change. 

Different regions of the world vary greatly in their capacity to 
adapt. More vulnerable regions include those with less access 
to new technology, those that rely heavily on single sources of 
energy, and those dependent on single crops or on fishing. It 
has been argued (National Academy of Sciences, 1992) that 
poverty makes people more vulnerable to change and reduces 
their flexibility to respond. Both individuals and institutions in 
developing countries are likely to have less capacity to adapt to 
a changed climate. If climate change takes place gradually and 
if the potential impacts of climate change are allowed for in the 
development process, then the prospects for successful adapta
tion will be enhanced. Diversifying economic activity could be 
an important precautionary response that would facilitate suc
cessful adaptation to climate change. 

Individuals and activities can adapt to climate change by 
migrating towards other climate zones, even if this involves 
crossing national frontiers. The migration of economic activity 
could be regarded as a successful adaptation to climate change. 
Policymakers at the national level, however, wiU be concerned 
about the balance of economic activity and autonomous adap
tation actions that affect this activity. 

I I . 1 . 2 . Adaptation and M i t i g a t i o n 

Although the balance between adaptation and mitigation strate
gies is not the focus of this chapter, mitigation is a key concem 
in the energy sector. Energy plays a pivotal role in the assess
ment of chmate change since fossil fuel combustion is one of 
the most important sources of greenhouse gas emissions. The 
energy sector is therefore likely to be one of the main targets 
for poUcies and measures aimed at mitigating climate change. 
Climate change, however, will also modify pattems of energy 
demand and industrial activity and, hence, greenhouse gas 
(GHG) emissions. As a result, the amount of mitigation 
action required to reach any given target for either emissions 

or concentrations of GHGs wül be altered. At the same time, 
mitigation actions wil l themselves modify the impacts of cli
mate on the energy sector—for example, by stimulating 
switches to more or less cUmate-sensitive energy resources. 

A fully consistent treatment of the industry, energy, and trans
portation sectors would require an "integrated" approach to the 
assessment of impacts/adaptation and mitigation. Such 
approaches are now beginning to be developed (for example, 
Dowlatabadi and Morgan, 1993; Cohan et a l , 1994), but few 
studies take account of feedbacks w i t h i n the energy sector. For 
the most part this chapter, of necessity, ignores interactions 
between impacts/adaptation and mitigation actions. 

11.2. Characteristics and Sensitivities of the Sectors 

Energy, industry, and transportation together cover a wide 
range of economic activity. Using the intemational standard 
industrial classification (ISIC) of all economic activities 
(United Nations, 1990) as the basis for definition, the sectors 
cover: manufacturing; mining and quarrying; electricity and 
gas; constmction; transport, storage, and communications; and 
tourism and recreation. 

Among the activities covered in this chapter is agroindustry— 
the processing of agricultural products into forms that make 
them suitable for meeting final consumer demands. Food, tex
tiles, and paper are examples of agroindustry. Agriculture, 
forestry, and fishing, however, are not included. Most of the 
service sector is not sensitive to climate change, and there are 
few references in the literature. Notable exceptions are tourism 
and recreation, which are covered in this chapter, and insur
ance, which is covered in Chapter 17. 

The "energy sector" is spread across a range of ISIC activities 
and includes: coal, oil, and natural gas production; coke man
ufacture, refined petroleum products, and nuclear fuel; and 
electricity generation, electricity and gas transmission, and dis
tribution. Biomass fuels and renewable energy are also cov
ered. Transportation is a major component of the world econo
my, accounting for 10-20% of gross domestic product (GDP) 
in most countries. Transportation is growing rapidly; it now 
accounts for approximately one-fifth of CO2 emissions from 
fossil fuel use (Lashof and Tirpak, 1990). 

The sensitivity of industry and energy to chmate change is wide
ly believed to be low in relation to that of nahrral ecosystems and 
agriculture, while adaptability is high (National Academy of 
Sciences, 1992; Nordhaus, 1993). Different branches of industry, 
however, vary considerably in then: climate sensitivity. Broadly 
speaking, sectors that are high up the manufacturing chain or are 
directly dependent on primary resources (agroindustties, renew
able energy) display greater sensitivity than do sectors further 
down the manufacturing chain—^for example, engineering. The 
interactions and interdependence of various activities and sys
tems have been emphasized by some (National Academy of 
Sciences, 1992; footnote), particularly in relation to adaptive 
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actions. Little work has been carried out that 
explores these interactions and interdepen-
dencies, though some prelmiinary studies 
have been carried out (Scheraga et a i , 1993). 

The magnitude of climate impacts is a func
tion of both the severity of the impact and 
the importance of the affected sector 
(National Academy of Sciences, 1992). 
Table 11-2 shows both the contribution of 
industry to total economic output in differ
ent regions of the world and the contribu
tion of different sectors to industrial output 
(UNIDO, 1993). Broadly speaking, devel
oping countries are less reliant on industry 
than are developed countries, but climate-
sensitive industrial sectors such as energy 
and food make a relatively greater contri
bution to economic output in developing 
countries. The greater importance is reflect
ed even more strongly in terms of employ
ment (UNIDO, 1993). The number of peo
ple working in the food industry in devel
oping market economies rose from approx
imately 10.5 million in 1970 to 17 million 
in 1990. Between 1977 and 1989, the rate 
of growth in developing countries was 
5.3% per year as opposed to 2.0% per year 
in industrialized countries (Table 11-3). 

The diverse range of activities covered in 
this chapter is affected by a corresponding
ly wide range of climate variables (Table 
11-4). Temperature changes over daily and 
seasonal cycles are of key importance, but 
other relevant variables include precipita
tion, humidity, ground moisture, insola
tion, wind speed, storminess, and sea-level 
rise. Ideally, impacts and adaptation should 
be reviewed in the context of climate sce
narios covering a wide range of variables 
at the regional level. The uncertainties in 
present computer simulations of regional 
climate change, however, are too large to 
yield a high level of confidence. This, cou
pled with the sparse use of climate scenario 
frameworks in most impacts and adapta
tion work in the industry, energy, and trans
portation sectors, means that much of this 
chapter must be restricted to reviewing cl i
mate sensitivities. Recent climate scenar
ios can be used as benchmarks against 
which to judge reported sensitivities or the 
results of impact studies based on different 
climate assumptions. Many existing 
impact studies are based on assumptions 
about benchmark COj doubling that have a 
range of implications for specific climate 
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T a b l e 1 1 - 3 : E c o n o m i c i m p o r t a n c e of p r o d u c t i o n a n d employ
ment i n t h e f o o d i n d u s t r y , i n % ( U N S t a t i s t i c a l Office, 1 9 9 3 ) . 

Annual Annual 
Weight in Growth Growth 
Industrial Rate of Rate of 

Employment Employment Production 
Type of Economy (1990) (1977-89) (1977-89) 

World 15.5 1.5 2.6 
Developed 9.5 -0.4 2.0 
Developing 27.1 2.9 5.3 

variables, including temperature and precipitation. The fol
lowing key points highlight differences between current best 
estimates of climate change and assumptions that have often 
been made in the climate impacts literature: 

• Globally averaged temperatures, which would, for 
example, influence energy demand, are projected to 
rise by 0.15-0.25°C per decade. Many impact stud
ies, however, typically assume a 4.5°C increase by 
the middle of next century and need to be reviewed 
with more modest temperature increases in mind. 
Regional temperature changes may be greater or less 
than the mean. 

• Water availability and agroindustty could be affected 
by precipitation patterns. Precipitation is likely to 
increase throughout the year at high northem latitudes. 
In mid-latitudes, winters could be wetter, while sum
mers could be drier. Precipitation during the Asian 
monsoon season is likely to increase. 

• The frequency of extreme weather events has impli
cations for vulnerable infrastmcture in the energy, 
industry, and transportation sectors. There is little 
agreement on how storminess might change in a 
warmer world. There is growing evidence, however, 
that heavy rain events will become more frequent. 

• Sea-level rise could affect coastally located infra
structure. The current estimate of average global sea-
level rise is 25-70 cm for the year 2100, which is 
lower than the range presented by IPCC in 1990 and 
lower than the range assumed in many impact studies. 
Sea-level rise at the regional level could be as much 
as twice or as littie as half the global average. 

11.3. Overview of the Literature 

The sensitivity of the industry, energy, and transportation sec
tors to climate change has received less attention than has the 
sensitivity of natural ecosystems or agriculture. This reflects 
the perception that climate sensitivity is relatively low in the 
industty and energy sectors (National Academy of Sciences, 
1992) and the attention focused on the mitigation of climate 
change through the reduction of G H G emissions (see 
Chapters 19-22). 

1 1 . 3 . 1 . M e t h o d s 

The studies reviewed in this chapter address: 

• The sensitivity of specific activities to weather condi
tions or sea level 

• The potential impacts of climate change on a given 
sector or activity 

• The impacts of chmate change on a particular country 
or region 

• The broader economic impacts of climate change, 
typically by integrating the results of work on several 
sectors into a single macroeconomic model. 

While considerable progress has been made in developing pro
tocols for research on climate impacts (Carter et a i , 1994), 
most studies do not conform to these standards. The methods 
used in the studies vary considerably in scope and sophistica
tion. The studies do not yet provide a coherent picture of cli
mate impacts in the industry, energy, or transportation sectors. 

The studies vary greatiy in their use of climate and socioeco
nomic scenarios. Sensitivity studies make no use of scenarios 
but simply identify the effect, or the degree of autonomous 
adaptation, that a given climate stimulus would induce. Some 
studies have used an historic "analog" of anticipated climate 
change (Rosenberg and Crosson, 1991), while others (Smith 
and Tirpak, 1989) have used the results of scenarios generated 
by climate models. Many studies that use consistent climate 
scenarios estimate the effects of climate change on e x i s t i n g 
technology and pattems of economic activity. Such exercises 
have a heuristic value but cannot be taken as a prediction of the 
actual impacts of climate change because they do not take ade
quate account of the impacts of technological and economic 
changes unrelated to climate and the possibility of autonomous 
adaptation over timescales of decades. 

Only the most sophisticated studies use internally consistent 
scenarios for socioeconomic change as well as climate scenar
ios. The industry and energy sectors, however, will change sig
nificantly over the next half century. The process of economic 
development will result in changes in the scale, composition, 
and location of industrial activity. Technological change, 
changes in resource availability, and environmental constraints 
likewise will affect activity pattems. The great uncertainties 
attached to future pattems of activity are reflected in the range 
of socioeconomic scenarios that have been developed to 
describe, for example, future energy demand and supply 
(IPCC, 1992; Worid Energy Council, 1993a). The failure to 
take account of socioeconomic change is one of the greatest 
weaknesses of the impacts/adaptation literature relating to 
energy, industry, and transportation. 

1 1 . 3 . 2 . Biases i n t h e L i t e r a t u r e 

Research is biased toward specific world regions and sectors. 
Much of the literature is concemed with impacts in developed 
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energy, transportation, and other sectors, such as agriculture 
and human settlements. These interactions may transmit cl i 
mate sensitivities through the economic system and are critical 
to an understanding of the broader impacts of climate change. 
Table 11-5 splits economic activity into four broad sectors— 
energy, agroindustry, transport, and other sectors—which are 
subdivided further into narrower bands of activity. It identifies 
those classes of climate sensitivity to which each sector is sub
ject and gives a broad indication of the degree of sensitivity. 
The energy sector and agro-based industries show, in a qualita
tive sense, the greatest sensitivity. Since energy is an input to 
most other industrial activity, the impacts of climate change as 
reflected in energy costs wil l cascade through the industrial 
sector. Water (Chapter 14) is another important vector for 
transmitting climate sensitivity through an economy. 

M a r k e t s for consumption goods, intermediate goods, capital 
goods, and transportation services all may be affected by cli
mate change. The task of reinforcing coastal defenses in 
response to chmate change, for example, wil l fall on the con
struction industry. Changing flows of freight and passengers 
will affect investment in new transportation infrastructure. 
Climate change will influence pattems of energy demand and, 
consequently, the need for investment in power plant and other 

T a b l e 1 1 - 5 : Sectors s e n s i t i v e t o c l i m a t e . 

supply facilities. Consumer demand for clothing and beverages 
and, in some parts of the world, air conditioning equipment, 
will also be altered by climate change. 

E c o n o m i c a c t i v i t y directly sensitive to climate is found in the 
constmction, electricity, oil, gas, transportation, and water sec
tors. For oil and gas, offshore production is more sensitive than 
onshore production. In addition, some industrial activity is 
located in zones that are sensitive to climate change. Oil refin
ing and some types of power generation, for example, tend to 
be located in coastal zones in order to facilitate the transport of 
raw materials and products. Transportation is vulnerable 
through the effects of sea-level rise on coastal infrastmcture 
and the more direct effect of weather on operations. 
Constmctions in the permafrost regions are especially vulnera
ble to climate change. 

C l i m a t e - s e n s i t i v e resources on which industry is dependent 
include agricuhural, forestry, or marine products; water; ener
gy; and various raw materials. Among the sectors and activities 
that are affected are food, beverages, and tobacco; textiles, 
leather, and clotiiing; timber products; pulp and paper; renew
able energy; and sectors such as aluntinum that are heavily 
dependent on hydroelectricity. 

ISIC No. Markets Production Resources 

Energy 
Oil and gas production 11 - ** -
Oil refining 23 - * -
Electricity and gas 40 ** * ** 
Biomass N / A - - *** 
Hydropower, wind 40 - - *** 
Other renewables 40 - - * 

Agroindustries 
Food, beverages, tobacco 15,16 * - *** 
Textiles 17 * - ** 
Wood and products 20 - - * 
Pulp and paper 21 - - * 
Rubber 25 - - * 
Pharmaceuticals part of 24 - - * 

Transport 
Transport, storage. 
and communications 60-63 * * -
Other Industry 
Water industry 41 *** *** *** 
Constraction 45 * -
Tourism and recreation 55 + others *** — ** 

*** = Significant impact requiring adaptive response at a sttategic level. 
** = Modest impact requiring adaptive response. 
* = Minor impact. 
N/A= Activity not easily classified within ISIC. 
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11.4. Economic Activity with Climate-Sensitive Markets 

1 1 . 4 . 1 . E n e r g y D e m a n d 

The two uses of energy most sensitive to climate change are 
space heating and air conditioning in residential and com
mercial buildings and agricultural applications such as irriga
tion pumping and crop drying. Supply companies wil l adapt 
by changing the amount of new investment required to meet 
peak demand on electricity and gas networks and the compo
sition of investment that would most cost-effectively meet 
changed temporal patterns of demand. Many studies that 
assess the impact of climate change on building energy 
demand have been conducted. The majority focus specifical
ly on electricity markets. A smaller number of studies address 
energy demand in the agricultural sector and impacts on ener
gy supply investments. The impact of climate change on 
energy demand wil l be perceptible but modest in relation to 
the impact of factors such as changes in technology and pat
terns of economic activity. 

This chapter is primarily concerned with tiie consequences of 
climate change for the energy supply sector. Chapter 12 focus
es on the impacts of changed energy demand in buildings and 
their occupants. CUmate change also could lead to the increased 
use of air conditioning in motor vehicles; the resulting reduction 
in fuel efficiency is discussed in Section 11.5.2. 

1 1 . 4 . 1 . 1 . E n e r g y D e m a n d f o r Space H e a t i n g a r u i 
A i r C o n d i t i o n i n g 

1 1 . 4 . 1 . 1 . 1 . Space l i e a t i n g a n d a i r c o n d i t i o n i n g m a r k e t s 

The mix of energy sources used for space heating varies wide
ly from one region of the world to another but may include 
electricity, fossil fuels (coal, oil, or gas), or wood. Patterns of 
energy use in residential and commercial buddings are dis
cussed in Chapter 22 on mitigation options in human settle
ments. Among the key points are (Hall et a l . , 1993; Schipper 
and Meyers, 1992; Worid Energy Council, 1993a): 

• The significant use of biomass fuels in developing 
countries 

• The heavy use of coal in China, Poland, and otiier 
countries 

• The increase in natural gas use in Europe and Nortii 
America over the last 2 decades 

• A n increasing market share for electricity in new 
homes. • 

In the commercial sector, air conditioning accounts for a greater 
proportion of final energy demand than in tiie residential sector, 
due partly to internal heat gains from lighting, office equipment, 
and occupants. The use of air conditioning is stiU quite low in 
temperate regions of the world, though its use is growing 
because the use of electronic equipment is adding to internal 
heat gains and sealed buildings help to isolate occupants from a 

noisy or polluted envnonment (Herring et a l , 1988). The use of 
air conditioning is growing rapidly in a number of developing 
countries (Schipper and Meyers, 1992). As described in Chapter 
22, energy demand in buildings is growing rapidly in develop
ing countries and in countries with economies in transition but 
is virtually level in the industrialized world. 

1 1 . 4 . 1 . 1 . 2 . C l i m a t e s e n s i t i v i t y 

The factors determining the use of energy for space heating 
and air conditioning are discussed in Chapter 12 in relation to 
human settlements. Energy suppliers, particularly in the elec
tricity and gas sectors, are highly conscious of the link 
between energy demand and climate because peak capacity 
needs are determined for extreme weather conditions. In the 
U K , for example, where natural gas is the dominant heating 
fuel, annual send-out can vary by as much as ±10% because of 
variations in annual average temperature. In the U K , the cl i
mate-related variability of gas demand since the mid-1980s 
has been much larger than it was over the period 1950-85 
(British Gas pic, 1992). 

1 1 . 4 . 1 . 1 . 3 . The i m p a c t s of c l i m a t e o n energy d e m a n d 

Many national studies assessing the impact of climate change 
on energy demand have been carried out. The studies cover the 
United States as a whole (Linder et a l . , 1989; Niemeyer et a i , 
1991; Rosenthal, Gruenspecht, and Moran, 1995); Finland 
(Aittoniemi, 1991); the U K (Parry and Read, 1988; U K 
Climate Change Impacts Review Group, 1991; Skea, 1992); 
Japan (Nishinomiya and Kato, 1990; Kurosaka, 1991; Matsui 
et a i , 1993; Nishioka et a i , 1993); and New Zealand (Mundy, 
1990). Unpublished work on the former Soviet Union also has 
been carried out. Within the United States, there also have been 
a number of regional studies covering: Missouri, Iowa, 
Nebraska, and Kansas—"MINK" (Darmstadter, 1991); tiie 
Pacific Northwest (Wade et a i , 1989; Scott et a i , 1993); the 
Southeast and New York State (Linder et a i , 1989); and the 
Tennessee Valley (MUler and Brock, 1988). Some work has 
addressed specific categories of energy demand such as air 
conditioning (Milbank, 1989; Scott et a i , 1994). Chapter 12 
also considers some of these studies. 

Table 11-6 summarizes the results of regional and national 
studies that have sought to quantify the relationship between 
climate change and energy demand. Table 11-6 illustrates the 
great diversity in cUmate scenarios, time-frames, the focus in 
terms of fuels or specific energy end-uses, and the method
ologies used. Climate sensitivities have been deduced either 
from established statistical relationships between weather and 
energy demand or from projected climate-induced changes in 
physical parameters such as degree days. The merits of the 
two approaches are discussed in Chapter 12. Table 11-6 
demonsttates the sttong emphasis that has been placed on the 
study of impacts on electricity demand, probably because this 
issue is "directly analyzable" (National Academy of Sciences, 
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1992). Although the results of the various studies are very 
location-dependent, several broad themes emerge: 

• Fossil Fuel Demand—Climate change will cause the 
use of fossil fuels for space heating to decline. For 
example, a temperature increase of 1.3-2.9°C in the 
U K could reduce the demand for natural gas by 
7-20% in 2050 compared with demand without the 
effects of climate change (UK Climate Change 
Impacts Review Group, 1991). In the M I N K 
(Missouri, Iowa, Nebraska, Kansas) region of the 
United States it has been suggested that fossil fuel 
demand for space heating would decrease by 7-16% 
as a result of a temperature increase of 0.8°C 
(Darmstadter, 1991). 

• Electricity Demand—Whether electricity demand is 
likely to rise or fall as a result of climate change 
depends on the relative importance of space heating 
or air conditioning (Linder et a l , 1989). In areas with 
a high summer load associated with cooling, climate 
change will result in increased electricity demand. 
Conversely, where there is a high winter load associ
ated with space heating, demand is likely to fall. In 
some temperate zones, where air conditioning is 
growing in importance, it is not clear whether in the 
long-term the increase in demand for cooling will 
exceed the reduction in demand for heating (UK 
Climate Change Impacts Review Group, 1991). 

• Total Energy Demand—According to a study refer
ring to representative residential buildings conducted by 
the Japan Architecture Society (1992), temperature rise 
wiU lead to a reduction in energy consumption in 
Sapporo (43°N), whereas in Tokyo (36°N) the reduction 

of energy for heating in winter is balanced by an 
increase due to cooling in summer. At Naha (26°N), the 
overall energy load will be increased by 50 MJ/m^ due 
to a 1°C temperature rise. Rosenthal, Gruenspecht, and 
Moran (1995) concluded that a 1°C global warming 
would reduce total U.S. energy use associated widi 
space heatmg and ah conditioning by 1 petajoule (PJ), 
11% of demand, m the year 2010. Costs would be 
reduced by $5.5 billion (1991$). A 2.5°C global warm
ing would reduce total costs by $12.2 bilhon (1993$). 
This estimate accounts for the latitudinal and seasonal 
variations in warming but not for daily variations. 

• Peak Demand—In the U K , peak demand for heating 
fuels will dechne less than total annual demand, lead
ing to a reduced demand load factor. This would be 
due partly to a shorter heating season (UK Climate 
Change Impacts Review Group, 1991). The seasonal 
occurrence of the peak demand for electricity is an 
important factor. If peak demand occurs in winter, 
maximum demand is likely to faU, whereas if there is 
a summer peak, maximum demand will rise. The pre
cise effects are highly dependent on the climate zone 
(Linder and Inglis, 1989). Climate change may cause 
some areas to switch from a winter peaking to a sum
mer peaking regime. 

11.4.1.1.4. Impacts on investment i n e l e c t r i c i t y supply 

Fewer studies have estimated the possible impact of climate 
change on investment requirements in electricity supply. An 
exception is the "infrastracture" component (Linder and Inglis, 
1989) of the U.S. national climate effects study (Smith and 

T a b l e 11-6: Summary of results of studies r e l a t i n g c l i m a t e change to energy demand (based on B a l l a n d Breed, 1 9 9 2 ) . 

Study 
Country/ Temperature 
Region Change (°C) Date Method Coverage 

Change in Change in 
Annual Peak 
Demand Demand 

Aittoniemi, 1991 

Darmstadter, 1991 

Matsui, 1993 

Rosenthal, Graenspecht, 
and Moran, 1995 

Finland 1.2-4.6 

U.S. M I N K 0.81 2030 

Japan 

U S A 

Smith and Tirpak, 1989 U S A 

U K Climate Change U K 
Impacts Review Group, 
1991 

3.7 

2.2 

2050 

2010 

2055 

2050 

electricity 7-23% down 

degree days agriculture 
cooling 
heating 

electricity 

degree days space heating 
and cooling 

weather electricity 
analog 

degree days all energy 
electricity 

3% up 
<2% up 

7-16% down 

5% up 10% up 

11 % down 

4-6% up 13-20% up 

5-10% down 
1-3% down 
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Tirpak, 1989). The principal q u a n t i t a t i v e conclusions arising 
from that study, under one scenario based on large regional 
temperature rises in the range 3.4-5.0°C by 2055, were that: 

• By 2010, peak demand would increase by 29 
gigawatts (GW), or 4% of the basehne level for that 
year. For 2055, peak demand could be increased by 
181 GW, or 13% of the baseline level. 

• By 2010, additional investment in new capacity 
attributable to climate change would be 36 GW, or 
13% of the new capacity requirements in the baseline 
scenario. By 2055, the extra capacity needed could be 
185 GW, or 16% of new capacity requirements. 

• Cumulative generation costs could be 5% higher by 
2010 and 7% higher by 2050. 

Among the more qualitative conclusions regarding adaptation 
to climate change were that: 

• There could be a need for relatively more peaking, as 
opposed to baseload, capacity. 

• The generation fuel mix would be altered. 
• Different regional impacts could lead to more trans

fers of power from one area to another. 
• Construction requirements and greater levels of fuel 

use may cause further environmental damage. 

1 1 . 4 . 1 . 2 . E n e r g y D e m a n d i n A g r i c u l t u r e 

Changes in energy demand in agriculture will largely be driven 
by changes in the level of food production on existing land, 
especially in developing countries. Changes in energy inputs to 
fertilizers would be an important indirect impact. Chmate 
change, however, would have some direct impacts on energy 
needs. The M I N K study (Darmstadter, 1991) included some 
approximate estimates of the impacts of a 0.6-0.9°C tempera
ture rise on energy needs for irrigation pumping and crop dry
ing. Energy demand for pumping would rise by around 25%, 
while demand for crop drying would decline by around 10%. 
Irtigation pumping demand is likely to be more sensitive to 
changes in temperature than to changes in precipitation 
(Wolock et a l , 1992). Taking into account the proportion of 
agricultural energy demand associated with pumping and dry
ing, Darmstadter concluded that energy demand in agriculture 
in the M I N K region would rise by less than 3% as a result of 
climate change. This conclusion appears not to have been 
based on any specific assumptions about climate-induced 
changes in cropping pattems. 

1 1 . 4 . 2 . Space H e a t i n g / A i r C o n d i t i o n i n g Equipment 

Markets for air conditioning equipment are growing indepen
dently of climate change. A broader discussion wil l be found 
in Kempton (1992) and Andrews (1989). A small number of 
studies concerning the weather dependency of demand for air 
conditioners has been conducted. According to new work on 

pattems of electricity consumption cartied out by the Tokyo 
Electric Company (1994), for example, electricity consump
tion in the company's supply area rose exponentially during 
1990 when air temperatures exceeded 17°C, with most of the 
increase due to air conditioning. In Japan, sales of air condi
tioners tend to rise by 40,000 units per day of maximum tem
perature of over 30°C (Sakai, 1988). 

1 1 . 4 . 3 . Construction 

The constraction industry, which is very weather sensitive, 
embraces architecture, building, and civil engineering. The 
direct impact of climate change on constraction a c t i v i t y is 
addressed in Section 11.5. This section focuses on the impact 
of climate change on various types of constraction and on the 
level of demand for constraction work. 

The constraction industry carries out work both above and 
below ground in a wide range of terrains, some sheltered, oth
ers exposed. A variety of specific types of constraction, includ
ing port facilities, are needed in coastal zones. The constrac
tion industry also plays an important role in the development 
of river and other hydrological works. These include dams, 
water supply systems, and works that safeguard against risks 
such as flood and urban drainage failure. Other works are 
required to secure water quality. The industry is also responsi
ble for the civil engineering component, above and below 
ground, for land-based transportation systems such as roads, 
railways, oil/gas pipelines, and electric power lines, as well as 
airports. A l l of these works are climate sensitive. 

1 1 . 4 . 3 . 1 . C l i m a t e S e n s i t i v i t i e s 

The problem of assessing the impacts of likely climate change 
on constraction falls into two distinct parts (UK Climate 
Change Impacts Review Group, 1991): 

• The assessment of the likely impacts of climate 
change on existing constractions. Modifications need
ed to counter any unacceptably adverse effects of cl i
mate change must be identified. The appropriate tim
ing for modifications must also be decided. 

• The assessment of how current design practices might 
require modification. This assessment should also 
address design changes that could reduce future emis
sions of GHGs and other pollutants. 

The key climatic risks in relation to constractions are high wind, 
snow load, driving rain, thermal expansion, excessive rates of 
weathering, thawing of permafrost, and sea-level rise. In gener
al, risks are created by extreme values and events (for example, 
very high winds) rather than average conditions. Therefore, the 
use of climate models to predict changes in the magnitude and 
frequency of extreme events is a prerequisite for assessment 
work in this area. There are great uncertainties attached to the 
future frequency of extreme events at the regional level. Other 
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risks are associated with the increased vulnerability of timber 
and timber products to insect and fungus attack, the interaction 
of short wave radiation with cloudiness, and the impact of 
ambient temperatures on indoor climate (Page, 1990). 

1 1 . 4 . 3 . 2 . A d a p t a t i o n t o Sea-Level Rise 

The construction industry wil l be called on to implement adap
tation options associated with sea-level rise. The degree to 
which coastal infrastructure is at risk is described in Chapters 
9 and 12. Existing protective constructions, such as breakwa
ters and sea walls, will also be affected by sea-level rise. A 
number of examples serve to illustrate the likely consequences. 

Titus et а/. (1991) estimate that about 2,600 km^ of low-lying 
land in the United States may need to be protected from sea-
level rise. The cost would be $5-13 billion for a 50 cm rise— 
approximately the current best estimate for the year 2100—and 
$11-33 billion for a 100 cm rise. Dikes would not be used on 
barrier islands because of their narrowness and aesthetic con
siderations. As a result, 420 km2 of land on Atiantic Coast 
islands would need to be gradually raised. The cost of elevat
ing buildings would be $15 billion under the 50 cm sea-level 
rise scenario and $30 billion under the 100 cm scenario. 
Gradually elevating roads and other infrastructure may be 
cheaper than building dikes. This has very different implica
tions for the construction industry. 

Hata et a l . (1993) have assessed the impact of sea-level rise on 
Japanese fishing ports and adjacent coastlines. Quantitative 
analyses were performed for three different types of fishing 
ports assuming sea-level rises of 65 cm and 110 cm. It would 
be necessary to increase the height of the design wave and, 
consequently, the weight of breakwater stractures. Breakwater 
weight would need to be increased by more than a factor of two 
assuming a very high sea-level rise scenario of 110 cm. A n 
increase in the stractural buoyancy of loading wharves and sea 
walls would result in a loss of stabihty. In addition, loading 
activities and vessel mooring functions would be impaired. In 
some cases, the surtounding communities themselves would be 
subject to severe flooding. Kitajima et a l . (1993) have estimat
ed a cost of $92 bilhon for protecting Japanese ports, harbors, 
and adjacent coastal areas against sea-level rise. 

A n even greater amount of constraction activity might be 
required in Africa, where industry tends to be concentrated in 
capital cities, many of which are seaports (Tebicke, 1989). 

1 1 . 4 . 3 . 3 . B u i l d i n g D e s i g n a n d C l i m a t e C h a n g e 

The technology of building design and constraction will con
tinue to evolve over the next half century, permitting adapta
tion to changed climate conditions. In temperate zones, the 
use of air conditioning systems has grown (UK Climate Change 
Impacts Review Group, 1991). In principle, climate change 
would stimulate the wider introduction of air conditioning 

systems. In practice, however, this wil l be influenced by other 
changes in building design. The use of suitable design tech
niques could obviate the need for air conditioning systems in 
many buildings. 

A survey by the Japan Architecture Society (1992) identified 
the following impacts of climate change on urban planning and 
architecture: 

• The effect of wind, solar radiation, and air pollution in 
urban areas 

• The effect of temperature rise and wind upon archi
tecture, indoor chmate, and human adaptation 

• Effects on the thermal capacity of concrete, asphalt, 
and other building materials 

• Effect on the use of water in buildings. 

The greatest negative impacts on constractions are likely to 
arise from the interaction between sea-level rise and inland 
water hydrology. The impacts will be in vulnerable areas. The 
stability of foundations built on shrinkable soils would be 
affected by increased winter rainfall combined with drier sum
mer soil conditions. Southeastem England, for example, has 
many properties at risk (Boden and Driscoll, 1987). Building 
design codes, curtently based on historical climate records, 
may need to be changed in order to anticipate risks assessed in 
climate impact studies. 

1 1 . 4 . 4 . D e m a n d f o r T r a n s p o r t a t i o n 
I n f r a s t r u c t u r e a n d Services 

Transportation activity and associated energy consumption are 
growing very rapidly. Recent trends and future projections are 
discussed in Chapter 21 on mitigation options in the trans
portation sector. The essential points are: 

• A k and highway tiansport are the fastest growing modes. 
• The fastest rates of growth will take place in develop

ing countries. 
• Transport-related COj emissions could rise by 

between 40 and 100% by 2025. 

With the exception of electrified rail and pipelines, transporta
tion relies entirely on fossil energy, principally petroleum. 
Altemative fuels remain a very minor energy source for trans
portation, although the ethanol-from-biomass experiment in 
Brazil is notable (Sperling, 1987). Fossil fuels account for a 
significant share of tons moved in freight tiansport. In the 
United States, coal and petroleum constitute 30% of rail car
loads, while petroleum, coal, and coke comprise 60% of water-
borne ton-miles. Agricultural and food products are second to 
energy in terms of freight ton-nüles. Changes in the location 
and nature of agricultural activities could have a large impact 
on the freight transport system. 

Chmate-induced changes in tiie distribution of population and 
economic activity and the consequent effects on the performance 
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of transportation infrastracture and infrastracture needs are of 
great potential importance. Transportation requirements are 
closely linked to pattems of human settlement and have been 
addressed in this context in several infrastracture-based assess
ments (e.g.. Walker et a l , 1989). Changes in the nature and 
location of agricultural production, in the rates of population 
growth in different regions, in the volumes and types of fossil 
fiiels used, and in tourism and recreational travel can have pro
found effects on the performance of existing transportation 
facilities and on requirements to constract new ones. Although 
it is widely acknowledged that chmate change could produce 
significant redistributions of population and economic activi
ties, particularly agriculture, detailed geographic predictions of 
these phenomena are lacking (Johnson, 1991; Jansen et a l , 
1991). Such regional predictions are a prerequisite for quantita
tive assessment of the impacts of regional redistribution on 
transportation. 

Existing assessments of transportation impacts have recog
nized the potential significance of changes in geographical pat
tems of economic activity on the transportation network. Black 
(1990) notes that even gradual, long-term global warming 
could cause a major disraption of the movement of goods and 
people in North America. Irwin and Johnson (1988) suggest 
that there would probably be a northward spreading of agricul
tural, forestry, and mining activities, resulting in increased pop
ulation and intensified settlement pattems in Canada's mid-
north and even in Arctic areas. Marine, road, rail, and air links 
would have to be expanded accordingly. While this would 
entail substantial extra capital and operating costs, it would 
also be an economic opportunity. 

While increasing temperatures may open up regions to 
increased development in northem chmates, sea-level rise may 
also force massive migrations from settlements on river deltas 
and other low-lying areas. Jansen, Kuik,, and Spiegel (1991) 
point out that a possible 26% land loss in Bangladesh would 
displace 27% of the population and that a 21% land loss in 
Egypt would displace 19% of the population. The implications 
of such a population movement for transportation infrastrac
ture requnements have not been addressed. 

To date, no quantitative assessments of the impacts of chmate 
on demand for transportation in areas such as tourism and 
recreation have been made, partly because the necessary 
regional economic scenarios do not exist (see Section 11.5.9). 
The current state-of-the-art in intercity passenger and freight 
transportation modeling is adequate for quantifying major 
changes in flows and predicting the magnitude of changes in 
transport networks that would be required to accommodate 
them (Friesz et a l , 1983; Bertuglia et a l , 1987). The interac
tions that would have to be modelled are represented in Figure 
11-1. Climate change affects the geography of specific climate-
sensitive sectors such as agriculture and tourism, but it also 
affects population distribution and regional economic growth 
more generally. Actions taken to mitigate chmate change affect 
other activities, notably the extraction, processing, and distrib
ution of fossil fuels. Changes in the location of these activities 
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Figure 11-1: Indirect effects of climate change on transportation. 

affect the demand for flows of passengers and freight on a 
regional and global level. These demands then influence the 
development of transportation infrastracture and transportation 
movements. In addition, there are feedback effects by which 
the transportation infrastracture and activity influence patterns 
of regional growth. The anticipation of climate change would 
be appropriate in planning investments of a long-lasting infra-
stractural nature. 

I I . 4 . 5 . Other M a r k e t Impacts 

The first IPCC assessment report (IPCC, 1990b, Chapter 5, 
Section 5.2.1.1) reported that chmate change could be expect
ed to influence pattems of demand for food, beverages, and 
clothing. The report suggested that: 

• There could be an increased demand for cold drinks 
such as carbonated beverages, frait juices, lemonade, 
and iced tea, and a reduced demand for hot beverages 
such as hot coffee or tea. 

• There could be an increased demand for cotton cloth
ing and certain synthetics and a potential reduction in 
demand for wools. 

At the time, no studies that investigated these possible pattems 
of change could be cited. This remains the case. While some 
change in demand for beverages and textile products may be 
likely as a result of global warming, changes will take place 
over the long term, and the impacts may be small compared 
with those induced over a shorter timescale by product innova
tions and changes in consumer preference. 
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11.5. Economic Activity Sensitive to Climate 

A wide range of economic activity displays some degree of 
direct sensitivity to climate change. On the whole, the direct 
impacts of climate change will be minor compared to impacts 
on resources or markets. The direct effects on activity located 
on coasts or in permafrost regions could be greater, however. 
Affected sectors include constraction, transportation, energy, 
and tourism. 

1 1 . 5 . 1 . Construction 

Rain, snow, high winds, and frost all hinder constraction. 
Increased rainfall in winter, which may occur in mid-latitudes, 
would reduce productivity directly through impacts on work
ing conditions and indirectly through impacts on ground con
ditions. A warmer winter climate could reduce the negative 
impacts of frost on constraction activity. In areas such as 
Siberia, however, warming could cause permafrost shrinkage 
and lead to stractural damage. If wind speeds were to increase, 
there would be a need to pay greater attention to wind protec
tion during constraction. Existing work on the variability of the 
impacts of present climate on the constraction process could 
provide a basis for examining future climate impacts on site 
production (UK Building Research Establishment, 1990). A 
study in Japan reported that warm winters and springs have a 
favorable impact on the ceramic and quarrying industries, 
while the following have a negative impact: extended periods 
of rain in early summer, heavy snow, cool and rainy summers, 
and typhoons (Tokyo District Meteorological Observatory, 
1986). Typhoons and other heavy rain, which may increase, 
can reduce the production of cement tiles and concrete blocks 
because of their impact on drying processes (Fukuoka District 
Meteorological Observatory, 1987). 

1 1 . 5 . 2 . Transportation Operations and I n f r a s t r u c t u r e 

Climate change will have some direct effects on transportation 
infrastracture and the operation of transportation systems. 
These may be divided into three categories: the effects of cli
mate on operations, the effects of sea-level rise on coastal facil
ities, and the effects of climate on infrastracture. These sub
jects have been included in existing impact studies in which 
transportation has been treated as one component of human 
settlements (e.g., Daniels et a l . , 1992; Walker et a l . , 1989). 

1 1 . 5 . 2 . 1 . T r a n s p o r t a t i o n O p e r a t i o n s 

Global warming will have both negative and positive impacts 
on the operation and maintenance costs of transportation sys
tems. Studies in temperate and northem climates have general
ly indicated that higher temperatures will result in lower main
tenance costs, especially with fewer freeze-thaw cycles and less 
snow (Parry and Read, 1988). Black (1990) points out, howev
er, that increased pavement buckling due to longer periods of 

intense heat also is a possibility. Engineering standards for facil
ity design and maintenance represent a sound, if not complete
ly precise, means of quantifying the relationship between cli
mate and factors such as damage to roads and bridges from 
freeze-diaw cycles, snow removal costs, salt application, and 
de-icing. Data from cities with similar climates and engineering 
handbook standards have been used to quantify the relationship 
(e.g.. Walker et a i , 1989). 

Inland and coastal water transport is particularly sensitive to 
droughts, floods, changes in water levels, and icing over of 
ports and waterways. The M I N K study (Frederick, 1991) sug
gested that lower flows in the Missouri River could shorten the 
navigation season in the United States Midwest from eight 
months to five months in six of every ten years. Navigation 
benefits on the upper Missouri, however, are only $14 mil
lion/year, and the M I N K study was based on a dry, 1930s-ana-
logue climate rather than a forward-looking climate scenario. 

In colder regions, the most significant direct impact of wanning 
is likely to be on inland and coastal water transportation. A 
longer season for Arctic shipping is likely, with a greater num
ber of frost-free days for northem ports and inland waterways 
such as the St. Lawrence Seaway (Irwin and Johnson, 1988). 
Inland waterways, however, may suffer loss of depth for greater 
periods of seasonal drought, reducing then- usefulness for com
mercial shipping (Black, 1990). A survey of the potential 
impacts on Canadian shipping suggested net benefits to Arctic 
and ocean shipping due to deeper drafts in ports and longer nav
igational seasons, but mixed results for lake and river shipping 
due to the opposing effects of a longer shipping season but 
lower drafts (Irwin and Johnson, 1988). In Siberia, many rivers 
are used as solid roads during winter. Warmer winters would 
require a shift to water transport or the constraction of more all-
weather roads. Other climate impacts could arise from changes 
in snowfall or melting of the pennafrost (IBI Group, 1990). 

Transportation operations are sensitive to the weather. Fog, 
rain, snow, and ice slow down transport movements and 
increase risks of accidents. In addition, maintenance costs and 
the durability of infrastracture are somewhat dependent on 
weather events. Changes in the frequency and intensity of cat-
asttophic weather events of short duration (for example, hurri
canes, floods, wind shear, and surface movements associated 
with high rainfall) may have significant impacts on the safety 
and rehability of tiansportation. Little evaluation of such fac
tors has been attempted. 

Transportation operations are also affected by temperature. Fuel 
economy is somewhat temperature sensitive, primarily because 
of tiie time it takes a vehicle to warm up (Munell, 1980). The 
impact on overall fuel economy of a few degrees' increase in 
average temperature, however, is likely to be a fraction of a per
cent. Vehicle emissions are also affected by temperature, espe
cially evaporative emissions of hydrocarbons (U.S. EPA, 1989). 
This is potentially significant because formation of tropospher-
ic ozone, for which hydrocarbons are a precursor, also tends to 
increase with temperature (see Section 11.5.7). 
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Increased use of air conditioning in veliicles would have a 
greater impact on overall fuel economy than would the direct 
effect of temperature change. U.S. automobiles consume 47 
liters of fuel to operate air conditioners for every 10,000 km dri
ven (Titus, 1992). Titus suggests that a CO2 doubling would 
increase expenditure on fuel by $1-3 billion aimually because of 
more air conditioning, though many of the specific assumptions 
used to reach this conclusion are not transparent. CO2 doubling 
is assumed to be associated with a 3°C temperature rise. A 
warmer climate would also increase energy demand associated 
with refrigerated transport and cold storage (Steiner, 1990). 

Interruptions to transportation operations can have significant 
impacts on industry. During the 1988 drought in the United 
States, industries that relied on bulk transportation of raw 
materials and finished products by barge on the Mississippi 
River found that low water kept more than 800 barges tied up 
for several months. In 1993, by contrast, floods in the upper 
Mississippi valley disrupted the barge transportation system. 
To the extent that industry is moving toward just-in-time pro
duction systems, it will become more vulnerable to interrup
tions for these and other reasons. This issue is also discussed in 
Chapter 17 in relation to financial services. 

1 1 . 5 . 2 . 2 . Sea-Level Rise a n d C o a s t a l I n f r a s t r u c t u r e 

Transportation infrastructure could be lost to inundation in 
coastal areas when sea levels rise and shorelines recede, 
although port infrastructure may be rebuilt sufficiently often to 
avoid such threats. Many airports are located at low levels. The 
impacts of sea-level rise have been rigorously examined in a 
few studies. In a detailed assessment of impacts at six sites on 
the eastem and Gulf coasts of tiie United States, Daniels et a l . 
(1992) found that impacts varied greatly from city to city. For 
example, under a low sea-level rise scenario, 40% of the trans
portation, communications, and utilities infrastructure of 
Galveston, Texas, would be below mean sea level by 2050, and 
half by 2100. Under the moderate and high sea-level rise sce
narios, approximately half would be below sea level by 2050 
and all by 2100 (Daniels et a l , 1992, Table 4.7). A similar 
study of the Daytona Beach, Florida, area concluded that only 
about 10% of the transportation infrastmcture was subject to 
inundation (Daniels et a l , 1992, Table 4.19). The impacts of 
sea-level rise on transportation infrastracture in low-lying 
countries such as Bangladesh and Egypt would be massive 
(U.S. Department of Energy, 1990). 

Walker et a l (1989) found that considerable damage to roads in 
the Miami, Florida, area would be caused by a higher water 
table. If the sea level and water table were to rise by roughly one 
meter, the subgrade and/or base of many city streets would be 
subject to a certain amount of saturation given the annual fluc
tuation in the water table and its proximity to the surface. 
Stmctural failure would be caused if a heavy load were to pass 
over the surface. The cost of raising vulnerable sti-eets in Miami 
was put at $575/meter for 410 km of road, or $237 million. 
Walker et a l (1989) also found tiiat bridges and causeways that 

were not inundated would be damaged considerably if not 
reconshoicted. Chmate change should be anticipated when con-
stracting or rebuilding transportation infrastracture. 

1 1 . 5 . 2 . 3 . O t h e r I n f r a s t r u c t u r e 

Inundation is not the only threat of sea-level rise to transporta
tion infrastracture. Extreme rainfall could have widespread 
impacts on roads, railways, and other transportation links. As 
long as rainfall does not become more intense, impacts on 
urban roads and railways in temperate, tropical, and subtropi
cal zones are likely to be modest. Exceptions could occur in 
coastal areas where highways and bridges may have to be 
redesigned for the higher wind pressures of tropical cyclones 
(Deering, 1994). In mountainous regions, increased intensity 
of rainfall could increase the risk of mudslides. 

1 1 . 5 . 3 . Energy Transportation and Transmission 

Electricity transmission lines are susceptible to extreme weath
er events. If the frequency of extreme weather events were to 
increase, customers would have to accept a less reliable elec
tricity service or pay for the costs of strengthening lines. 
Storms in Northem Europe in October 1987 led to an average 
loss of 250 minutes supply to customers of the U K ' s Central 
Electricity Generating Board (Electricity Council, 1988). As 
discussed in Chapter 17, the cost of interraptions to power sup
ply in many service sectors is rising due to the increased use of 
advanced information and communication technologies. The 
capacity of electricity transmission lines also drops at higher 
temperatures. For example, the capacity of the typical line used 
in the U K falls from 2,720 megavolt-amps (MVA) in winter to 
2,190 M V A in summer (Eunson, 1988). Higher temperatures 
could have minor implications for utilities experiencing a sum
mer peak. Possible thawing of permafrost in Arctic regions 
may require changes in the design of oil pipelines in order to 
avoid slumping, breaks, and leaks (Brown, 1989). 

1 1 . 5 . 4 . Offshore O i l and Gas 

Offshore production of oil and gas could be affected to a minor 
extent by sea-level rise. Royal Dutch Shell has increased the 
height of North Sea gas platforms above the water level by 1-2 
meters to take account of projected sea level rise (National 
Academy of Sciences, 1992). This will , however, add less than 
1% to the total cost of a platform. 

Increased wave activity and increased frequency of extreme 
weather events might have a more significant effect on off
shore operations, but little research has been conducted on 
this topic. Offshore oil and gas production conducted at high 
latitudes may be assisted by a longer ice-free season 
(Lonergan, 1989). A recent Canadian study of the Arctic 
petroleum industry (McGillivray et a l , 1993) concluded that 
g l o b a l temperatures rising by 1-4°C over a period of 50 years 
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and Arctic temperatures rising by two to three times as much 
would: 

• Increase the open water (ice-free) season in the Canadian 
sector of the Beaufort Sea from 60 to 150 days 

• Reduce ice thickness 
• Increase the maximum extent of open water in summer 

from the current 150-200 to 500-800 km offshore 
• Increase wave heights (e.g., the proportion of waves 

in excess of 6 m would rise from 16 to 39%). 

As a consequence of reduced ice thickness and more open 
water, the offshore pettoleum industry could experience 
reduced operating costs. The most critical factor could be ice 
movement during winter. Increased wave activity, however, 
would push up design requirements for both offshore stractures 
and associated coastal facilities. In adapting to cUmate change, 
the industry would prefer to take a cautious view of these con
clusions, discounting the benefits and preparing for increased 
wave activity (McGUlivray et a l , 1993). 

1 1 . 5 . 5 . T h e r m a l Power Generation 

The efficiency of electricity generated through both steam and 
gas cycles would be affected negatively, though in a minor 
way, by global warming (Ball and Breed, 1992). 

Most current thermal electticity generation reUes heavily on the 
availability of cooling water (Smith and Thpak, 1989; SoUey et 
a l , 1988). There is a general ttend away from once-through cool
ing, in which water is returned to rivers, toward evaporative cool
ing. In the United States, there also is a movement away from 
river-based power plants toward coastal siting (Smith and Thpak, 
1989). New technologies, such as combined-cycle gas turbines, 
are reducing the dependence of fossU fuel-fired power generation 
systems on the availability of cooling water (UK Climate Change 
Impacts Review Group, 1991). For these reasons, tiie impact of 
changes hi water availability should be relatively nünor. 

Power plant output may be restiicted because of reduced water 
availability or thermal pollution of rivers with a reduced flow 
of water. Events such as these have occurred during droughts 
in several parts of the world including France and the United 
States {Energy E c o n o m i s t , 1988). Under more extreme temper
ature conditions, some nuclear plants might shut down to com
ply with safety regulations (Miller et a l , 1992). 

1 1 . 5 . 6 . Water A v a i l a b i l i t y for Industry 

Changing pattems of water activity, particularly at the region
al level, are highly uncertain. Industrial manufacturing depends 
upon water and is afl'ected by its avaUability in several ways: 

• Water is used as an ingredient or processing solvent 
for pulp and paper, food processing, textiles, and 
petrochemical refining (see Section 11.6.1). 

• Some sectors, such as aluminum and, increasingly, the 
steel industry, are dependent on electrical energy and in 
particular on cheap hydroelectiicity. Other industiies are 
dependent upon water for process cooling or, indhectly, 
for coolmg water in thermal electric power stations. 

• Many industties are dependent upon cheap river and 
lake barge transportation of bulk raw materials and 
for shipping finished materials. 

• The location of many manufacturers along rivers 
makes them vulnerable to damage from flooding. 

Reductions in rainfall, which are possible during the summer 
in mid-latitudes, could adversely affect manufacturers in the 
first tiiree categories by raising the cost of water, energy, and 
transportation as inputs into their products. Low water levels 
and higher temperatures could lead to less dissolved oxygen 
and greater problems with biochemical oxygen demand for 
industties that utilize water as an ingredient or solvent. This 
could raise the cost of process water. Efforts to reduce the use 
of process water through recycling could substantiaUy reduce 
vulnerability to water shortages. 

The global aluminum industry is exceptionally energy intensive 
and, in 1990, utiUzed an estimated 280 terawatt-hours (TWh) of 
electricity (Young, 1992) to convert alumina into 16.3 million 
metric tons of primary aluminum metal (Plunkert and Sehnke, 
1993). Production of aluminum metal is distributed among 41 
countries, many of which lack bauxite ore but possess abundant 
energy resources. The United States is unusual in that only 
12.4% of its energy for aluminum production comes from 
hydroelectricity (Aluminum Association, 1991), whereas most 
of the other major producers—such as Brazil, Canada, and 
Ghana—rely almost exclusively on hydroelectricity (Plunkert 
and Sehnke, 1993). In the six years since 1988, Russian exports 
have expanded six-fold and now account for 10% of world pro
duction (Imse, 1994). Hydroelectricity forms the basis for the 
development programs and tiie industrial base of many devel
oping countiies. BrazU, for example, now ranks fourth in the 
world in terms of hydroelectiicity production after Canada, the 
United States, and the former Soviet republics. Developing 
countiies would be particularly hard hit by a reduction in hydro
electricity capacity. Any reduced availability of hydroelectrici
ty could have significant adverse consequences for the industry. 

Other industries that might be affected by a decline in regional 
electricity production are electtic arc fumace-based steelmak-
ing, electroplating, and uranium fuel emichment. Regions suf
fering a dechne in water availability from altered precipitation 
pattems would see rising water prices. Adaptation would 
require the development of additional water supply resources, 
the adoption of less water-intensive processing methods or, 
altematively, relocation. 

11.5.7. P o l l u t i o n C o n t r o l and C l i m a t e Change 

Some features of climate change could lead to changes in 
ambient levels of pollution in both air and water. The two 
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possible impacts that have been given brief consideration in 
the literature are accelerated rates of ozone formation caused 
by higher temperatures and possible reductions in water qual
ity caused by lower levels of river flow. 

Estimates of the impact of temperature change on ozone for
mation vary. Gery et a l . (1987) estimate that a temperature 
rise of 2-5 °C would cause ozone concentrations in several 
major U.S. cities to rise by 1.69 ± 0.37% for every 1°C of 
warming. Morris et a l . (1989) estimate that maximum ozone 
concentrations over a large part of the United States would 
rise by 1.45 ± 0.50% for every 1°C of warming. One form of 
adaptation would be to reduce emissions of ozone precursors. 
Smith and Tirpak (1989) estimate that, in order to maintain 
air quality, emissions of volatile organic compounds (VOCs) 
arising from auto exhausts, organic solvents, and gasoline 
storage would need to be reduced by up to 2% for every 1% 
increase in ozone concentration. U.S. V O C emissions for the 
year 2005 have been estimated at approximately 14 million 
tons (Pechan and Associates, 1990), suggesting that a 2°C 
temperature rise would add some $1.4^.2 biflion to annual 
V O C control costs, assuming abatement costs of $1,900-
5,500/ton. As discussed in Chapter 12, there are also severe 
urban air pollution problems in Eastem Europe and in many 
cities in developing countries. The losses associated with 
increased air pollution would therefore be geographically 
widespread (Cline, 1992). 

Maintaining water quahty under conditions of reduced river 
flow would similarly require reductions in the discharge of pol
lutants. Titus (1992) estimated the impacts of an arbitrary CO2 
doubUng on water flows in each of the U.S. states and calcu
lated the cost of maintaiiüng water quality. Across the United 
States, annual water pollution control costs were estimated to 
rise by $15-52 bUlion. Titus concluded that maintaining water 
quality would have a higher cost than problems directiy asso
ciated with reductions in water quantity. In other parts of the 
world, however, river flows could increase and water quality 
would not be reduced. 

1 1 . 5 . 8 . Coastally Sited Industry 

Many industries are located preferentially in coastal zones 
that are discussed in detail in Chapter 9. In the energy sec
tor, many petroleum refineries and power stations are locat
ed in coastal zones because of ready access to supplies of 
crude oil and fuel or because of the availability of cooling 
water. In the U K , all oil refineries and more than half of the 
thermal power stations are located on coastal sites (UK 
Climate Change Impacts Review Group, 1991). Sea-level 
rise could result in additional expenditures at existing sites 
(Smith and Tirpak, 1989; Nishinomiya and Kato, 1990; U K 
Climate Change Impacts Review Group, 1991). There is a 
considerable amount of infrastructural investment (trans
mission lines, transport routes) associated with existing 
energy facilities, and any major migration of activity is 
unlikely. 

1 1 . 5 . 9 . T o u r i s m and Recreation 

Tourism and outdoor recreation is one of the most important 
and rapidly growing service industries throughout the world. 
In many countries, tourism is a major source of employment. 
Countries with economies that are highly dependent upon 
tourism may face great challenges because the resources 
upon which tourism rests are regionally, nationally, and glob
ally climate-dependent. 

Tourism and recreation are sensitive to cUmate change because 
part of the industry is closely associated with nature (National 
Academy of Sciences, 1992). Some parts of the tourism and 
recreation industry will necessarily migrate as a resuh of cl i
mate change. The Academy panel concluded that the overall 
effect for a country as large as the United States would proba
bly be negligible, though specific regions could experience 
adverse or favorable effects. The question of whether the dis
locations or relocations caused by climate change will produce 
costs over and above those that would have been incurred oth
erwise is important, but difficult to answer. 

Two of the most obvious tourism and recreation facilities 
exhibiting cUmate sensitivity are skiing and beach resorts. In 
general, global warming might be expected to reduce the 
length of the skiing season in many areas and to affect the via
bility of some ski facilities. On the other hand, the summer 
recreation season in many areas may be extended. In some 
coastal areas, the benefits resulting from a longer season may 
be offset, however, by the loss of economically important 
beaches and coastal recreational resources, particularly on low-
lying and vulnerable tropical islands. 

Several studies have projected shorter skiing seasons as a resuh 
of climate change. Aoki (1989) found that skiing activity in 
Japan was highly sensitive to snowfaU. In a study of the impli
cations of an effective CO2 doubUng on tourism and recreation 
in Ontario, Canada, Wall (1988) projected that the downhiU ski 
season in the South Georgian Bay Region could be eliminated, 
witU an annual revenue loss of $36.55 million (Canadian dol
lars). This outcome assumed a temperature rise of 3.5-5.7°C 
and a 9% increase in annual precipitation levels. Some of these 
losses would be offset by an extended summer recreational 
season. Lamothe and Periard (1988) examined the implications 
of a 4-5°C temperature rise throughout tiie downhiU skiing 
season in Quebec. They projected a 50-70% decrease in tiie 
number of ski days in Southem Quebec, while ski resorts 
equipped with snow-making devices would probably experi
ence a 40-50% reduction in the number of ski days. 

Because many recreational activities and related facilities are 
associated with coasts and beaches, sea-level rise may be of 
special concern to the recreational and tourist industries. 
Boathouses, residential plots and houses, public buildings, and 
stmctures are increasingly under threat due to sea-level rise. 
The low-gradient recreational beaches characteristic of much 
of the Atlantic and Gulf coasts of the United States are very 
vulnerable to erosion. Titus et a l . (1991) estimate that tiie cost 
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of sand required to protect major United States recreational 
beaches from a 50 cm sea-level rise would be $14-21 billion. 
In addition, elevating infrastructure would cost another $15 
billion on the Atlantic coast alone. Several U.S. states have 
prohibited seawalls on the ocean coast. Texas, Maine, and 
South Carolina allow public beaches to migrate inland with the 
shoreline. Property owners must take the risks of an eroding 
shoreline into account. Sea-level rise could affect fixed water
front facilities such as marinas and piers. There could be 
increased erosion of beaches backed by sea walls, leading to a 
lowering of the beach level and subsequent undermining of the 
walls. Recreational habitats such as sand dunes, shingle banks, 
marshlands, soft banks, soft earth cliffs, and coral reefs would 
also be affected. 

A small number of national studies of the potential impacts of 
climate change on tourism have been conducted. Higher tem
peratures are likely to stimulate an overall increase in tourism 
in the U K , with the greatest impact being on holiday activity 
and some forms of outdoor recreation (UK Climate Change 
Impacts Review Group, 1991). An increase in sea temperature 
would increase the pressures of tourism on U K beaches, while 
coastal erosion may reduce beach area (Baker and Olsson, 
1992). A study by the Tokyo District Meteorological 
Observatory (1986) found that warm springs, falls, and win
ters, the absence of a rainy season, and very hot, dry summers 
have a favorable impact on tourism. On the other hand, 
typhoons, cool and rainy summers, extended periods of rain in 
the early summer, heavy snow, and cool springs were found to 
create unfavorable conditions. 

11.6. Economic Activity Dependent on 
Climate-Sensitive Resources 

Agroindustry, biomass production, and renewable energy 
sources depend heavily on climate-sensitive resources and 
therefore are potentially vulnerable to climate change. 

1 1 . 6 . 1 . A g r o i n d u s t r y 

The impacts of climate change on the primary products of agri
culture, forestry, and fishing are carried over to the food and 
drink sector, industries dependent on forestry products such as 
pulp and paper, and other sectors, notably textiles. The food 
and beverage industry is almost completely dependent on agri
cultural products, with the exception of mineral waters and 
some soft drinks. The textile and clothing industry is slightly 
less dependent due to synthetic fibers. In this chapter, these 
sectors are described collectively as a g r o i n d u s t r y . 

Many assessments of the impacts of cUmate change on specif
ic crops and on agriculture as a whole have been carried out 
(Chapter 13). The few conceptual or empirical studies of 
agroindustry suggest that the sector is indeed vulnerable to cli
mate change. Most of the assessments refer to developed rather 
than developing countries. Agroindustry, however, is relatively 

more important in economic terms in developing countries. 
Moreover, even in the case of industrialized countries, analyses 
focus on only a few countries, notably the United States. The 
nartow range of studies cartied out is unfortunate because it is 
virtuaUy impossible to define generic thresholds for the impact 
of climate variables on agroindustries, even when the same 
product is derived from the same raw material. 

1 1 . 6 . 1 . 1 . E c o n o m i c I m p a c t s o n t h e F o o d I n d u s t r y 

1 1 . 6 . 1 . 1 . 1 . A g r i c u l t u r e - a g r o i n d u s t r y l i n k a g e s 

The literature on the impacts of climate change on agroindus
try has advanced little since the IPCC Supplement (IPCC, 
1993). The U.S. M I N K study addresses the linkages between 
agriculture and agroindustry at a regional level (Rosenberg and 
Crosson, 1991). Scheraga et a l . (1993) have examined the con
sequences of higher agricultural prices resulting from COj 
doubling using a general equilibrium model. Kane et a l . (1992) 
have assessed the economic effects of COj doubling on agri
cultural commodities at a global level. Some national studies 
exploring the linkages between primary agricultural products 
and subsequent processing also have been conducted (UK 
Climate Change Impacts Review Group, 1991; Antal and 
Starosolzky 1990; Comisión de Cambio CUmático, 1991), 
Most of these studies are concemed only with the impact of 
changes in the mean values of climatic variables on agriculture 
and agroindushy. Extreme weather events, however, can also 
carry climate impacts from the primary agriculture sector to 
agroindustry. The resource base of agroindustry is particularly 
vulnerable to droughts and tropical cyclones. Such cyclones 
can also severely damage industrial infrastmctures, mainly 
small and medium-sized factories. 

The M I N K project (Rosenberg, 1993; Bowes and Crosson, 
1993) quantified the links between agricultural production and 
processing industries. A climate similar to that of the 1930s 
was superimposed on curtent and projected pattems of eco
nomic activity. The work indicated strong linkages between the 
regional meat packing industry and feedgrain production and 
between soybean cuUivation and oil production. More than 
80% of the outlays by soybean oil mills are accounted for by 
purchases of oil-bearing crops. 

The overall effect of the expected decline in feedgrain produc
tion on the regional economy depends on the extent to which 
the decUne affects domestic or export markets. The decline 
could be as much as 6-10% if drops in production were to 
affect only domestic markets through the impact on the local 
meat-packing industry. The authors believe, however, that the 
economic impact would be closer to 0.6-1.0% because of 
adaptation on the part of farmers, the possible benefits of high
er CO2 concentrations, and the likelihood that reduced grain 
output would primarily affect export markets. The higher pro
duction costs in M I N K under the 1930s climate would weaken 
the region's competitive position in world grain markets. Over 
the long term, some animal production might shift to other 
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grain-producing regions less affected by climate change. This 
could induce a decline in meatpacking in M I N K , because these 
activities tend to be near animal production (Bowes and 
Crosson, 1993). 

Scheraga et a l . (1993) used a general equilibrium framework to 
explore the impact of a fakly extreme change in climate on 
agricultural production costs and the prices of goods and ser
vices that use agricultural commodities in the United States. 
The effects of selected chmate impacts on the gross national 
product (GNP), consumption, investment, and the sectoral 
composition of output were assessed. A projected decline in 
crop yields was assumed to raise agricultural prices by more 
than 20% by 2050. This has an indirect effect on prices in other 
sectors, as shown in Figure 11-2. The largest price increases 
occur in agroindustry, notably the food sector, causing food 
and tobacco output to decline by 10%. Scheraga et a l . (1993) 
calculated that the economic burden of climate change would 
fall disproportionately on lower-income households, which 
spend a large share of their income on food. This consequence 
of climate change, applicable to U.S. conditions, could be even 
more pronounced in developing countries. 

Kane et a l . (1992) examined the impacts of a doubling of 
atmospheric CO2 concentrations on world agriculture and the 
indirect impacts on agroindustty. The study assumed increased 
precipitation and warming in the high northem latitudes cou
pled with drying in continental interiors. This work emphasized 
the importance of trade effects as a result of changes in the rel
ative importance of the agricultural and industrial sectors and 
the dnection and magnitude of the world price effects. Under 
two scenarios, prices of the main commodities used in food-
related agroindustry were projected to rise by between 1 and 
37%. The study projected only modest impacts on national eco
nomic welfare, which depends on changes in the yield of 
domestic agriculture, changes in world commodity prices, and 
the relative strength of the country as a net food importer or 
exporter. The benefits to producers will be larger tiian the loss
es to consumers if the country, like the United States, is a large 
exporter. This conclusion emphasizes the vulnerability to cli
mate change of agriculture and agroindustries in the majority of 
developing countries. Rosenzweig and Parry (1994) also note 
that many cereal-producing countries in the tropical and sub
tropical zones appear more vulnerable to the potential impact of 
global warming than are countries in temperate zones. 

The link between agriculture and agroindustry has been 
explored qualitatively in a number of country studies. In the 
U K , a rise in temperature coupled with increases in rainfall 
would accelerate the rate of deterioration of food and would 
change crop production pattems. Reduced rainfall, possible in 
summer, would reduce production, increasing raw material 
costs and requiring the import of more raw materials for the 
food industry (UK CUmate Change Impacts Review Group, 
1991). In Hungary, an increase i i i droughts would lead to a 
decrease in the yield of pastiires, which would reduce the eco
nomic viability of cattle stocks and the associated meat pro
cessing industiy (Antal and Starosolzky, 1990). 

1 1 . 6 . 1 . 1 . 2 . I m p a c t s o n specific f o o d p r o d u c t s 

From the literature it is possible to draw more specific exam
ples of the possible indirect impacts of climate change for 
grain, sugar cane, and fish products. 

Grains constitute the world's staple food. In terms of agroin
dustries they are used in the production of bread, flour, meals, 
and pasta and form an essential input to the meat processing 
and dairy industries through atümal production. Rosenzweig et 
a l . (1993) conclude that climate change wUl lead to a decrease 
in cereal production, mainly in developing countries. Warming, 
coupled with drier climates in the interior of continents in the 
northem middle latitudes, predicted by most climate models, 
could have negative impacts on crops and livestock in the 
United States, Westem Europe, and southem Canada, which 
are the most important grain-producing areas of the world 
(Kane et a l , 1992). Increased precipitation and warming in the 
high northem latitudes, however, could enhance agricultural 
production potential. 

The northward shift of the North American com and wheat 
belt, as a consequence of drier conditions in the Midwest, 
could bring benefits to Canada, increasing its grain production 
and export capacity (Smit, 1989). Any shift in the com beU also 
would entail large social and environmental costs. Some com
munities, industries, and the associated physical infrastracture 
could cease to be viable and might need to be relocated (U.S. 
Department of State, 1992). Affected agroindustries might 
include the production of ethanol and sweeteners, both of 
which are curtentiy expanding. 

World sugar production is 100 miUion tons per year, 60% of 
which is derived from sugar cane and 40% from sugar beet 
(UN Statistical Office, 1993). Sugar cane is also used to man
ufacture distilled alcoholic beverages and ethanol for motor 
fuel. According to Leemans and Solomon (1993), the distribu
tion of sugar cane in a warming world could be quite similar to 
that at present, with the possibility of some expansion of the 
cultivated area. Yields per unit area could be increased by 3.4% 
and global production by 16.2%. This is based on the assump
tion that agroindustry associated with sugar cane will be devel
oped intensively for energy production. The expansion of sugar 
cane for use as an energy source would be aided by the suc
cessful development of biomass gasification technology cou
pled to gas turbines (Larson, 1993). The greater use of sugar 
cane could form part of climate change mitigation strategies 
because this would contribute to reductions in greenhouse gas 
emissions (Acosta and Suarez, 1992; Macedo, 1991). 

Sugar cane is produced in a large area of the world extending 
from 37°N to 3rS. Within that beU there are huge cUmatic dif
ferences (Blume, 1985). Consequentiy, local conditions must be 
addressed in assessmg climate change impacts. This underlines 
the impossibility of defining generic thresholds for the impact of 
climate variables on agroindustiies. A study of the productivity 
of Cuban sugar mills has shown tiiat temperahire and, to a 
greater extent, rainfall pattems are tiie principal cUmatic factors 
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Figure 11-2: Percent change in sector supply prices (top) and domestic output (bottom) for the year 2050, as a consequence of projected 
decline in crop yields (Scheraga et al., 1993). 
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influencing sugar production (Comisión de Cambio Climático, 
1991). The sugar industi^ could also be tiireatened by an 
increase in tiie frequency and intensity of hurricanes. Central 
America, the Caribbean, and Fiji have recently been struck by a 
number of severe hurricanes that damaged sugar production. 

Citrus fruits are the basis for the large-scale production of bev
erages and other agfoindustrial products. The impact of 
extreme climate events has contributed to important changes in 
the map of world citrus production. Frosts have a dramatic 
impact on the production levels of citrus (Buzzandi, 1979). 
Between 1957 and 1985, the citrus industry in Florida was sub
ject to periodic freezes resulting in widespread production loss
es (Bulger, 1985; Miller and Glantz, 1988). The freezes in 
1980-85 reduced seasonal orange production by about 50%. 
Those impacts helped to consolidate the expansion of agroin
dustry based on citrus fruits in Brazil, which was able to 
increase its exports during a period of rapid industrialization 
(Castello and Carvalho Filho, 1992). 

Climate change would affect fish processing through both the 
availability of resources and impacts on storage systems. Fish 
processing comprises tiie freezing, salting, and drying of fish and 
the manufacture of fish jelly products, canned products, oil and 
fat, feed, and fertilizer. Seaweed is also economically significant 
in some parts of the world. The largest pressures on fish process-
mg m some parts of the world will arise from overfishing and 
reduction in stocks. Fish jelly products and frozen fish, however, 
are sensitive to temperature change. Since fish processing indus
tries are usually located along tiie sea coast, facihties are vuhier
able to sea-level rise. For example, Stokoe (1988) notes that fish 
processing facilities in Canada's Atlantic provinces have a capi
tal value of $1 billion (Canadian dollars), and most are situated at 
or near the water's edge. They could be vulnerable to inundation 
or damage as a result of sea-level rise. Reductions in precipitation 
could reduce potable water needed for fish processing. This is 
curtentiy a problem due to clhnate variability, and significant per
manent changes could cause additional difficulty. 

Higher temperatures and sea-level rise could reduce catches of 
cod, tuna, and green hata in the Gulf of Tonkin, although the 
profitability of the shrimp industry could rise due to increased 
production (Nguyen et a l . , 1993). 

1 1 . 6 . 1 . 1 . 3 . Key issues f o r t h e f o o d i n d u s t r y 

The conclusions of the small number of country studies and 
more general studies can be drawn together: 

• Impacts on the food mdushy depend mamly on changes 
m tiie availabihty and price of agricultural products. 
Therefore, adaptation measures m agriculture are tiie key 
to dùninishing any negative ùnpacts on agroindustiy. 

• Climate change could have a severe impact on regions 
or countties dependent on single crops. Diversification 
of economic activity could be an important precau
tionary response. 

• The impacts of cUmate change for agroindustry wUl 
be more pronounced in developing countties than in 
developed countties because many are located in 
more vulnerable zones and because their capacity for 
adaptation is lower. 

• The burden of climate change may affect lower-
income households disproportionately. 

• Climate change could cause a loss of competitiveness 
in agroindustty in specific countries or regions, espe
cially in developing countties. This could affect the 
viability of communities, industties, and associated 
physical infrastructure, resulting in relocation and/or 
large social and economic costs for the affected 
regions. On the other hand, some countries or regions 
might benefit. 

1 1 . 6 . 1 . 2 . I n d u s t r y D e p e n d e n t o n F o r e s t r y 

Many industrial sectors are dependent on forest products, 
including wood and timber, pulp and paper, rubber, and phar
maceuticals. Other forest products include nuts and oils. A 
recent analysis of the potential for products other than timber 
from a region of the Amazon concluded that their annual mar
ket value could be double that of timber itself (Peters et a l . , 
1989). Many forest products originate in developing countries 
where the commodities play a large role in tiie local and nation
al economies. The sensitivity of forestry to cUmate is discussed 
in Chapter 15. 

Forests provide major components for the construction of 
buildings in most parts of the world. Substantial amounts of 
furniture and a lesser proportion of other home utensils are 
manufactured from wood. In Europe, Russia, and North 
America, indigenous forests support major domestic timber 
industries. In many developing countries in the ttopics, wood 
is a common property resource used as the predominant build
ing material and for manufacturing agricultural/domestic tools 
and implements. Significant losses of forests in the North due 
to climate change would have major economic consequences. 
In the South, such losses could affect livelihoods, especially in 
rural areas. 

The pulp and paper industry now relies most heavily world
wide on a combination of virgin forests and ttee plantations as 
its source of fiber. Forests with rotation times of 30-50 years 
or longer are particularly vulnerable to cUmate change. In 
North America, the original Canadian boreal forest is still a 
principal source of newsprint, although short-rotation pine 
plantations harvested every 20 years in the southeastern United 
States contribute an increasing share. Europe relies upon bore
al plantations in Scandinavia and coniferous plantations in 
Germany. The vast taiga of Siberia has supplied pulp and fiber 
for Eastem Europe in the past, but those ttaditional market 
relationships have been disrapted. Recent work has raised con
cern that the very slow regeneration time of the Siberian taiga 
could lead to major long-term deforestation of the regioii. 
Models suggest that changes in albedo accompanying climate 
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change could produce significant c o o l i n g in the region that 
would further diminish regrowth. 

In industrialized countries, forests are likely to remain the pri
mary source of raw materials for paper manufacture. In devel
oping countries, the per capita demand for paper is still grow
ing rapidly. Some developing countries may need to utilize 
other sources of raw materials. In 1989, 161 paper mills world
wide utilized bagasse (dry residue) from sugar cane (Silverio et 
a i , 1991). Mexico produced 8.5% of its paper from bagasse in 
that year (Atchison, 1989). China and other Asian countries use 
rice stalks in ttaditional paper making, and there is also the 
potential for utihzing cellulose fiber from other annual plant 
sources for pulp. Annual crops such as these are far less vul
nerable to climate change. 

The main source of natural rubber is the rubber tree, grown 
principally in Southeast Asia at latitudes below 10°N. More 
than six million hectares of land were used to produce 4.8 mil
lion tons of natural rubber in 1987 (UNIDO, 1993). Extreme 
temperatures can ki l l the ttee, and relative humidity below 
60-65% decreases the production of rubber resin (Tran et a l , 
1979; Pham, 1973; Le, 1988). Excessive humidity or rainfall 
would encourage disease and pests (Tran et a l , 1979; Tayhieu 
Station, 1969; Chee, 1977). A n increasing frequency of 
typhoons and tomadoes could cause significant damage to mb-
ber plantations in countties such as Indonesia, the Philippines, 
Thailand, and Vietnam (Enquête Kommission, 1991; IPCC, 
1990a; Tran, 1990). In Malaysia, the main mbber-producing 
country, yields could decline by 15% under a COj doubling 
scenario associated with a regional temperature rise of 1-2°C 
and a 10% increase in rainfall (Asian Development Bank, 
1994). Yield loss could rise to 2 5 ^ 0 % due to the effects of 
temperature on the viscosity of resin when the tree is tapped. In 
Indonesia, the Philippines, coastal South Asia, and Indochina, 
warming for a CO2 doubling could be in the range 0.5-3.0°C 
(CSIRO, 1992a). Adaptation to climate change could involve 
preparing for new developments outside the 10°N latitude 
zones. Plantations could be protected from high winds and 
colder winds by planting dense buffer trees to act as wind
breaks. Increased irrigation could be used in Africa and parts of 
Asia, which might become drier. A l l of these measures could 
push up the cost of natural mbber and encourage substitution 
of synthetic material. This would damage the economies of 
rabber-growing countries. 

Climate change could reduce biodiversity in forested regions, 
which in tum could reduce the availability of pharmacologi
cally active natural products derived from plants, bacteria, and 
animals (Wilson, 1992). A quarter of the prescription pharma
ceutical drags dispensed in the United States between 1959 and 
1973 had plant-derived active ingredients (Famsworth and 
Socjarto, 1985). Plants provide 15-20% of pharmaceuticals in 
Japan and provided 35-40% in West Germany before unifica
tion (Principe, 1989a). The total market value of plant-derived 
pharmaceutical drags was an estimated $43 billion in the 
Organisation for Economic Cooperation and Development 
(OECD) countries in 1985 (Principe, 1989b). 

While it is difficult to make precise links between climate 
change and species loss, attempts to identify climate-altered 
conditions that might lead to extinction have been made 
(Gates, 1993; Wyman, 1991; Rose and Hurst, 1992; Emanuel 
et a l , 1984). Each of these studies predicts major relocation of 
species and ecosystems. Many species, especially trees, are 
unlikely to be able to migrate successfully i f cUmate change 
occurs rapidly. 

Surveys suggest that the tropics remain the most potentially 
productive source of future drags, especially the Amazon 
(Peters et a l , 1989) and Costa Rica (Tangley, 1990). Most of 
the focus to date has been on the commercial potential of drags 
for markets in industrialized countties, but populations in trop
ical countries might be disadvantaged if local species upon 
which they have come to depend for medication were to disap
pear because of climate change. 

1 1 . 6 . 1 . 3 . T e x t i l e s 

Four fibers form the basis of the textile industry: cotton, wool, 
cellulosic fibers (rayon), and synthetics. Other fibers—for 
example, silk and linen—make up a small fraction of the total. 
Climate has little effect on synthetic fibers, but industties that 
rely upon natural fibers will be affected in a variety of ways by 
cUmate change. 

Warming is likely to increase the risk of disease vectors and 
insect pests for cotton, sheep, and the forest sources of cellu
lose (Smith and Tirpak, 1989). Altered water availability is 
most serious for the growing of cotton, which is heavily depen
dent on irrigation in Central Asia, Egypt, and other parts of the 
world. Altered precipitation pattems could diminish the useful
ness of large reservoirs and water distribution systems. Sheep 
are most often raised on marginal, drier lands such as in 
AusttaUa, which accounts for nearly 70% of the world trade in 
wool for apparel { E c o n o m i s t , 1992). The boundaries of suitable 
grazing regions are likely to shift under any significant alter
ation of climate. Since many ttee species are suitable for pro
ducing cellulosic fibers, they are much less vulnerable to 
altered precipitation pattems. 

A l l fibers require massive amounts of water for processing and 
dyeing. One ton of wool requires an estimated 200,000 liters of 
water from shearing to the finished fabric (Watson, 1991). 
Cellulosic fibers require substantial amounts of water in the 
pulpmaking process, and cotton and wool require substantial 
amounts for cleaning. Synthetic fibers require relatively littie 
water after the pettoleum refining stage. Approximately 70% 
of water use is associated with the dyeing of finished cloth 
(Watson, 1991). Recychng could reduce the degree of depen
dence on water. 

If precipitation patterns were to shift significantly, the pro
duction of finished cloth and industrial fibers might shift 
away from regions that were becoming drier. There might 
also be a shift toward synthetic and cellulosic fibers, which 
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are less vulnerable. Apparel, carpet, tire cord, and other 
industries dependent on textile fiber are relocating in 
response to changing labor markets. This suggests that textile 
industries located close to supplies of raw materials might 
respond rapidly to climate-induced changes in availability. 
While global production might not be greatly altered, the loss 
of industries might have significant local effects. 

1 1 . 6 . 2 . Biomass 

Biomass is estimated to account for 12-15% of global primary 
energy consumption (World Energy Council, 1993b; Hall et 
a l . , 1993). After oil , coal, and natural gas, biomass is the 
world's most important source of energy. Trees are the most 
important source (64%) of biomass fuels in both urban and 
rural areas. The remainder consists of animal dung and crop 
residues used in the countryside. A total of 88.5% of wood bio
mass is used as firewood and the rest as charcoal (Smith et a l . , 
1993) . Biomass is the most important source of energy in 
developing countries, where it accounts for 38% of consump
tion (Hall et a l , 1993). In some of the least industrialized coun
tries, where there is limited access to electricity grids, 90% of 
energy needs is met by biomass. Financial constraints may also 
force people to use biomass in cities (see Chapters 12 and 22). 
Biomass in the domestic sector is used primarily for cooking, 
although it is also used for space heating in regions with cold 
winters—for example, Nepal and northern China. Biofuels are 
transported to cities by draft animals and lorties, sometimes 
over long distances. In the Sahelian countries of Africa, biofu-
el trade is a well-organized sector with impressive turnovers 
(Sow, 1990). Biogas generated by anaerobic fermentation is 
used mainly in the Asian countryside. According to Dutt and 
Ravindranath (1993), more than four million family house gen
erators have been installed in China and one million in India. 
The numbers are growing rapidly. 

In industrialized countries, biomass accounts on average for 
2.8% of primary energy consumption (Hall et a l , 1993). The 
share is, however, 13% in Scandinavia and 5% in France and 
the United States (Corté, 1994; and FAO, 1994). In industrial
ized countries, most biomass is used for household heating in 
rural areas and small towns. For example, this accounts for 
81.5% of biomass consumption in France (Barbier et a l , 
1994) . Usually, fuelwood is burned in stoves in the industrial
ized countries, though woodchips are becoming more popular 
for district heating in Austria and Scandinavia. Large amounts 
of biomass are collected directly by users, bypassing the mar
ket system (Riedacker and Robin, 1987). 

In both developing and industrialized countties, agroindustries 
use large amounts of biomass wastes for energy generation. 
Cogeneration is important in die sugar cane industry in the 
United States, Cuba, and Mauritius (Tumbull, 1993). These 
industties do not generally need to buy extra biomass to meet 
their energy demand. In developing countties, biomass, main
ly fuelwood, is also used for drying tea and tobacco, for pro
cessing food, for cremation, and for public baths. There is an 

increasing demand for biofuels in small industries in countries 
such as India and Brazil (La Rovere, 1994). Large amounts of 
charcoal based on eucalyptus are used in Brazilian steel mills 
(Sampaio, 1994). 

Biomass is also used for transportation fuels. In Brazil, liquid 
biofuels accounted for 18% of transportation fuel in 1987 
(Goldemberg et a l , 1993). There are about fifty facilities man
ufacturing ethanol fuel from grain, mainly maize, in the United 
States. In 1987, this accounted for 8% of the U.S. gasoline 
market (Wyman et a l , 1993). Zimbabwe also has started to 
produce ethanol from sugar cane. 

1 1 . 6 . 2 . 1 . I m p a c t s of C l i m a t e C h a n g e o n D o m e s t i c Biomass 

Fuelwood supply depends very much on forest area and the 
quantity and pattern of rainfall. As deforestation proceeds 
around cities in developing countties, mainly to provide more 
cropland, fuelwood has to be transported greater distances (see 
also Chapters 12 and 22). Forest yields are likely to be reduced 
with decreasing rainfall. Thus, in dry and densely populated 
areas, fuelwood may become more scarce due to a combination 
of population growth and cUmate change. The projected deficit 
of demand over supply could be most critical in ttopical Africa 
(see Chapters 1 and 15). 

The growth of annual and perennial plants is likely to increase 
with CO2 emichment and higher temperatures. Forested areas 
may expand northward, increasing resources in industrialized 
countries. Biomass resources are expected to increase in Italy 
(Bindi et a l , 1994), for instance, but this depends on the pre
cise nature of any climate change as well as on the crop and the 
crop system used (see Chapters 1 and 13). Except in regions 
with reduced rainfall, future biomass supply in industrialized 
countries is likely to exceed tUe present demand. As discussed 
in Chapter 19, more intense biomass production to substitute 
for fossil fuels may become an important mitigation option in 
countries with good rainfall regimes. This would also be the 
case in Latin America and tropical Africa. 

Biomass can be converted to methane gas through anaerobic 
conversion in digestors. The rate of methane production 
increases at high temperatures and may be interrupted in win
ter, for example, in North China (Rajabapiah et a l , 1993). 
Global warming may therefore lengthen periods during which 
high yields can be obtained and extend the areas in which bio
gas can be produced without heating the digestor, for example, 
in households. 

1 1 . 6 . 2 . 2 . I m p a c t s of C l i m a t e C h a n g e o n I n d u s t r i a l Biomass 

The impact of cUmate change on the availabüity of agricultur
al wastes for electricity production and cogeneration wUl be 
similar to the impact of climate change on the supply of food 
and agricultural raw materials. Industries and biofuel produc
tion dependent on brought-in suppUes of annual biomass crops 
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are more vulnerable. Raw material is more costly to transport 
than is food. 

Large fluctuations in the yield of biomass energy systems could 
have greater impacts on system reliability and costs than might 
be estimated by extrapolating experience gained from food 
crops (Hillman and Petrich, 1994). In 1993, ethanol production 
from sugar cane in Zimbabwe stopped completely due to an 
extreme drought. The impact of extreme events on industties 
dependent on wood biomass are likely to be less dramatic. 

1 1 . 6 . 2 . 3 . A d a p t a t i o n t o G r a d u a l C h a n g e 

In general, decreasing rainfall wil l lower biomass production, 
particularly in the low latitude countries. Changes in rainfall 
intensity and evapo-transpiration wil l also be relevant. In some 
tropical and semi-arid countries, adaptation may become nec
essary before climate change becomes perceptible because of 
population growth and deforestation around cities. Adaptation 
could take the form of either switching to new fuels or more 
efficient production and conversion of biomass. 

As forests become more scarce, increasing amounts of fuel-
wood may be derived from trees planted on private land. 
Countries that face fuelwood or charcoal shortages and cannot 
afford or do not want to switch to imported fossil fuels could 
develop small-scale projects to test the feasibihty of new bio
mass conversion and production techniques. Adaptation will be 
especially necessary in areas with low land availability or low 
growth potential—for example, arid and semi-arid regions. 
Biofuel supply from ttees, shrubs, grass, or crop residues can 
be increased or maintained by the following means: 

• Better management of natural resources by giving 
local populations a stake in sustainably grown forests 
(Bertrand, 1993) 

• Planting more trees on agricultural land and estabUsh-
ing better prices for biofuels derived from these plan
tations to provide rural incomes and incentives to 
grow more biomass 

• Carrying out research to identify higher yielding 
species, preferably trees and shrubs, that are easy to 
propagate and are better adapted to extreme condi
tions like droughts and acidic or saline soils 
(Riedacker et a l , 1994) 

• Increasing the productivity of agricultural land. 

More details about these measures are provided in Chapters 1, 
13,15, and 25. There are many technologies that can contiibute 
to the improved conversion of biomass (Antal and Richard, 
1991; Mezerette and Ghrard, 1990). 

1 1 . 6 . 2 . 4 . A d a p t a t i o n t o E x t r e m e Events 

Energy systems based on a mixture of biofuels and fossil fuels 
are likely to be less vulnerable to climate change than systems 

based on a single biofuel. Options that reduce vulnerability 
include injecting gas derived from biomass into natural gas 
networks, gasohol (a mixture of gasoline and ethanol), or 
methanol, which can be derived from biomass, natural gas, or 
coal. Electricity generation plants that can use either perennial 
or annual crops also will be less vulnerable (Larson, 1993). 

1 1 . 6 . 3 . Renewable E n e r g y 

As discussed in Chapter 19, the accelerated development of 
renewable energy systems—for example, solar energy and 
wind—could help to mitigate emissions of greenhouse gases. 
Mitigation strategies are likely to have the largest impact on the 
development of renewable energy, but climate change could 
modify the potential to some degree: 

• By mcreasing or decreasing the flow of the renewable 
energy resource bemg used (e.g., hydroelectiic potential) 

• By affecting the technology used to collect or convert 
the resource into a useful form, generally in ways that 
increase system costs or reduce performance (e.g., if 
high winds damage photovoltaic installations) 

• By affecting willingness to develop renewable energy 
systems, if climate change places stress on ecosys
tems or reduces the value of the resource. 

Renewable energy systems tend to be developed first at loca
tions that have the best resources and that can be developed to 
yield useful energy at the lowest cost. Climate change might, at 
favorable locations, increase the availability of some renewable 
resources. Others, such as solar radiation, are affected only by 
changes in cloudiness. Developers of renewable energy systems 
tend to match equipment carefuUy to the characteristics of the 
site, taking account of factors such as the flow of the renewable 
resource. This both increases the amount of the resource used 
and reduces the delivered cost of energy. A change in climate 
can reduce the quality of the match between installed technolo
gy and a site's resources, thereby increasing cost, wasting 
resources, or reducing performance. Hillsman and Petrich 
(1994) provide a comprehensive review of the possible impacts 
of climate change on renewable energy systems. Any negative 
effects of climate change on the operation and cost of renewable 
energy systems need to be set against positive benefits arising 
from their role in G H G mitigation strategies. 

1 1 . 6 . 3 . 1 . I m p a c t s o n Resources 

1 1 . 6 . 3 . 1 . 1 . H y d r o e l e c t r i c i t y 

Hydroelectiicity is curtently the most exploited renewable ener
gy resource around tiie world. The principal pathways through 
which chmate could affect hydroelectric resources are through 
a change in precipitation or the conditions (temperature, insola
tion, wind, humidity) that affect evaporation from reservohs. 
Precipitation can change in quantity, seasonality, and form (for 
example, snowfall versus rainfall). The percentage of a basin's 
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supply lost to evaporation from reservoirs or lakes depends not 
only on how much of the basin they cover but also on tempera
ture, wmd, and humidity, as well as vegetation cover and the 
location of a basin's reservoirs in relation to precipitation 
sources (Cohen, 1987a, 1987b). In an arid region, a change in 
temperature alone might have less effect on evaporation than it 
would in a more humid one. A l l else being equal, reductions in 
precipitation should also tend to reduce humidity and therefore 
increase evaporation. A n increase in transpiration from Vegeta
tion can also reduce the net supply of water to a basin. 

A n analysis of hydroelectiic generatmg potential m the James 
Bay region of Quebec under two climate scenarios estimated 
that an increase m precipitation would outweigh an increase in 
evaporation, and that generation could increase 6.7-20% (Singh, 
1987). Possible responses to decreased production include 
rebanee on other generating sources or the use of demand-side 
management (Energy, E c o n o m i c s a n d C l i m a t e C h a n g e , 1992). 

Fitzharris and Garr (1995) conclude that changes in precipita
tion pattems resulting from climate change could result in 
increased hydroelectric production in the South Island of New 
Zealand, arising at more useful times of the year. Lettenmaier 
et a l . (1992) estimate that a 2-4°C warming in Northem 
Califomia would reduce snow accumulation and shift peak 
ranoff from spring to winter. This would resuh in a closer 
match between ranoff and peak power demand in the region, 
but, on the other hand, water supply would become less reU
able. More efficient reservoir management alone could not mit
igate the additional risk of floods, and additional reservoir stor
age for flood flow would be needed (Lettenmaier and Sheer, 
1991). Such a response might increase the potential for hydro
electric production during floods but affect the availabihty of 
the reservoir system to meet other demands, such as those for 
irrigation. Where water storage is dontinated by snowmelt 
rather than by reservoirs, river basins are likely to be more sen
sitive to temperature shifts than to hydrological changes 
(Lettenmaier and Sheer, 1991). 

1 1 . 6 . 3 . 1 . 2 . Wind 

Wind energy depends in part on the temperature gradient from 
low latitudes to high (Grabb and Meyer, 1993). Estimates of 
potential cUmate change based on general ckculation models 
have suggested that the high latitudes should warm relatively 
more than the tropics (IPCC, 1990a). By itself this would 
reduce the temperature gradient and global wind resources. 
The wind resource at some sites, however—such as Altamont 
Pass in Califomia—is deteratined largely by a combination of 
local topography and location, so that the resource there might 
display less direct sensitivity to changes in global circulation 
pattems. For existing wind installations, a change in the direc
tion of the prevailing wind also could have a significant effect, 
depending on the orientation of the artay. 

Established wind energy systems are potentially vulnerable to 
changes in the local wind regime because wind energy flux 

varies with the cube of wind velocity (CavaUo et a l , 1993). 
Windspeeds above average contribute disproportionately to 
wind generator output. A changed frequency of higher wind-
speeds would have the greatest impact on output. Baker et a i 
(1990) analyzed long-term wind records at good but undevel
oped wind sites and estimated that a 10% change in wind 
speeds could change wind energy yields by 13-25%, depend
ing on the site and season. In general, if climate cUange mani
fests itself as greater variability in wind speeds, then wind 
energy production will tend to magnify this variability. A n 
increase in wind resources would cause a disproportionately 
large increase in energy capture, while a decrease would cause 
a disproportionately large decrease. 

Air density decreases with increasing temperature (Cavallo et 
a l , 1993), but an average increase of several degrees at a 
developed site should reduce output by at most 1-2%. In the 
high latitudes, where global warming might be more pro
nounced, air density and hence output could decrease to a 
greater extent (IPCC, 1990a). 

1 1 . 6 . 3 . 1 . 3 . O t h e r r e n e w a b l e energy sources 

Solar thermal and photovoltaic (PV) energy systems are depen
dent on local conditions (Radesovich and Skinrood, 1989; De 
Laquil et a l . , 1993). Systems that concentrate sunlight, using 
either mirrors to reflect it or lenses to refract it, require direct 
sunlight. Increases in humidity, haze, or cloudiness reduce the 
effectiveness of concentrating systems (Kelly, 1993). Global 
cUmate change may alter cloud regimes, leading, possibly, to 
more clouds and less direct solar radiation (Enquête 
Kommission, 1991). Cloudiness has recently increased over 
Europe, North America, India, and Australia as a whole (IPCC, 
1990a) but has decreased in Southem Australia and in the 
Sahel (CSIRO, 1992b). 

Flat-plate P V systems utilize both direct sunlight and diffuse 
light scattered by clouds or humidity. Electricity from a flat-
plate system in a region with relatively poor conditions might 
be 40% lower than that from an identical system in a region 
with excellent conditions (Zweibel and Barnett, 1993). This 
range is probably much greater than the difference produced 
by a gradual change in climate. PhotovoUaic cells lose about 
0.5% of their efficiency per °C above their rated temperature 
(Kelly, 1993). 

Ocean energy systems comprise a variety of technologies, 
including tidal bartages, wave energy systems, and ocean ther
mal energy conversion (OTEC). There are few plans to devel
op ocean energy systems, though their use might grow in the 
longer term. It would be essential to take account of projected 
sea-level rise over the very long design life of tidal bartages 
(UK Climate Change Impacts Review Group, 1991). Wave 
energy resources at any particular site depend on global wind 
patterns to generate waves, nearshore winds that affect wave 
size, and nearshore seabed conditions that affect the refraction 
and reflection of waves (Cavanagh et a l , 1993). 
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Geothermal resources may be affected by a change in precipi
tation pattems where the steam resource depends on an aquifer 
recharged by surface water or precipitation. A n assessment of 
the potential effects of climate change in New Zealand 
(Mundy, 1990) suggests that increased rainfall could increase 
the recharge of groundwater for most geothermal fields. 

1 1 . 6 . 3 . 2 . I m p a c t s o n t h e Value of Resources 

Several renewable energy resources, especially P V systems, 
often have high value because they are dependable when 
demand for energy is highest. Some changes in climate could 
shift demand peaks or change energy yields, thus altering the 
value of affected systems. 

The use of some renewable energy resources must be balanced 
against other potential uses. For example, in hydroelectric sys
tems, energy production may compete with demands for water 
to provide wildlife habitat, irrigate crops, maintain navigation, 
and support recreation. In coastal ocean energy systems, ener
gy production may compete with demands to protect wildlife 
habitat or support recreation. Climate change could lead the 
pubhc to place greater value on the nonenergy uses of these 
resources, leading to a decline in energy production. 

1 1 . 6 . 3 . 3 . I m p a c t s o n P e r f o r m a n c e 

Chmate change could affect renewable energy technologies by 
changing the performance and the degree of damage incurred 
during extreme weather events. Adapting to these impacts could 
alter operation and maintenance costs. The economic impacts, 
however, are likely to be much lower than those deriving from 
climate mitigation policies designed to promote renewable 
energy. The main climate impacts are: 

• For hydroelectric systems, precipitation pattems and 
climatic impacts on vegetation of the watershed could 
affect rates of siltation and reservoir storage capacity. 

• Dust, msects, or ice can reduce wmd energy production by 
about 8% (Lynette, 1989; Lynette and Associates, 1992). 
Light ramfall may clean the blades and mercase energy 
yields by up to 3%, but heavy ram can reduce energy out
put by mcreasmg turbulence (Baker et a l , 1990). 

• Severe weather (tomadoes, hurricanes, snow, and ice) 
can damage wind machines (Jensen and Van Hulle, 
1991), though the use of variable-speed wind turbines 
shows great promise for reducing this source of vul
nerability (Lamarre, 1992). 

• Soiling of the reflective surfaces of heliostats through 
dust can reduce energy capture by solar thermal sys
tems by up to 8% when there is littie rainfall 
(Radesovich and Skinrood, 1989). Efforts to reduce 
system costs have led to the development of larger 
heliostats that are more susceptible to wind damage. 

• Soiling also affects P V systems (Goossens et a l , 
1993). Moisture from storms or dew, hghtning stiikes. 

overheating, and vohage surges from cloud-induced 
transients can cause damage to electronic components 
(Conover, 1989; Kel ly 1993; Boes and Luque, 1993; 
Smith, 1989). A n increase in peak windspeed or in the 
frequency or severity of storms would require the 
stmctures necessary to support P V collectors to be 
sttengtiiened (Kelly 1993). 

• Ocean energy systems would be susceptible to storm 
damage (Cavanagh et a l , 1993). 

11.7. Need for Future Assessments 

Many elements of the industry-transportation-energy system 
are sensitive to extremes of climate rather than average condi
tions. The impacts of many variables also are specific to geo
graphical regions. If work on the potential impact of climate 
change on the industry, energy, and transportation sectors is to 
develop beyond a simple identification of sensitivities, then it 
will be necessary to generate climate scenarios that cover a 
wider range of climate variables, including extreme events, and 
refer to changes at the regional as well as global levels. The 
capacity to produce such scenarios does not yet exist. Several 
types of climate impact in the industry, energy, and transporta
tion sectors appear to merit further research. 

Developing Country Studies 

A number of comprehensive studies of the impacts of climate 
change on developed countries have been published. 
Extending this type of work to cover a wider range of devel
oping countties, which are likely to be more sensitive to cl i
mate, should have a high priority. Agroindustties merit special 
attention, given the dependence of many developing countries 
on agriculture and derivative sectors. Very few studies have 
been conducted that trace the indhrect effects of changes in 
agricultural activity on associated agroindustries. With a few 
exceptions, only casual inferences have been drawn concem
ing the secondary impacts of agricultural productivity on 
industtial output and employment. This problem can be 
addressed through economic models that characterize the rela
tionships between agriculture and industrial activity. The link
ages between marine ecosystems, fisheries, and fish-process
ing industries siittilarly need to be assessed. 

Studies at the System Level 

Much of the cUmate sensitivity exhibited by the industiies 
examined in this chapter arises not because of the direct impacts 
of climate on an activity but because of interdependence 
between activities through either climate-sensitive markets or 
the use of raw materials and resources that are themselves cl i
mate sensitive. Studies that increase understanding of these 
interdependencies and the indkect consequences of climate 
change throughout the economic system are an essential com
plement to studies that focus on specific sectors and activities. 
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Energy D e m a n d 

There is a need for studies that assess the impacts of chmate 
change on energy demand and the impact of G H G mitigation 
measures within a unified frameworlc. The adoption of mitiga
tion measures such as energy efficiency, renewable energy, or 
biomass production may influence the vulnerability of the ener
gy system to cUmate change while, at the same time, the dñect 
impacts of climate change may influence the degree of mitiga
tion action required to attain specific G H G emission objectives. 
No studies addressing this topic have been identified. 

Also, although there have been many studies of the impact of 
climate on energy demand, there is still considerable uncer
tainty about the possible hnks between the adoption of new air-
conditioning systems and climate change, particularly in tem
perate climates where the use of air conditioning is currently 
marginal. 

Transportation 

More assessment of impacts on transportation infrastructure 
and operations is needed. It is especially important to extend 
studies to developing countries and countries with economies 
in transition. Issues other than submergence as a result of sea-
level rise should be considered. The impacts of temperature, 
precipitation, and extreme events on both infrastructure and 
operations should be included. 

Transportation issues should be addressed within the wider 
framework of changes in human settlement pattems. The ques
tion of the impacts of climate change on regional transportation 
systems via the redistribution of population and economic 
activities has been neglected. There is a need to develop and 
refine an assessment methodology by adapting existing trans
portation models. Eventually, such models would be employed 
to evaluate scenarios of regional growth derived from climate 
change impact studies of migration, agriculture, industry, and 
other sectors to determine changes in transportation demand 
and impacts on transportation networks. 

Adaptation 

The literature referting to industry, energy, and transportation 
focuses largely on sensitivities and impacts and is weak on 
questions of adaptation. There are some areas where research 
on adaptation could be appropriate. Infrastracture associated 
with some large-scale renewable energy projects, transporta
tion systems, and buildings has a very long hfetime. It may be 
necessary to anticipate cUmate change by assessing how 
demand for facilities may be affected by climate in the long-
term and how climate might influence technical aspects of 
design. The development of climate guidelines is necessary for 
the constraction and location of coastal stmctures such as sea
walls, harbors, jetties, piers, and causeways that have long 
lives (Hameed, 1993). Such guidelines would also assist with 

the design of new buUdings, particularly with respect to their 
energy use characteristics. Improved monitoring of coastal 
zones, covering sea level, tidal and wave pattems, weather, 
marine ecosystems, coral reefs, coastal geomorphology, and 
sedimentology also is required (Crawford, 1993). 
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EXECUTIVE SUMMARY 

Climate change will occur against a background of other non-
climate environmental factors and socioeconomic factors that 
could either exacerbate or mitigate the effects of climate 
change. These other factors may, in many cases, dominate cli
mate change. As compared with the 1990 or 1992 IPCC assess
ments of impacts, this discussion emphasizes the multiple and 
interactive pathways by which climate change exacerbates or 
mitigates the effects of other events that nations may find 
important. These interactions could occur in unexpected ways, 
with small changes having disproportionately large outcomes. 
The major conclusions follow. 

Impacts on human settlements from climate change may 
be indirect, as well as direct. Direct effects of sea-level rise 
and extreme events are known to be important in coastal zones 
and island nations. However, many of the impacts on human 
settlements from climate change are likely to be experienced 
indirectly through effects on other sectors (for example, 
changes in water supply, agricultural productivity, and human 
migration). We have high confidence in the importance of 
these indirect effects because they depend on well-known 
mechanisms of social interaction rather than data specific to 
the climate of the future. 

Thresholds beyond which impacts escalate quickly are 
unique to individual local situations and tend to depend 
on the degree of adaptive response. For example, the 
impact of sea-level rise on coastal communities critically 
depends on the degree to which human lives and assets can be 
protected, insured, or shifted to new locations that are 
unthreatened. As discussed in 1990 and 1992, the human set
tlements most vulnerable to climate change are likely to be in 
locations already stressed by high rates of population growth, 
urbanization, and environmental degradation. However, in 
addition to islands, coastal communities, and communities 
dependent on marginal rain-fed agriculture or commercial 
fishing discussed in the previous reports, vulnerable settle
ments include large primary coastal cities and especially 
squatter settlements located in flood plains and on steep hi l l 
sides. We have medium confidence in this result. The con
sensus is strong concerning the principle, but the data sup
porting it apply mainly to analogous circumstances. 

Non-climate effects may be more important than climate 
change. Local environmental and socioeconomic situations 
are changing rapidly for reasons other than climate change. 
Worldwide, population growth, industrialization, urbaniza
tion, poverty, technological change, and govemment policy 
could overwhelm any effects of climate change. We have low 

confidence in this finding because the result is a matter of 
some controversy and there is insufficient data on climate-
change effects on human settlements relative to those of other 
disturbances to resolve it. 

A significant potential for noncoastal flooding (river 
basin and local urban flooding) is expected if precipita
tion intensity increases as a result of climate change. 
The IPCC Working Group I volume (Chapter 6, C U m a t e 
M o d e l s - P r o j e c t i o n s of F u t u r e C U m a t e ) states that precipitation 
intensity may increase and that several models now project 
increases in higher-rainfall events. If intensity increases, the 
risk of flooding to settlement infrastracture could be very 
widely distributed across the planet, not just in coastal zones. 
One particular problem in providing estimates of damage is 
specifying the extent of future human intrasion into disaster-
prone areas. We have low confidence in this finding because 
the consensus of climate modelers conceming the effects of 
climate change on intense rainfall events does not extend to 
regions and localities and because the degree of adaptation is 
likely to be important. 

Health risks are potentially very large, especially in the 
informal settlements on the fringes of megacities of the devel
oping world, but the probabilities are difficuh to estimate. 
Curtent pattems of urbanization, extended into the next centu
ry, suggest that the most vulnerable human populations may 
become even more vulnerable. Economic and environmental 
refugees may introduce a number of exotic diseases into tem
perate-zone human settlements. Increased climate variability 
and associated extreme events can add new breeding sites and 
new bursts of activity for vector-bome diseases. This finding 
relies on the best thinking of the community of epidemiolo
gists, but our confidence in the finding varies with the particu
lar disease and location and because necessary supporting 
environmental data are adequate in some cases and extremely 
sketchy in others (see also Chapter 18). 

Some other important findings are as follows: 

• Migration—Many of the expected impacts in the 
developing world will occur because climate change 
may, by reducing natural resource productivity in 
raral areas, accelerate raral-to-urban migration, exac
erbating already crowded conditions in the cities and 
further depleting the labor force of the countryside. 

• Water and Biomass—Global warming can be 
expected to affect the availability of water resources 
and biomass, both of which are major energy sources 



in many developing countries. Water and biomass 
resources are already under stress in many of these 
areas as a resuh of rising demand. Loss of water and 
biomass resources may jeopardize energy supply and 
materials essential for human habitation and energy 
production. 
Energy—Increasing human population and wealth 
provide a rising energy-demand baseUne against 
which the consequences of changing climate wil l be 
played out. Energy demand will be affected by warm
ing, but the direction and strength of the impact wiU 

depend on the extent of demands for space heating or 
cooling and the role of climate-sensitive sources of 
demand, such as irrigation pumping. Many of the 
largest increases in baseline demand will occur in 
developing countries, although not necessarily the 
largest changes as a result of climate. 

• Adaptation—Many adaptive mechanisms are avail
able to address each of the potential direct and indi
rect impacts of climate change on human settlements. 
The cost and effectiveness of each depend upon local 
circumstances. 
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12.1. Introduction 

1 2 . 1 . 1 . Why H u m a n Settlements 

A potentially important way in which cUmate change could 
affect human beings is through its effects on human settlements. 
Settlements, especially cities, have a central role in civiUzation 
as the primary generators of human wealth and the engines of 
social interaction and change. Whether explicitly acknowledged 
or not, environmentally appropriate economic and social devel
opment in settlements is a major goal of national environmen
tal policy throughout the world. According to the United 
Nations Centre for Human Settlements, a human settlement can 
be judged on four criteria: (1) the quality of Ufe it offers to its 
inhabitants; (2) the scale of nonrenewable resource use (includ
ing reuse); (3) the scale and nature of the use of renewable 
resources and the implications, of the settlement's demands for 
sustaining production levels of these resources; and (4) the scale 
and nature of nom-eusable wastes generated by production and 
consumption activities, the means by which these are disposed 
of, and the extent to which wastes affect human health, natural 
systems, and amenity values (Habitat, 1992a). Climate change 
could affect the sustainability of human settlements either by 
directly affecting the quality of life in settlements (e.g., by 
changing the probability of floods or the effects of air-pollution 
episodes), by modifying the effects of the settlements on their 
surrounding envhronments (e.g., by changing the demand for 
water or changing the assimilation capacity of weflands), or by 
changing the economic underpinnings of the settlement (e.g., by 
changing the productivity of croplands, forests, or fisheries on 
which the setflement depends). 

The 1990 and 1992 IPCC assessments deaU only with the 
direct effects of climate on human settlements, primarily infra
structure issues. The more subfle effects of human-settiement 
metabolism may be more important in some instances. 
Moreover, consideration of the indirect effects of climate 
change shifts the focus of attention from a narrow and neces
sarily speculative concern over future impacts on infrastructure 
to the more general pressing problems of economic and social 
development. Included in development could be an adaptation 
policy that includes a variety of adaptive mechanisms. 

1 2 . 1 . 2 . G u i d e t o t h e C h a p t e r 

This chapter begins with a discussion of the non-chmate envi
ronmental and socioeconomic factors that are expected to inter
act with climate change and sea-level rise (see Figure 12-1) in 
producing effects on human settlements. Some of the non-ch
mate effects (e.g., urbanization or pollution) are likely to be sig
nificant enough in many cases to dominate the effects of climate 
alone but in any case could exacerbate climate effects. The 
chapter then discusses the possible impacts of climate on vari
ous sectors that might be alfected (e.g., population, energy 
demand and supply, infrastructure, and water supphes). Some 
of these sectors have chapters of their own; however, this chap
ter emphasizes not only the direct effects of climate on human 

settlements but also the relationships between human settle
ments and these other, more directly affected, sectors. Finally, 
this chapter discusses adaptive responses to climate change— 
both those that may be taken autonomously by human settle
ments in response to climate change and other stresses and 
those that may be undertaken as a matter of deliberate adaptive 
policy by governments. Some readers will be disappointed that 
the chapter contains very few quantitative estimates of impact. 
This is by design. The very variety of human settlements and 
complexity of their environmental circumstances assure that 
almost any impact estimates will be local in scope and that both 
the absolute and relative importance of the various effects will 
be different in almost every circumstance. Except for sea-level 
rise, where some intemational estimates exist, the few estimates 
in the literature of the impact of climate change on human-set
tlement infrastracture and inhabitants are local and regional in 
scope. No study has yet attempted the difficult aggregation of 
cUmate and non-climate effects required for a proper analysis. 
Thus, die quantitative estimates provided in the chapter should 
be regarded as Ulustrative and anecdotal in nature. 

12.2. Non-Climate Factors 

A major difficulty in determining the impact of climate change 
on human habitat is the fact that many other factors, largely 
independent of climate change, are also important. In many 
cases, these other factors are far more important than climate 
change in terms of the risk they pose for human setüements. 
These non-climate factors will also increase the vulnerability 
of some regions to climate change. The most important of these 
factors include population growth, urbanization and industrial
ization, technology choices, and govemment policies. Other 
social factors, such as cultural clashes and warfare, also play a 
role. Vulnerability of settlements has to be judged on the basis 
of the susceptibility of the settlement's resources to damage via 
climate change, conditioned by the resilience of the resources 
and the technical, institutional, economic, and cultural capabil
ities of the setflement to cope with or manage the change 
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Figure 12-1: Relationship between direct and indirect effects of 
climate change, sea-level change, and non-climate factors on 
resource sectors, rural human settlements, and cities. 
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(IPCC C Z M S , 1992; Tumer et a l . , 1994). One can reliably pre
dict that certain developing countries wil l be extremely vulner
able to chmate changes because they are both susceptible to the 
change and already at the hmits of then capacity to cope with 
climatic events. These include populations in low-lying coastal 
regions and islands, subsistence farmers, populations in semi-
arid grasslands, and the urban poor. 

1 2 . 2 . 1 . Economic and Social Development 

1 2 . 2 . 1 . 1 . P o p u l a t i o n G r o w t h 

The population of the world is estimated at about 5.3 billion. 
At its peak in the late 1960s and early 1970s, the average annu
al rate of increase in the world's population was close to 2%. 
Projections suggest that this rate of increase will fall to less 
than 1% by the second decade of the 21st century. However, 
the rate of abatement in the growth rate is expected to vary 
sharply from region to region. For example, whereas the 
world's population as a whole is expected to grow at 1.3% per 
year on average between 2000 and 2025, population is expect
ed to grow at 2.1% in low-income countries but at only 0.2% 
in the Organization for Economic Cooperation and 
Development (OECD) countries (World Bank, 1991). Further, 
the differences in birth rates between raral and urban areas 
have widened, according to the United Nations World Fertility 
Survey (1986). Regions already straggling to cope with 
exploding populations can be expected to be exceptionally vul
nerable to climate change. 

1 2 . 2 . 1 . 2 . I n d u s t r i a l i z a t i o n a n d U r b a n , G r o w t h 

Since 1950, the number of people living in cities has tripled, 
increasing by more than 1.25 billion (World Commission on 
Environment and Development, 1987). By 1980, nearly one in 
three persons was an urban dweller, and one in ten lived in a 
city with a million or more inhabitants (a "milhon city"). By 
1990, an estimated 42.65% of the world's people were urban 
residents. It has been estimated that by 2025 60% of the 
world's people will be living in towns and cities. In many 
countries, the fastest-growing areas are in coastal regions and 
estuaries, many of which are vulnerable to extreme events and 
sea-level rise (Marco and Cayuela, 1992). Already, two-thirds 
of the world population lives within 60 km of the coast; this is 
expected to rise to 7 5 % by the year 2010 (WCC'93,1994). The 
developed world has heavily concentrated its people in coastal 
areas (Friedman, 1984; Handmer, 1989; Marco, 1992; 
Boissonade and Davy, 1993; Lester, 1993; Skinner et a l . , 1993; 
WCC'93 , 1994). 

Urbanization has been growing much faster and creating high
er urban densities in developing countries than in developed 
countries (Berry, 1990). Although significant differences exist 
between countries, in developing countries as a group the urban 
population is growing much faster than in the industrialized 
countries. In the developing countries, the urban population is 

growing by an average of 3.6% per year compared to only 0.8% 
in the industrialized countries, which are believed to have 
essentially completed their urbanization process and in some 
cases are de-urbanizing. The uncontrolled expansion of towns 
and cities in the developing countries has led to overwhelmed 
transport, communications, water-supply, sanitation, and energy 
systems. Urban sprawl preempts other land uses near these 
towns and cities. Between 1980 and 2000, urban areas in devel
oping countries are expected to grow from about 8 million 
hectares to more than 17 million hectares. The development 
policy in most developing countries after World War II favored 
modemization biased toward the urban-indusfrial sector, espe
cially manufacturing targeted to satisfy domestic demand. In 
Latin America, for example, "import-substitution industrializa
tion" registered an unprecedented success between 1950 and 
1970; the regional gross domestic product (GDP) grew at an 
annual average rate of 5%. However, raral public investment 
was neglected, and die raral labor force was economically mar
ginalized. Excess raral labor migrated to urban unemployment 
and informal activities (PNUMA/MOPU/AECI , 1989, Part III). 
Some analyses emphasize the attraction of cities ("pull factor") 
in the rural exodus, while others point out the aggravation of 
high raral population growth and the expelling process in raral 
areas ("push factor"). The latter definitely played a fundamen
tal role in migration. In the last decades, raral life conditions 
have experienced continuous deterioration in relative and 
absolute terms, and large sectors of peasants have been exclud
ed from the modemization process (Armstrong and McGee, 
1985, Chapters 4 and 5), leaving them more vulnerable to cli
mate variability. Growing scales of urban metabolism (urban 
demands for natural resources and the increase in the inflow and 
outflow of materials, products, energy, water, people, and 
wastes) add to pressures on the environment and could exacer
bate tiie effects of chmate change. Particularly salient has been 
the rapid growth of motorized ttansportation in urban areas. 

1 2 . 2 . 1 . 3 . P o v e r t y 

In the 1980s, many developing countries not only failed to keep 
pace with the industtial countries but saw their incomes fall. 
The living standards of millions in Latin America are now lower 
than in the early 1970s; in most of sub-Saharan Africa, living 
standards have fallen to levels last seen in the 1960s. According 
to some estimates, the percentage of the world's population liv
ing in absolute poverty decreased, at least up to the middle of 
the 1980s, but the absolute number of poor has increased 
(United Nations, 1989; Gilbert, 1992). It was estimated that in 
1985 1.115 billion people lived in poverty in the developing 
world. That is approximately one-third of the total population of 
the developing world. Of these, 630 million were exttemely 
poor (World Bank, 1990). Nearly half of the developing world's 
poor, and nearly half of those in extteme poverty, live in South 
Asia, followed in order by sub-Saharan Africa, the Middle East 
and North Africa, Latin America, the Caribbean, and East Asia 
(World Bank, 1990). What is particularly relevant for environ
mental management purposes is that poverty has "urbanized": 
The number of poor in the world increased 11% from 1970 to 
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1985, but the number of urban poor expanded 73% worldwide 
and up to 81 % in Africa. Poverty compounds the effects of inad
equate drinking water, poor sanitation, and housing in crowded 
buildings conshiicted in flood-prone areas and other dangerous 
circumstances (Habitat, 1992b). In addition, it restricts the abil
ity of communities to invest in practices and technologies that 
may be more environmentally appropriate. In some cases, 
poverty restricts access to education and information about bet
ter practices that are available. Although extremely serious in 
themselves, all of these factors are hkely to compound any neg
ative impacts of climate change. 

1 2 . 2 . 2 . T e c h n o l o g y 

1 2 . 2 . 2 . 1 . I n f r a s t m c t u r e 

The choices that people make concerning which technology is 
used to provide a given service may have a dramatic impact on 
the degree to which a given change in climate will affect 
human settlements. For example, periodic additions of mecha
nization in North American agriculture during the last century 
(e.g, tractors, self-propelled harvesters, center-pivot irrigation) 
have significantly reduced the number of people engaged in 
agriculture and the accompanying requirements for their eco
nomic and social support services. As a consequence, there are 
now fewer setüements dependent on agriculture or likely to be 
directly affected by drought, flood, or other weather incidents. 
Previous choices of technology may also considerably restrict 
the options available for adaptation. For example, the ordinary 
operating life of commercial buildings in the United States is 
about 80 to 90 years (Pierce, 1994), whereas the life of water-
supply systems is around 50 years (Internal Revenue Service, 
1994). It follows that climate changes occuning in the first half 
of the 21st century would affect energy and water-supply sys
tems that will mostly look like today's. The viability of entire 
transportation systems—for example, the bias that exists 
toward automobiles in many human settlements throughout the 
world—is influenced sttongly by past technological choices 
and spatial pattems of settlement that grew up around these 
choices. This, in tum, has significantiy influenced the long-
term livability and viability of these settiements. 

Standard engineering practice calls for safety standards of 
drains, culverts, bridges, dikes, and dams. Based on historical 
data, these are built to withstand 25-year, 50-year, 100-year, or 
400-year floods. If rainfall intensity increases with climate 
change (Pittock, 1994), these stmctures either would have to be 
built to a higher standard or a greater probability of damage 
accepted. A stmcture strong enough to withstand a 25-year 
flood in the future might have to be sttong enough to withstand 
a flood now considered to be a 100-year event. Today's stmc
tures would have a higher risk of failure. Lowering this risk 
would require investments that compete for very limited dis
cretionary dollars, especially in many developing countries. 

There is a huge unsatisfied demand for shelter in developing 
countiies. Indeed, constraction of living space is among the 

more energy-intensive activities in some countries, conttibut-
ing 17% of India's annual carbon dioxide emissions, for exam
ple (Tiwari and Parikh, 1993). In addition, in developed coun
tries, existing buildings conttibute a large portion of the prima
ry fuel use and greenhouse gas (GHG) emissions. In the United 
Kingdom and Westem Europe, the percentage may be some 
50% (Courtenay, 1992). If mitigation of climate change 
requires large increases in energy costs, the impacts on this 
sector and on human settlements could be sigrtificant. 

1 2 . 2 . 2 . 2 . E n v i r o n m e n t a l M a n a g e m e n t 

The manner in which human settlements dispose of their waste, 
and even the degree to which they declare certain physical out
puts of production and consumption processes to be "waste," 
reflects a series of social choices. The consequences of those 
choices on the environment varies widely and may be affected 
by climate change. 

For example, the most common method for disposing of solid 
waste is land disposal, either sanitary landfill or simply dis
posing of the waste on unused land. Leakage and ranoff from 
landfills and wastes released to surface waters adversely affect 
the quality of ground and surface waters. In some cases, an 
incinerator is used to reduce the volume of the organic compo
nent (Habitat, 1992a). To reduce the burden on landfills, 
resource recovery by one of several strategies can be pursued 
and may be more likely in less-wealthy settiements (Habitat, 
1992a). However, if settlements are poor, less-safe technolo
gies may be used for disposal. If climate changes, the assim
ilative capacity of airsheds may be reduced because of 
increased prevalence of stagnant-air episodes, while sea-level 
rise and potential flooding could restrict the availability of land 
for safe disposal of solid waste. At the same time, demand for 
disposal areas continues to rise. 

1 2 . 2 . 3 . P o l i c y 

1 2 . 2 . 3 . 1 . L a n d a n d D e v e l o p m e n t P o l i c i e s 

The rights and conditions under which land is held (land-tenure 
systems) can sttongly affect the management of this resource 
and either promote or discourage adaptation to envkonmental 
conditions of all kinds. Settlement history has a great deal to say 
about this, and land-tenure systems can result in mismatches 
between population and productive land. Some ttaditional land-
tenure systems have adapted to unique climate or cultural sys
tems and have significant survival value (Oguntoyinbo, 1991). 
For example, in some West African land-tenure systems, tenure 
goes with the crop, not the land. This system encouraged the 
growing of perenrüal crops, such as trees. Subsequent conver
sion to a fee simple absolute system (ordinary private owner
ship) encouraged the planting of commercial row crops, tiie 
opposite of the intended result (Rayner and Richards, 1994). 
Communally managed commercial livestock-grazing schemes 
appear to have worked better in Africa than fenced-ranching 
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schemes, in that they permit freer adjustment to spatial vari
ability in rainfall (Thompson and Wilson, 1994). In Mexico, 
ejido usufruct land-tenure systems (now undergoing privatiza
tion) have been used, in part, to combat the consequences of 
variability in rainfall (Thompson and Wilson, 1994) but have 
been more vulnerable to routine drought and generally show 
chronic low yields in comparison with private lands that are 
generally in more favorable locations and can attract higher 
investments in seed, fertiUzer, and water supply (Liverman, 
1992). This situation has encouraged rural-to-urban migration. 
In Nepal, forests were historically managed locally by the com
munity. When the state forest-management system was estab
lished, both land tenure and management passed to Katiimandu, 
and deforestation resulted. A mixed system of state ownership 
and local control seems to have improved forest management 
(Thompson, Warburton, and Hatley, 1986). In all cases, local 
knowledge has proved important. 

Some land uses can themselves increase flood hazard by low
ering the ground level through drainage (Tooley, 1992) and 
water extraction (Hadfield, 1994). Deforestation exacerbates 
runoff, and dams prevent the accumulation of silt on river 
deltas (Clark, 1991; Kreimer and Munasinghe, 1991). Local 
flooding can be made worse if much of the settlement's surface 
area is paved (Berry, 1990; Heini, 1991; Marco and Cayuela, 
1992), even in years of great drought (Handmer, 1989). 

Govemment actions (such as zoning practices m flood plains to 
hmit settlement) can reduce adverse interactions between devel
opment and clhnate. However, governments may lack the gover
nance capacity or will to adequately regulate land uses and 
respond to hazards (Beatley, 1994) or may face somethnes-irrec-
oncilable duties to make settlements both affordable and safe. This 
quandary manifests itsetf m floodplams in the conflict over mak-
mg flood msurance affordable and available without, at the same 
time, encouraging settiement in areas tiiat have to be defended at 
great cost (Amell, 1983; Henri, 1991; Murray, 1991; Denlea, 
1994). In addition, govemment infrastmcture mvestments and 
other actions can themselves create unfavorable environmental 
outcomes. In Mexico, Austraha, and India, for example, govem
ment investment in irrigation has sometimes resulted in high soil 
salinity and difficulties for the farm communities (Liverman, 
1992; Leichenko and Westcoat, 1993). Water-management pro
jects estabhshed to cope with frequent drought or flooding have 
also created poorly assimilated refugee populations. For example, 
the creation of Lake Kariba, between Zambia and Zake, has mar
ginalized tiie Tonga people (Magadza, 1991). Numerous otiier 
examples are cited by Gleick (1992). Many of the adverse envi
ronmental consequences of urban slums occur because residents 
lack clear legal tenure and because of the lack of land-use conttols. 

Most fundamental environmental problems of settiements them
selves cannot be tackled unless city governments have the capac
ity (power, resources, and technical expertise) to intervene in the 
urban land market. While land-use planning and controls can be 
problematic everywhere, in many developing countries in partic
ular this lack of capacity, lack of land-use controls, and lack of 
legal altematives to unauthorized settlements creates a haphazard. 

sprawling pattem and density of development that will not allow 
cost-effective infrastracture and service provision. It also pro
motes illegal housmg on dangerous land sites, sprawl over prime 
agricultural land, and degradation of the natural landscape 
(Hardoy and Satterthwaite, 1984; Gilbert, 1992). Even when 
planning norms exist, they may be weak or unconnected with the 
way in which land is actually appropriated. In some big urban set
tlements like Mexico City, planning did not have stipulations to 
regulate the land market, nor was it associated with concrete pro
grams for addressing priority needs and problems, such as hous
ing and services (Aguilar, 1987; Aguilar and Ohvera, I99I). 

1 2 . 2 . 3 . 2 . M i g r a n t a n d Refugee P o p u l a t i o n s 

Conflict between groups in society can exacerbate the effects 
of climate, creating refugee problems of major dimensions. 
Such conflict has occurred on the Н о т of Africa for 20 years, 
where successive civil wars in Ethiopia, Eritrea, SomaUa, and 
Sudan have repeatedly disrapted both agriculture and food-
delivery systems. Human settiements in many raral areas have 
been abandoned, and tiiousands have succumbed to famine and 
disease (Tolba et a l . , 1992). Adverse cUmate conditions may 
compound the plight of refugees (Newland, 1994). 

As land and water resources bear increased population and 
development burdens, disputes over resource use become 
increasingly acute and may themselves become a source of con
flict. For example, in northwest Mexico, the water rights in the 
Cucurpe area have sometimes become a cause for violence 
(Liverman, 1992). In the Middle East, Jordan, Israel, and Syria 
have had great diffîculty resolving issues over the distribution 
of both groundwater and surface waters of the Jordan River 
Valley (Lowi, 1992; Suhrke, 1993), which contributes to the 
political instability of that region. Envhonmental degradation 
has been a major source of intemal social and economic conflict 
and migration witiiin China (Smil, 1992). Similar (though less 
extreme) difficulties have attended the distribution of Colorado 
River water in Nortii America (Glantz, 1988) and Euphrates 
River water among Turkey, Syria, and Iraq (Gleick, 1992). 

In some cases, climate-related environmental disaster has creat
ed significant refugee populations, while in otiier cases the man
agement of resources to prevent disaster has created the prob
lem. These refiigee populations are often either socially margin
alized or become a source of conflict (Suhrke, 1993). For exam
ple, repeated flooding in Bangladesh has resulted in migration of 
thousands of Bangladeshis to India, where ethnic conflict has 
resulted (Homer-Dixon et a l , 1993; Hazarika, 1993). 

12.3. Impacts and Ranges of Sensitivities 
to Climate Change 

1 2 . 3 . 1 . Population M i g r a t i o n 

If future cUmates resemble those projected by the general cir
culation models, wetter coasts, drier mid-continent areas, and 
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sea-level rise may cause the gravest effects of chmate change 
through sudden human migration, as milUons are displaced by 
shoreline erosions, river and coastal flooding, or severe 
drought (e.g., X ia Guang, 1991). In the developing world, 
many areas to which people might relocate are likely to have 
insufficient support services to accommodate the new arrivals. 
Other consequences can include ethnic tensions and regional 
overpopulation. 

Less dramatically, long-term problems witii land fertility arising 
from the interaction between climate and social and agricultur
al practices produce rural-rural and rural-urban migration. It is 
known, for example, that a large number of the rural-rural 
migrants in Nigeria originate in tiie very densely populated 
areas where soils are impoverished and have also been 
destroyed by erosion (Udo et a l , 1990). Other things being 
equal, more-intense rainfall accompanying climate change 
could accelerate these soil-erosion and leaching processes. 

Where social safety nets do not intervene and where land uses 
and techniques are inappropriate, mid-continental droughts 
have contributed to similar migrations in developed countries 
(Riebsame, 1990). 

In much of the developing world, perhaps 90% of the migrants do 
not have the special skills that would atttact a salary high enough 
to enable them to live in a better-designed and bulk urban settie-
ment. Consequently, they end up living in informal peri-urban 
settlements with some serious infrastiucture problems, ranging 
from unhealthy envkonment and water supply to difficuh access 
to energy, ttansportation, communications, and shelter. About 
one-tiikd of the population in many developing-world cities lives 
in these informal settlements. Some can be enormous. Ciudad 
Netzahualcoyoti, the large informal settlement of the 1970s (now 
a more regular, permanent city) in the Valley of Mexico had more 
than 1.2 nrtiUion inhabitants in 1990, according to the Population 
Census. A newer informal settlement that mainly developed dur
ing the 1980s is Valle de Chalco, with an approximate population 
at the beginning of the 1990s of 400,000 inhabitants (Aguilar and 
Olivera, 1991; Hiemaux, 1991). ' 

1 2 . 3 . 2 . E n e r g y 

Generally, studies have shown differing location-specific over
all aggregate energy impacts, depending on how much energy 
use is related to residential and office heating and cooling. 
Climate warming will increase energy consumption for air 
conditioning and, conversely, lower it for heating. This result 
was discussed in the 1990 and 1992 assessments for developed 
countties. This section confirms those earlier findings and adds 
some insights on the developing and newly industtiahzed 
countries. Because agriculture, ttansportation, and industry aU 
have been allocated their own sections in this report and 
because Chapter 22 provides considerable background on fuel 
use in residential and commercial buildings, this section pri
marily focuses on energy demand in tiie residential and com
mercial sectors as influenced by climate change. Change can 

be expected in chmate-sensitive sources of energy such as 
hydroelectric power, biomass, solar, and wind. Those resources 
are discussed in much greater detail in Chapter 11. 

1 2 . 3 . 2 . 1 . D e m a n d 

Space conditioning of buildings is one of the most cUmate-sen-
sitive uses of energy—especially the use of electiicity for resi
dential and commercial air conditioning, and electricity plus 
other fuels for space heating. Although usually smaller in total 
magnitude of energy demand, the use of electricity and fuels 
for krigation pumping and the use of fuels for drying of agri
cultural crops also can be significant weather-sensitive 
demands in some regions (Scott et a l , 1993; Darmstadter, 
1993). Chmate change has negligible direct effect on vehicle 
performance, but transportation activities are sensitive to 
immediate impacts from weather and may be indirectiy sensi
tive to gradual shifts in human activities as they respond to ch
mate change and to greenhouse and environmental strategies. 
For example, i f warming should accelerate urbanization ten
dencies caused by adverse effects on the rural resource base, 
additional urban congestion could reduce vehicle performance 
in cities. This performance dechne provides incentives for 
transportation modal shifts (to pubhc transit, for example). 

Changes in population, wealth and activities of the population, 
energy prices, cost and characteristics of technologies used, 
and daily and seasonal operational pattems for these technolo
gies help drive urban energy demand. For example, discrete 
zoning of residential and commercial areas may cause higher 
levels of transportation use (Matsuoka et a l . , 1992). D.W. 
Jones (1991) found that urbanization was an important deter
minant of energy demand, though less important than per capi
ta income and industriaUzation. Mechanization of food deUv-
ery and joumey to work are major factors. Because the effects 
of climate change appear to be small in comparison with poten
tial changes caused by these other factors, adjustments can be 
made to accommodate climate change at small to moderate 
cost (Linder and IngUs, 1989). A special consideration in con
sidering the effects of urbanization on energy use is the urban 
"heat island" effect, in which the replacement of vegetative 
ground cover in urban settlements with stmctures, stteets, and 
similar surfaces causes outdoor temperatures within these set
tlements to be several degrees higher than they otherwise 
would be (Boodhoo, 1991). Energy consumed for air condi
tioning may increase heat-island effects (Hanaki, 1993). Heat-
island effects and actions to reduce them are further discussed 
in Chapter 22 in the context of the extra energy that must be 
expended in buildings to counteract heat-island effects. 

The sensitivity of space-heating and air-conditioning demand 
to chmate may be estimated in two ways: (1) by using statis
tical relationships between demand and climate variables of 
the type routinely used by energy suppliers in carrying out 
short-mn demand forecasting (an analog approach) and (2) by 
using underlying physical parameters, such as heating or cool
ing degree-days, to make estimates based on the physical 
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characteristics of buildings (UK Climate Change Impacts 
Review Group, 1991). In general, the analogue approach 
results in a lower estimate of climate sensitivity because it 
takes account of the fact that building occupants may, through 
autonomous adaptation, adjust their comfort levels. On the 
other hand, the analogue approach does not take account of 
some forms of long-term adaptation, notably the modification 
of building design and space-heating or air-conditioning sys
tems to take account of changed climate conditions (UK 
Climate Change Impacts Review Group, 1991). In temperate-
zone developed countries, investigators have observed that the 
net balance of energy demand depends largely on the balance 
between cooling and heating in the residential and commercial 
sectors (Linder et a l . , 1987; Scott et a l . , 1993; Rosenthal, 
Gruenspecht, and Mann, 1995). In the commercial sector, air 
conditioning accounts for a greater proportion of final energy 
demand, partly because of intemal heat gains from lighting, 
office equipment, and occupants. Generally, in cool areas with 
limited air conditioning, space-heating fuel use and electricity 
demand for heating (and, sometimes, total electricity demand) 
would likely dechne (Stokoe e t a l . , 1987; Singh, 1988; Mundy, 
1990; Aittoniemi, 1991a, 1991b; U K Climate Change Impacts 
Review Group, 1991; Scott et a l . , 1993). Where coohng is 
already more important than heating or may become more 
important, the increase in cooling demand will be greater than 
the decrease in heating demand (Loveland and Brown, 1990). 

In developed countries, increases in commercial building 
space, space conditioning, and office automation drive much of 
the overall increase in energy demand and an increase in elec
tricity's share (Nishinomiya and Kato, 1989; Herring et a i , 
1988), while energy-efficiency codes and varieties of green 
labeling have reduced energy demand. In some cases, climate 
warming can be expected to further increase both peak and 
total annual electric power consumption (Linder et a l . , 1987; 
Linder and Inghs, 1989; Niemeyer et a i , 1991; Nishinomiya 
and Nishimura, 1993). However, primary energy demand can 
still either fall (Nishinomiya and Nishimura, 1993) or rise (UK 
Chmate Change Impacts Review Group, 1991), depending on 
local conditions. 

The relationship between cooling energy and temperature 
appears to be nonlinear because of latent heat of water con
densed by active system cooling equipment and lost efficiency 
of passive and natural ventilation at high temperatures 
(Millbank, 1989; Hulme, Haves, and Boardman, 1992; Scott, 
Hadley, and Wrench, 1994). Huang et a l . (1987) showed better 
cooling correlations using degree-hours, latent enthalpy hours, 
latent cooling loads, and adjustments for natural ventilation. In 
more recent unpublished work, Huang has shown that a uni
form I.7°C increase in temperature causes about a 12% to 20% 
increase in cooling loads in cities in newly industrialized or 
developing countries with hot climates. In cities with cooler 
chmates (e.g., Mexico City, Sao Paulo, Beijing), the estimated 
increases in cooling loads are larger in relative terms but small
er in absolute terms. Cities in warmer climates may experience 
large relative decreases in their very small heating loads of 
50% or more, virtually ehntinating the requnement to heat. 

Research in developing countries has shown that appliance use 
in general (OTA, 1991; Figueroa, Ketoff, and Masera, 1992) 
and air-conditioning saturation in particular depend on urban
ization and income levels. Meyers et a l . (1990) credited the 
rapid growth in residential energy use in developing and newly 
industrialized countries to an increase in the number of house
holds and electrification. Market penetration of air condition
ers is still low in most countries, but once they become afford
able their proliferation can be very rapid, particularly in hot cli
mates. This has happened in the Philippines, Malaysia, 
Thailand, Taiwan, and Brazil, which also have humid climates 
(Schipper and Meyers, 1992). In Taiwan, air-conditioner mar
ket penetration more than doubled (12% to 29%) between 1979 
and 1989, while in Korea, which has a relatively short summer, 
it grew from zero in 1976 to 9% in 1989. In comparison, the 
market penetration of air conditioning in Japan is close to 60%. 
Similar findings are reported by Sathaye and Tyler (1991) and 
Parker (1991). Urbanization, rising incomes, and warmer cli
mates could combine to increase both air-conditioner market 
penetration and cost per unit. 

1 2 . 3 . 2 . 2 . Supply 

Understanding the effects of climate on hydroelectric, biomass, 
solar, and wind energy is particularly important because 
renewable energy sources are playing a significant role in the 
energy planning of many countries. This could become an 
increasingly important concern in developing countries, many 
of which are facing serious economic pressures from the need 
to import conventional energy resources. 

Although cooking usually is a more important end use than 
heating, woodfuels are particularly important in developing 
countries because of their (typically) low cost and the simplic
ity and low cost of the end-use technology (Hall et a l . , 1993). 
Among the largest potential impacts of chmate change on the 
developing world are the threats in many areas to fuelwood and 
charcoal, which are principal sources of energy in most sub-
Saharan African nations and many other developing countries. 
For example, cities and towns place large demands on adjacent 
and distant forests. Bamako, the capital of Mali , is supplied by 
a zone with a 1(Ю-кт radius (Simmons, 1989), but most of the 
612 tons per day arriving in Delhi, India comes from 700 km 
away in Madya Pradesh (Hardoy et a l . , 1992), and charcoal 
from northem Thailand is exported to Bangladesh (Tolba et a l . , 
1992). Locally, firewood removal can be very important. Wood 
is known to be scarce around Kinshasa in Zaire, Brazzaville in 
the Congo, Nairobi in Kenya, Niamey in Niger, Ouagadougo in 
Burkina Faso, and in much of Nepal (Williams, 1990). More 
than 90% of the energy in some African countries depends on 
biomass (fuelwood). Even i f climate does not change, the 
combination of population growth and a dechning resource in 
some cases will bring cost pressure to change the fuels for 
cooking and heating from wood and charcoal to other fuels 
(see Chapter 11). Because of uncertainties in water-resource 
projections derived from current cUmate models, providing 
reliable regional projections of future moisture conditions in 
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these countries is very difficuh, although researchers are work
ing on the problem (e.g., Magadza, 1993). Analysis of this sit
uation should be a top priority for energy planners. Further 
details are provided in Chapter 11. 

Many developing countries and some developed countries 
depend significantly on hydroelectric power (World Resources 
Institute, 1992). Even constant per capita electricity consump
tion implies that without major additions from technical poten
tial, hydropower could decline significantly as a source of 
power by the early part of the next century. Management of 
some hydroelectric power systems could be significantly com
plicated by reduced snowpacks, which change the seasonality 
of storage and supply, and greater flood intensities if rainfall 
increases. Geographically extensive hydroelectric systems may 
be surprisingly unaffected despite climate sensitivity of some 
components (Sias and Lettenmaier, 1994). Rising electricity 
consumption and (perhaps) dechning future capability resulting 
from climate change could force some nations to rely increas
ingly upon fossil fuels. For additional details conceming the 
effects of climate change on energy supply, see Chapter 11. 

1 2 . 3 . 3 . A i r P o l l u t i o n , Waste M a n a g e m e n t , and S a n i t a t i o n 

Climate change does not directly lead to air, water, or soil-col
umn pollution. However, if changes in climate significantly 
alter local and regional weather pattems, underlying trends in 
pollution damage may change nonlinearly. This issue received 
only brief attention in the 1990 and 1992 assessments. Global 
monitoring of urban air quality in cities indicates that nearly 
900 million people are exposed to unhealthy levels of sulfur 
dioxide (SO2) and more than 1 billion are exposed to excessive 
levels of particulates (Schteingart, 1988). While cities such as 
Manchester, London, Tokyo, and Frankfurt have seen great 
improvements in air quahty (especially SO2), other cities in the 
low latitudes have increased SO2 levels. Moreover, photo
chemical smog produced by the reaction of sunlight with ozone 
and photochemical oxidants, such as peroxyacetal nitrate 
(PAN) from nitrogen oxides (N0^) and hydrocarbon emissions, 
is particularly prevalent in cities in semi-arid regions, such as 
Los Angeles, Tehran, and Mexico City. In British cities, N0^ is 
probably of more concem now than sulfur oxides (SO^). 
Warming can exacerbate the formation of smog. Global warm
ing appears likely to aggravate tropospheric ozone and other 
air-quahty problems in polluted urban areas, which in tum may 
increase human respiratory disease. In developing countries, 
much of the pollution problem comes from small and numer
ous sources rather than large industrial sources (Parikh, 1992). 

Rapid industrialization and high urban growth rates have 
engendered major air-pollution problems in urban centers (e.g., 
Brazil, Chile, Mexico, Malaysia, Indonesia, Thailand). In 
Mexico City, for example, severe pollution stems from 36,000 
factories and 3 million motor vehicles emitting 5.5 million tons 
of contaminants per year (Schteingart, 1988), leading in part to 
high blood levels of lead in newborns (Schteingart, 1989). Box 
12-1 describes the complexity of interacting urban growth and 

air pollution problems of the Basin of Mexico (Mexico City 
and surrounding urban area). Similar problems are caused by 
private diesel buses in Santiago, Chile (Crawford, 1992) and 
by the use of smoky, high-sulfur coal briquettes in domestic 
stoves in Chongqing, China (Wang et a i , 1994). In all of these 
cases, if climate change were to add to the number of air-stag
nation periods, the effects on human health and economic pro
ductivity (from pollution itself or from emergency counter-
measures) would be more severe. 

Many landfills, abandoned industrial waste dumps, agricultur
al chemical residues in soils, and polluted river and lake sedi
ments pose long-term potential chemical "time bombs." A 
chemical time bomb is defined as a time-delayed, nonlinear 
response of soils, sediments, and groundwaters to stored pollu
tants under changing climate and land-use conditions (Hejkstra 
et a l . , 1993). The metabolism of human settiements is respon
sible for these potential chemical time bombs—some of which, 
such as landfills and old industrial sites, lie directiy in urban 
areas. Hydrological modifications, especially if rainfall inten
sities increase following climate change, could lead to more 
rapid leaching from old landfills that are not watertight, affect
ing groundwater tables and thus drinking-water supplies. 
Land-use modifications driven by changes in water availabili
ty or altered economic situations could lead to changes in 
ground cover that mobilize toxic residues in soils (Hesterberg 
et a l . , 1992). In forests, an increase in temperature and a reduc
tion in transpiration by trees leads initially to increased miner
alization of organic matter, followed by nitrification and mobi
lization of hazardous substances (Mayer, 1993). 

The rapid urbanization of low-lying areas in many developing 
countries has resulted in poor sanitary conditions and low water 
quality. In many cases, this degradation is exacerbated by nat
ural climatic phenomena. For example, in the rapidly growing 
coastal cities of Lagos, Port Harcourt, and Warri in Nigeria, 
wastewater and sewage are discharged into open wayside gut
ters. Flooding during the rainy season produces an unhealthy 
and noxious environment (Udo et a i , 1990). Since these areas 
are also subject to sea-level rise and perhaps more intense and 
extended coastal storms under climate change, the ttiple effects 
of urbanization, poverty, and climate change could make the 
environment in cities like these dangerous for human health. 

1 2 . 3 . 4 . I n f r a s t r u c t u r e 

Except for a reduction in the degree of expected sea-level rise 
and more emphasis on extreme events, little has changed in our 
understanding of this issue since the 1992 assessment concern
ing direct impacts of climate. However, the indirect impacts of 
climate and socioeconomic change were not discussed in earli
er assessments. Although bridges, roads, and buildings can 
have a physical lifetime of several hundred years when proper
ly maintained, urban infrasttucture often has a rather short life
time because population, urban activity, and other factors often 
change significantiy within shorter time periods than the phys
ical lifetime of the structure. Such socioeconomic change 
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Box 12-1. The Challenge of Urban Growth and Air Pollution: Mexico City 

The metropolitan area of Mexico City ( A M C M ) consists of more than 2,000 square kilometers, comprising the Federal 
District (where the govemment seat is) and 21 adjacent municipalities in the State of Mexico. Growth of 5% per year 
from 1940 to 1980 and 2% per year for the last 10 years has resulted in 15 million inhabhants in 1990, making the 
A M C M one of the largest cities of the world. As the country's political, economic, industrial, and social capital, Mexico 
City contains about 20% of the national population, provides 47% of all jobs in industry, and generates 48% of pubhc 
investment in social welfare (Aguilar and Sanchez, 1993). It also contains 30% of all the industrial plants in the country 
(a total of 38,000), which contribute 20% of Mexico City's pollution, and has about 2.5 million motor vehicles that con
sume about 14 million Uters of gasoline and 4 million liters of diesel fuel per day, generating 75% of the pollution in the 
city (Departmento del Distrito Federal, 1987). 

Mexico City's location in a deep vaUey at approximately 2,300 meters above sea level creates a natural isolation and 
contributes to frequent thermal inversions (especially in winter), preventing the dispersion of pollutants. Ecological dam
age has been aggravated by the lack of measures to protect the local environments. GCMs are silent on the question of 
local winter temperature inversions, but more frequent or persistent inversions would worsen the Mexico City air quality, 
while less frequent inversions would improve it. 

A comprehensive program of action was announced in 1990 to rationalize urban transport, improve the environmental 
qualities of fuels burned, install pollution-control equipment, and regenerate natural areas (Méndez, 1991). Some of the 
main actions taken in this new program also would reduce emissions of greenhouse gases: 

• Emission of atmospheric pollutants was controlled in service facilities, such as public baths, dry-cleaning shops, 
and laundries. These places frequently did not comply with technical standards because of their old equipment 
and a notorious lack of maintenance. 

• Industries in the basin were inspected regularly and systematically to verify the correct functioning of their 
now-mandatory pollution-monitoring and emission-control equipment. 

• Checking vehicular exhaust emissions became mandatory in late 1989. From 1991 onward, the regulation was 
changed to compulsory verification every six months for heavy-use vehicles and yearly for all other vehicles. 

• The use of each car was banned one day of the week, according to the numbers on the license plate, to reduce 
the circulation of vehicles by approximately 5(Ю,000 cars, on average, during working days. 

• In 1991, unleaded gasoline and catalytic converters became obligatory in all new cars. However, the lower lev
els of lead increased the amount of unbumed oil residues—which, in turn, increased the ozone formed in the air 
of the city during daylight hours (Bravo et a l . , 1991). 

• The two thermoelectric plants in the basin increased their consumption of natural gas as a substitute for oil. 

Despite all these measures, atmospheric pollution has remained dangerous to human health. Public officials acknowledge 
that employment and productivity in the urban economy is still a priority over environmental preservation (Mumme, 
1991). Furthermore, some industrial plants have yet to install antipollution devices. Because of the high cost involved, 
these plants wil l depend on state credit programs that are to be implemented in future years to afford these devices. 

Additionally, because of the ban on using cars once or twice in a week, some people have bought a second or third car in 
order to drive on all working days. This has increased the number of the private vehicles by about 20%, as well as the 
consumption of gasoline. Catalytic converters are optional for used cars, which represent most of the private vehicles in 
the urban areas. As a result, atmospheric pollution has remained at critical levels in the past five years. Not only have 
some individual pollutants frequently exceeded what are considered the healthy limits, as is the case with ozone, but the 
overall air-quahty index (abbreviated in Spanish as IMECA) has suфassed 100 points—the air-quality norm recom
mended by the World Health Organization during most of the year. This fact indicates that at least some pollutants are 
well above the healthful limit and that long periods of exposure to high pollution levels are notable. 

requires renewal or alteration of infrastmcture. Adaptation to 
chmatic change becomes an important factor in the design of 
infrastractures with long Ufetimes. 

A significant component of the increase in costs associated 
with risks to infrastracture occurs because the "built environ

ment" has become more valuable over time as investments 
have occurted. Although some infrastracture has become bet
ter designed against natural hazards, risks to infrastracture 
could increase over time, even without climate change. As with 
population, human settlement infrastracture has increasingly 
concentrated in areas vulnerable to flooding, fires, landslides. 
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and other extteme events. Much of the increase in the value of 
these physical assets has come because of rising per capita 
wealth (Stavely, 1991; Central Statistical Office, 1994). These 
assets are often housed in lightly constructed residential prop
erty, which in the case of Hurricane Andrew in Florida 
accounted for 65% of all insured losses (IRC, 1995). Use of 
modem constmction materials (e.g., aluminum sheeting used 
for roofing) and aesthetic design features without sufficient 
understanding of their appropriate use has compounded the 
damages of extreme events. Modem buildings are difficult to 
repair if stmctural pillars are damaged (Jakobi, 1993), and 
exterior and contents damages also can add up to severe losses 
(FEMA, 1992). Although the amount or proportion of national 
physical assets exposed to chmate hazards is not readily avail
able, it is known that in the United States about $2 ttiUion in 
insured property value lies within 30 km of coasts exposed to 
Atiantic hurricanes (IRC, 1995); in the Netherlands $186 bil
lion lies in the hazard zone. The corresponding total in Japan is 
$807 bilhon (WCC, 1993, 1994), and in Austtalia, $25 billion 
(uninsured) (Peele, 1988). Elsewhere, the value of exposed 
assets is not weU known, but Hohmeyer and Gartner (1992) 
updated a 1971 estimate to give $22 trillion. This value may 
have doubled due to economic growth since the 1970s. Insured 
values are usually considerably less than total values because 
of the difficulty and expense of obtaining coverage. 

Climate can directiy affect infrastracture via atmospheric 
processes, fire, and flood. Some researchers have found, for 
example, that return periods for major flood events may 
increase fourfold by tiie year 2070 (Gordon et a l , 1992; Smith, 
1993; Whetton et a l , 1993; Bates et a l , 1994); that is, the 100-
year flood would become tiie 25-year flood. If so, design and 
safety standards would have to be revised for culverts, drains, 
bridges, dikes, and dams. Moreover, existing infrastracture 
would be more vulnerable to failure (Minnery and Smith, 
1994). Lake levels in many regions in the world are known to 
fluctuate under curtent climate conditions, in some cases 
changing more rapidly than settlements can adapt to easily 
(Dejoux and litis, 1992) or influencing water quality (Gafny 
and Gasith, 1989, 1993). This fluctuation occurs both because 
of varying precipitation and ranoff and because of variations in 
human withdrawal of water for a variety of purposes. Climate 
change could add to the list of variables affecting lake levels. 

Protection of infrastracture from extteme rainfall events, river 
flooding, landslides, and coastal flooding could become a more 
serious problem with climate change, in some cases pointing 
toward retreat from hazardous areas. As noted in Chapters 9 and 
17, many inhabited areas in the world, especially those in 
coastal zones, are already sensitive to flooding, landslides, and 
wind damage under existing chmate (e.g., see Ojo, 1991). Some 
coastal areas, most notably river deltas, face relative sea-level 
rise already due to geological factors; withdrawal of oil, natur
al gas, and water from geological formations underlying the 
delta regions; and sediment impoverishment because of water 
and flood conttol works. Coastal zone agriculture, coastal man
groves, and coral reefs are important to human settlements in 
some parts of the world (Morgan, 1993; Yoshino, 1993) and are 

sensitive to sea-level rise. Based on a population-at-risk concept 
(populations subject to annual flooding), a 1-meter sea-level 
rise, and year 2020 populations, Hoozemans et a l . (1993) note 
that very large populations are sensitive to sea-level rise in 
Bangladesh, China, Egypt, India, Mozambique, Pakistan, and 
Vietnam. Otiiers note particular locations at risk, like Jakarta, 
Indonesia (Sari, 1994). Excluding Mozambique and Vietnam, 
projected aggregate annual costs of protection were $290 mil-
hon for these countries, less than 1% of their gross national 
product (GNP). Countties with costs of protection above 5% of 
GNP included Anguilla, Cocos Islands, Gambia, Guinea-
Bissau, Guyana, Khibati, the Maldives, the MarshaU Islands, 
Mozambique, Tokelau, Turks and Caicos, and Tuvalu. 
Fankhauser (1995) has calculated annualized coastal-protection 
costs for the world on the order of $1 biUion per year for a 
recent estimate of a 50-cm sea-level rise by the year 2100. 
Inundation and erosion in OECD countries are about half the 
world total, accounting for between 0.01 and 0.27% of 1985 
GDP in OECD countiies (Rijsberman, 1991). More refined 
analyses have been done of several countries' coastal infra-
stracture-protection needs, including the Netherlands (UNEP 
and Govemment of the Netherlands, 1991) and Japan (Kitajima 
et a l , 1993). Optimal protection strategies have been investi
gated for several locations, including the Netherlands (UNEP 
and Govemment of the Netherlands, 1991). See Chapter 9 for 
additional details conceming coastal impacts and costs. 

Settiements in forested regions in many areas are vulnerable to 
seasonal wildfires. This includes settlements in temperate-zone 
regions such as Canada (Forestry Canada, 1991), tropical 
forested regions such as Borneo { E c o n o m i s t , 1994), and 
mediterranean climates like the state of Cahfornia in the 
United States or southem Austtalia (Cheney, 1979; Foster, 
1994). If the chmate in these areas should become even drier 
and warmer, the frequency of fire danger would increase 
(Street, 1989; White, 1992; Ryan, 1993), although it is possible 
that fuel buildup under drought conditions would decrease, 
decreasing fire intensities. 

Such information needs to be developed for other climate-
related impacts. One potential adaptation to a wetter climate or 
to a warmer climate in an area vulnerable to river flooding 
from snowmelt would be to expand or reinforce riverine flood-
control systems with dikes, check dams, and expanded storage 
facilities. Alternatively—or in addition to these measures— 
land-use planning and regulation can be strengthened for haz
ardous areas. The costs of these actions have not been estimat
ed in relation to climate change, at least in part because the 
location of future chmate-enhanced flood danger is so poorly 
understood that any estimate would be largely speculation. 

Transportation impacts were discussed in the 1990 and 1992 
assessments and are discussed in greater detail in Chapters 11 
and 21. The findings are locality-specific and have not 
changed significantly. Although in the colder regions global 
warming may encourage the poleward expansion of human 
settlement and open some winter water travel (Sanderson, 
1987; Stokoe et a l , 1987), thawing of the permafrost may also 
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disrapt infrastracture and transport (loss of foundations for 
airports and ran ways; loss of seasonal ice roads) and adverse
ly affect the stability of existing buildings and conditions for 
future constraction (IBI Group, 1990). If extreme rainfall 
events become more common, impacts on roads, railways, and 
other transportation links could become global in reach. 
Although cost estimates do not exist, they could be very high. 

Human muscle power, draft animals, and small watercraft still 
play a significant role in transportation in many parts of the 
developing world, especially in the raral areas of those coun
tries located in tropical and subtropical climates. For example, 
in India, about 10% of tonnage moves by track, while bullock 
carts take more than two-thirds (OTA, 1991). Where more fre
quent or severe heat stress is a possible result of climate change, 
the work capacity of both humans and draft animals may 
decline, making transportation less efficient. Where severe 
weather is more frequent or intense, small craft on rivers, lakes, 
and other water bodies may be more subject to reduced periods 
of operation, disrapting farm-to-market distribution systems. 

1 2 . 3 . 5 . W a t e r Supply 

The conclusions for water supply are not dramatically different 
from the 1990 and 1992 assessments. For example, although 
some of the details have changed, infiltration of seawater into 
coastal aquifers is still considered a general potential hazard of 
sea-level rise, as discussed in Chapter 9. 

Changes in water distribution resulting from changed precipita
tion pattems are important to agriculture, energy, and health. 
For example, changes in water quality and availability may 
affect human settlements indirectly through flooding or 
drought-induced famine and malnutrition. Despite the drilling 
of many wells, the great Sahehan drought in West Africa during 
the period 1968 through 1973 (caused by adverse weather com
pounded by increased human and livestock population pressure 
on an area of limited long-term biological productivity) result
ed in a significant amount of human migration. The 1972-1973 
period brought large numbers of raral people from the Niger 
Republic, Chad, and the far north of Nigeria into the urban areas 
of Nigeria, including the southern cities of Lagos, Abeokuta, 
Benin, Warri, Port Harcourt, and Calabar—compounding the 
urban problems of tiiose cities (Udo et a l , 1990). Much of the 
rapid population growth in the Valley of Mexico has been attrib
uted to a continuous influx of raral residents from drought-rid
den agricultural areas (Ezcurra, 1990). 

Even under current cUmate, water availabihty remains a major 
and accelerating problem for large human settlements in locations 
as diverse as CaUfomia (Vaux, 1991) and Houston, Texas 
(Scheer, 1986), in the United States; Bombay and Matkas in India 
(Leichenko, 1993); and much of northem urban China (Smil, 
1993). Lack of access to clean drinking water is highly cortelat
ed witii numerous adverse health conditions, including high 
infant mortaUty (Parikh, 1992). Water quahty can be adversely 
affected by nonpoint pollution, saltwater intiiision into estuaries. 

lowered stteam flows, and groundwater mining—all problems 
associated with climate change, human-population growth, eco
nomic development, or all of tiie above (Jacoby, 1989). 

Demand for water is affected by price, income, technology, and 
other influences. Other things being equal, more water is used 
as temperatures increase. For example, in Japan, urban water 
demand has been estimated to increase about 3.3% per degree 
Celsius for days when the maximum temperature is over 17°C 
(Hanaki, 1993). For additional discussion of the effects of cU
mate cUange on water supplies, see Chapter 14. 

1 2 . 3 . 6 . H e a l t h 

The earlier assessments of global cUmate change m 1990 and 
1992 provided Uttle information on tiie potential effects of climate 
change on human healtii. More recent thought reveals several 
additional causes for concem (see Chapter 18 for details). This 
section describes the specific role of human settlements. Climate-
related changes in human settlements may affect several elements 
that are critical to human healtii. KaUcstein (1993) and KaUcstem 
and Smoyer (1993) suggest that tiie major potential pathways are 
heat sttess dhectly causing premature mortality (particularly in 
nonacclimated, unprotected populations in hotter developing 
countries); outbreaks of mfectious diseases whose ranges change 
because of changes in human migration pattems and spread by 
contact or close proximity between infected and noninfected indi
viduals; and effects of infectious diseases whose agents, vectors, 
hosts, ecological niches, or predators on vectors are affected by 
cUmate, or compounded by changes m land use, euttophication of 
waters, and other anthropogenic envñonmental insults, such as 
acid rain or pesticides. The mfectious diseases include several seri
ous ttopical diseases. In addition, if water supplies are disrapted as 
a resuh of more frequent droughts and floods, tiie fiiU range of 
nonttopical waterbome diseases such as cholera, typhoid, diar
rheal, and hehnintii diseases (hookworm, roundworm, etc.) spread 
by unsafe drinking water may come into play more frequentiy. 

AnthropogenicaUy and climatically reduced biodiversity (e.g, 
from prolonged droughts) is a particular concem because bio
diversity provides the prime buffer of ecosystems against stress 
and provides for the biological control of pests and pathogens. 
Tropical and waterbome diseases and diseases directly ttans-
mitted person-to-person annually account for about a fifth of 
the total annual world loss of disability-adjusted life years from 
all causes, including other health conditions, accidents, and 
war (World Bank, 1993). The disability-adjusted life year is a 
statistic that combines the loss of years of life to premature 
death with an index of the lost quality of life produced by vary
ing degrees of persisting disabiUty (e.g., blindness or paraly
sis). There are adverse implications for worker productivity, 
trade, transport, and tourism (Epstein, 1994). 

Urban settiements, particularly the often (but not always) over
crowded and poorly serviced slums, shanty towns, and squatter 
settlements of the developmg world, provide a potentially excel
lent breeding ground for disease organisms and vectors, as well 
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as poor sanitation and vulnerable populations in close proximity 
to each other (WHO Commission on Health and the 
Enviroimient, 1991). These settlements are often located in the 
least desirable areas, which may be flood-prone lowlands, haz
ardous waste sites, downwind from industrial sites, or on steep 
hillsides; therefore, inhabitants will be more vulnerable to, and 
weakened by, waterborne disease, pollution, and natural disas
ters, such as floods and landslips. As some agents of infectious 
diseases become increaskigly drug-resistant (e.g., hibercle bacilli 
and malarial plasmodia) and vectors resistant to pesticides, the 
importmg of these infectious diseases to highly concentrated, vul
nerable populations becomes a significant public-health concem. 

Tropical Chagas' disease, a leaduig cause of heart disease through
out the Americas, is becoming increasingly urban. Reports from 
Honduras and Chile reflect this rural-urban shift, parallelmg the 
movement of populations. Once prevalent m the blood supply, 
Chagas can be spread directiy by blood transfusions. A greater 
number of heat waves could increase the risk of excess mortahty. 
Increased heat stress in summer is likely to mercase heat-related 
deatiis and illnesses (Kalkstein and Smoyer, 1993). Deaths due to 
cold exposure and bUzzards in colder regions like Canada could 
decrease, although these gains are unlikely to offset the increases 
in heat-related deaths (see Chapter 18). 

Global warming appears likely to worsen air-pollution condi
tions, especially in many heavily populated and polluted urban 
areas. Climate change-induced alterations in photochemical 
reaction rates among chemical pollutants in the atmosphere 
may increase oxidant levels, adversely affecting humans and 
complicating the effects of increased urbanization in locations 
Uke Mexico City (Griffith and Ford, 1993) or Tehran (Bonine, 
1993). The range of certain vector-bome diseases, such as 
malaria, yellow fever, and dengue, may extend both in latitude 
and altitude to new areas and settlements currently at the mar
gins of endemic areas. For example, highland cities such as 
Harare and Nairobi, which are curtentiy malaria-free, are vul
nerable (see Chapter 18 for a more complete discussion). 

Still another mechanism through which global warming might 
affect human health is through harmful algal blooms, which 
promote diseases like paralytic, diarrheal, and amnesic shell
fish poisoning, as well as cholera (Epstein et a i , 1993). The 
increase in blooms worldwide is thought to be a direct conse
quence of human activities on a local or regional scale that 
could be reinforced by the existence of environmental condi
tions such as warmer seawater in coastal areas that promotes 
growth. Excess nutrients from sewage and fertilizers, over-har
vesting of fish and shellfish, and loss of coastal wetiands and 
coral reefs also contribute to the problem. 

12.4. Extreme Events 

1 2 . 4 . 1 . Types of Events 

Climatologically, extteme events are associated with "anom
alous" weather, sometimes defined in terms of a "retum period" 

of 10 years, 100 years, or some other value (probabihties 
equivalent to one event in 10 years, 100 years, etc.). The length 
of the return period is decided on a case-by-case basis, depend
ing on (1) the climatic phenomenon, such as flood, wind dam
age, and drought; (2) the climatic region or zone; (3) the sea
son; and (4) the intensity of the impact on human activities, 
plants, and animals. Extreme amounts/values that cause dam
age change from year to year as the level of human develop
ment and activity in the area changes. Therefore, it is very dif
ficult to define threshold levels of temperature or precipitation 
that can be used as permanent criteria in any one region or 
applied everywhere in the world. 

One important aspect of extteme events is the apparent ran
domness and abmptness with which they arrive. Gradual 
changes in air pollution, acid deposition, desertification, water 
shortages, salt water intmsion, soil degradation, and deforesta
tion are also serious but tend to arrive slowly enough that 
local/regional/national authorities can take successful long-
term countermeasures. 

Extteme events may arrive without any definite cycle or peri
odicity, so they constitute risks that can be the subject of insur
ance. For the effects of climate-related extteme events on 
insurance and the insurance industry, see Chapter 17. Extreme 
events are often related to disease outbreaks. E l Niño/Southem 
OsciUation events and teleconnected weather pattems across 
the globe (Glantz et a i , 1991) are highly cortelated with out
breaks of malaria (Bouma et a l . , 1994), dengue, and algal 
blooms (Hallegraeff, 1994), as well as other problems (Glantz 
et a l . , 1987). Both droughts and floods are related to outbreaks 
of vector-bome diseases and agricultural pests. The number of 
extreme events in terms of economic and insured losses is 
increasing, at least in part because of the ever-increasing scale 
of human activity. The amount of insured losses caused by 
extteme events is increasing at a higher rate than is the amount 
of economic loss. Insured losses at the beginning of the 1990s 
are two to three times those of the 1980s (Berz, 1993a, 1993b). 

1 2 . 4 . 2 . M e c h a n i s m s of Effects 

To discuss the mechanism of effects of extreme events on 
human settlements, we refer to the example of typhoon hits in 
Japan (Fukuma, 1993). Based on the record for the 79 years 
from 1913 to 1991, 245 typhoons were classified into six 
grades based on intensity. Changes in the number of deaths are 
shown in Figure 12-2, with mnning 20-year averages since 
1921. It is clear that the number of deaths is larger for the more 
severe typhoons and that deaths have been declining in all cat
egories since World War II. This decline is thought to have 
occurtcd because increasingly effective countermeasures have 
been taken during the last 40 years, including more robust 
infrastmcture design standards. These countermeasures appear 
to be more effective with respect to the mid-class Grade III 
typhoons than for eitiier the weaker typhoons (where the lower 
limit of fatalities may have been reached) or the sttonger 
typhoons (where more effective actions still could be taken). 
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The countermeasures include conservation of mountain slopes, 
rivers, and coasts; harmonization of institutions and laws related 
to disaster mitigation; preparation of systems for disaster pre
vention, including better design; meteorological observation and 
information systems; promoting people's consciousness of pre
venting disasters; and development of communication systems 
for disaster occurrences. Thus, the impact of extreme events on 
human settlements can be affected by tiie grade of the extreme 
event, the level of economic and technological development, and 
the extent of countermeasures taken. Climate change may affect 
the intensity or the probability of extteme events. The impacts on 
human settlements depend in part on the present vulnerability 
(including coping ability) of the settlements. 

monsoons; and the lower reaches of big rivers like the 
Mississippi, Hwang Ho (Yellow River), Yangtze, and Nile. 
Delta regions in South and Southeast Asia are particularly vul
nerable. Local-scale floods show various effects on rice yield, 
as shown by Yoshino (1993) for ttopical Asia. Flooding is a 
common extteme event that poses challenges for the insurance 
industry and the public sector (in planning and protecting infra
stracture). Although humans possess considerable adaptive 
management capability to deal with floods, flooding could 
become a more common problem with climate change, even if 
average precipitation decreases (see Section 12.3.4; Chapters 
14 and 17; and Chapter 6, C l i m a t e M o d e l s - P r o j e c t i o n s of 
F u t u r e C U m a t e s , of the IPCC Working Group I volume). 

1 2 . 4 . 2 . 1 . F l o o d s 

Vulnerable regions are some small islands, notably coral 
atolls; regions hit by tropical cyclones, such as typhoons and 
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Figure 12-2: Change in numbers of deaths per typhoon hit in Japan 
during the last 70 years according to Grade I (weak), II (normal). III 
(strong), rV (stronger), V (violent), and VI (super violent) (Fukuma, 
1993). 

1 2 . 4 . 2 . 2 . L a n d s l i d e s 

Although landslides occur in many regions throughout the 
world, damaging property and disrapting transportation hnks, 
the 1990 and 1992 assessments gave relatively little attention to 
land stability as a climate-related problem. However, in the 
poorest hilly cities of the world, many hundreds of thousands of 
people live in illegal settlements on potentially unstable hill
sides especially vulnerable to climate change. Hundreds of peo
ple were killed or seriously injured and thousands made home
less by landslides in Rio de Janiero in 1987 and 1992; Medellin, 
Columbia in 1988; Mexico City in 1990-1992 (Aguilar and 
Sanchez, 1993); Caracas in 1989 (Hardoy et a l , 1992); and 
Hong Kong in 1925, 1964, 1966, 1972, and 1976 (Styles and 
Hansen, 1989). A similar degree of susceptibility to landslip-
ping would be found in other areas of deeply weathered rock in 
ttopical and subtropical areas subject to heavy rain. 

Many landshdes are related to inherently unstable materials that 
move when subject to extreme rainfalls, such as the Loess 
Plateau of China (Billard et a l , 1992; Derbyshire and Wang, 
1994), the quick clays of Quebec, and the deeply weathered 
crystalline rocks of the ttopics and subtropics (Brand, 1989). 
Others occur in steeplands, such as the Himalayas, the Alps, and 
the mountains of westem Canada and westem China, and may 
be influenced by eartiiquakes, rapid snowmeU, or extteme pre
cipitation (Brabb, 1991; Haigh, 1994). Rehct periglacial land
slides occur in much of Northem Europe and North America 
(Johnson and Vaughan, 1989). Stable under present natural con
ditions, these landshdes are reactivated by urban constraction 
activities and are triggered by heavy rains (Caine, 1980). 

Landsliding is regarded as a catasttophic event—one that is 
large, sudden, and rare on human timescales (Jacobson et a l , 
1989). Their triggering depends on an earthquake or a rainfall 
event and is related to antecedent conditions. Alteration in the 
frequency and magnitude of precipitation related to climate 
change (caused by changes in tracks of tropical cyclones, for 
example, or increases in the intensity of rainfall) could alter the 
probability of landslides and debris flows (Gordon et a l , 
1992). In some places, curtently inactive sUdes may be reacti
vated; in others the risks of sUpping may be reduced. Greater 
aridity, on the other hand, could so reduce vegetation or so 
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increase the risk of fire (which reduces vegetation) that mud 
flows and debris flows could become more frequent. In some 
temperate-zone regions, for example, landsliding in inland 
areas is likely to become more pronounced as a result of high
er winter rainfall, increased likelihood of summer droughts, 
and increased summer storm activity (Jones, 1993). 

Landslide susceptibility also is being altered by the movement 
of more people into urban areas in mountain environments and 
the expansion of cities from plains into the surrounding hills, 
both for reasons of prestige among the rich and lack of afford
able building space for the poor. Both the wealthy and poor 
thus become potential victims. 

1 2 . 4 . 2 . 3 . Wind 

Vulnerable regions include areas susceptible to tropical and 
non-tropical cyclones, including west-facing mountainous 
areas for polar cyclones and upper Westerlies. Strong gusts can 
also be associated with the downbursts of tomadoes. The coun
tries most affected by tomadoes are the United States, Canada, 
and Russia, where local areas can experience serious tornado 
and hail damage (Phillips, 1990; Paul, 1994), though they 
occur in many parts of the world (Grazulis, 1991). Tropical 
cyclones (hurricanes and typhoons) commonly affect South, 
Southeast, and East Asia and Oceania, as well as Central 
America, the Caribbean, and parts of Mexico and the United 
States. Some authors suggest that storm tracks may change, or 
that severe tropical cyclones may become more severe with cli
mate change (Okamoto, 1991). However, there is little agree
ment among cUmate models on either mid-latitude storms or 
tiopical cyclones (see Chapter 6, C l i m a t e M o d e l s - P r o j e c t i o n 
of F u t u r e C l i m a t e s , of the IPCC Working Group I volume; also 
see Chapter 17 for further detaUs on cyclone damage). 

1 2 . 4 . 2 . 4 . H e a t w a v e s 

Heat waves may become more common and severe if the cli
mate warms. Climatologically, in the Northem Hemisphere, the 
southem part of the temperate zone and northem part of the sub-
ttopical zone in summer are the most vulnerable. In the 
Southem Hemisphere, sub-Saharan Africa and Austtalia are 
both vulnerable, especially when heat is combined with 
drought. Aerologically, vulnerable areas are the eastem parts of 
prolonged, stationary upper troughs, where warm air flow from 
the tropics can invade the temperate zone. Heat waves appear to 
increase overall death rates, even in acclimatized populations. 
They are a particular concem when combined with heat islands 
and substandard housing in urban areas (see Chapter 18). 

1 2 . 4 . 2 . 5 . C o l d Waves 

Similarly, cold waves may become less common or severe. 
Climatologically, in the Northem Hemisphere, the nortiiem part 
of the subttopical zone and the southem part of the temperate 

zone in winter are the most vulnerable. Episodes of extteme 
cold and bUzzards are major climate concems for the circum
polar countries like Russia and Canada (e.g., Hage, 1985; 
Phillips, 1993; RSC/CAE, 1994). In tiie Southem Hemisphere, 
Antarctic storms sometimes strongly affect weather on New 
Zealand's South Island. In both hemispheres, severe snow or ice 
storms can adversely affect most economic sectors. 
Aerologically, the westem parts of the stationary upper ttough, 
where the cold air can more easily flow from higher latitudes, 
are the most vulnerable areas. In Asia, for example, cold waves 
can penetrate to 15° to 20°N latitude (Yoshino, 1989; Yoshino 
and Kawamura, 1989). 

1 2 . 4 . 2 . 6 . D r o u g h t s 

There are meteorological, hydrological, and agricultural 
droughts. They occur widely, from the tropics to the high lati
tudes. In the lower latitudes, they are intensified by prolonged 
dry seasons caused by anomalous monsoon circulation. In the 
middle latitudes, anomaUes in cyclonic activity are effective. 
The most vulnerable areas are those under the influence of sub
tropical anticyclones. Droughts could be more severe at higher 
temperatures because évapotranspiration would be enhanced, 
reducing soil moisture. Agricultural settlements in regions such 
as sub-Saharan Africa, Australia, China, southem Europe, and 
midcontinental North America are projected to be sensitive to 
drought conditions. See Chapter 13 for details on agricultural 
effects. Chapter 14 notes that water distribution systems, 
power plant cooling, and river navigation can be adversely 
affected and that settlements in the Middle East and North 
Africa may be particularly vulnerable to drought. 

1 2 . 4 . 2 . 7 . Wildfires 

So-called "Mediterranean-Climate" regions are at the most risk 
because of thek dry summer clhnate. The risk of fires is very high 
in the summer months (Donguedroit, 1991), when severe storms 
may also spawn hghtnmg strikes. These may become more com
mon if cUmate changes (Price and Rind, 1993). The regions sur
rounding the Meditertanean Sea, Califomia in the United States, 
and soutiieastem Austtalia aU have suffered from severe fire daiji-
age recently. Fkes are also frequent in the taiga regions of Siberia, 
Canada, and Alaska and in Bomeo and Indonesia (during E l Niño 
years). These tendencies are related to recent increases m resident 
population and tourism, inappropriate urban plans and envkon
mental management, shortages of labor in the timber industry, 
wastefiil loggmg practices and swidden agriculture, lags in 
upgrading fire prevention systems, and so forth. They could be 
exacerbated by global warming if it also results in drymg or 
intensification of E l Niño conditions and if fuel is available. 

1 2 . 4 . 2 . 8 . H i g h T i d e s , S t o r m Surges, a n d Tsunamis 

Global warming results in sea-level rise, so the effects of 
"normal" extreme events such as high tides, storm surges, and 
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seismic sea waves (tsunamis or "tidal waves") would become 
more severe. Multiple risks such as earthquake and tsunami 
or storm surge at high tide are of particular concern. 

1 2 . 4 . 2 . 9 . A c u t e A i r - P o l l u t i o n Episodes 

In addition to areas historically famous for air pollution—such 
as London, Los Angeles, and Mexico City—many developing-
world cities are becoming increasingly affected. Air-pollution 
episodes could become more serious if temperature inversions 
become more frequent or persistent in these areas. 

The effects of extreme events are inherently uncertain and carry 
with them an element of probability or risk. These risks can and 
have been calculated for anticipated climate change in some 
regions, such as coastal Japan (Mimura et a l . , 1993). More gen
erally, however, many of today's standard engineering and 
insurance calculations, which depend on historical observation, 
could be overturned by changes in the intensity or frequency of 
extreme events tiiat increase the costs, risks, or botii costs and 
risks to lives, infrastructure, and insurance pools. 

Extreme events sometimes occur successively or simultane
ously. When this happens, as in the case of a series of typhoon 
hits, the damage is more serious because the area has been 
made vulnerable by previous damage (e.g., the ground is 
already waterlogged, or flood-control structures have been 
weakened). Sometimes a meteorological extreme event 
occurs immediately following some other form of disaster, 
more than simply adding to the stress on social and econom
ic conditions. For example, a severe typhoon struck the 
Philippines just after the eruption of Mt. Pinatubo, causing 
severe mudflows at the base of the mountain. Such secondary 
impacts can be relatively serious in comparison with the dam
age of the original event. 

12.5. Adaptation Options 

The list of adaptive actions discussed in this section is adapted 
from United Nations Centre for Human Settlements (Habitat, 
1992b). The list includes both actions autonomously taken by 
humans and deliberate, planned, chmate-adjustment actions 
nurtured by policy. Where data are available, the section also 
discusses the costs of adaptation. However, not enough focused 
research has been done on adaptation to permit full compar
isons between adaptation and mitigation of chmate change or 
even to fully characterize the costs of adaptation. Although 
regional and local governments may have limited powers or 
boundaries that do not cortespond to natural physical systems 
affected by climate change, a holistic approach needs to be 
taken to planning human settlements. Each setflement must 
fulfill multiple objectives, of which adaptation to climate will 
be only one (and in many cases, not even a very important 
one). Examples of this holistic approach may be found in 
Douglas (1983) or White (1994). Sector-by-sector adaptations 
are discussed in Sections 12.5.1 through 12.5.6. 

1 2 . 5 . 1 . Population M i g r a t i o n 

One of the potentially destructive effects from a variety of 
social and economic perspectives is forced intemal or intema
tional population movement—both low-key, long-term 
migrants responding to relative economic opporturdty by mov
ing between regions and from raral areas to cities, and "eco
logical refugees" responding to specific natural disasters. 
Economic migration can be reduced if economic opportunity 
and services of civihzation can be delivered to the regions of 
origin and thus prevent the population movement (Calva 
Tellez, 1992; Relio, 1993). This reduction can be accomplished 
in part by immigration/emigration policies i f regional (espe
cially raral) and national economic development are undertak
en at the same time. Controlling the degree of urbanization 
appears to be doubtful as a solution (Shukla and Parikh, 1992). 
Decentrahzing govemment administration to secondary cities 
reduces to some degree the impact of population movements 
on primary cities because the "pull" effect of govemment 
employment is distributed among several locations. Economic 
dislocation programs, such as disaster assistance, can offset 
some of the more serious negative consequences of climate 
change and reduce the number of ecological refugees. 
Effective land-use regulation can help direct population shifts 
away from vulnerable locations such as floodplains, steep hill
sides, and low-lying coastiines. 

1 2 . 5 . 2 . Energy 

A number of specific actions can be taken to offset the effects 
of climate change in the energy sector. Increased building-
shell efficiency and changes to building design that reduce air-
conditioning load show promise (Scott et a l , 1994). Though 
effective, however, some sttategies may have other costs 
(Loveland and Brown, 1990). Air conditioning may offset some 
of the more deleterious effects of heat waves, although because 
acclimatization is reduced, this is not necessarily so 
(McMichael, 1993). Reducing the size of space-heating capaci
ty in response to warmer climate would be a logical adaptive 
response in more temperate and polar countries and may free up 
investment funds for other purposes, even within the energy 
sector. Community design to reduce heat islands (through judi
cious use of vegetation and light-colored surfaces) (Akbari et 
a l , 1992), reducing motor transportation, and taking advantage 
of solar resources also should be included in the package of pos
sibilities. Many of these actions, such as urban ttee planting and 
urban mass ttansit, are typically justified as mitigation options 
to reduce fossil-fuel use in the urban buildings sector (see 
Chapter 22) or to reduce the adverse energy-use, congestion, 
and health consequences of ttansportation networks that are 
based on automobiles and motorized two-wheelers (see Chapter 
21). Full environmental and health costing of fossil fuels, which 
can discourage the use of fossil fuels through environmental 
"adders" (theoretical surcharges on the energy produced with 
fossil fuels for planning puфoses to compare envnonmental 
consequences or actual surcharges charged to consumers to dis
courage their consumption of energy produced with fossil 



H u m a n Settlements i n a C h a n g i n g C l i m a t e : I m p a c t s a n d A d a p t a t i o n 4 1 7 

fuels), is sometimes regarded as a mitigative action. However, 
these same mitigative responses also have adaptive value in that 
they reduce the impact of warming on urban discomfort caused 
by heat-island effects. 

Some of these actions have unexpected social costs if not 
planned appropriately. For example, urban trees can be aes
thetically attractive while reducing air-pollution and heat-
island effects, altering local meteorological conditions, and 
providing shelter from wind (NCPI, 1992). However, they also 
can accelerate desiccation of clay soils (Freeman, 1992)— 
leading to subsidence—and contribute windthrow to property 
damage during high-wind events (Stavely, 1991; Sheam, 
1994). See Chapter 17 for further details. 

Until recently, traditional styles of clothing, buildings, and cul
tural features such as hours of work varied considerably around 
the world, mirroring the outdoor environment and each 
region's unique sociocultural and technical response to it 
(Shove, 1994). Unique cultural response has been overtaken by 
standardization in hours of work, clothing, and heating and 
cooling technology, including standardized definitions of 
human comfort and "ideal" indoor environments (Fanger, 
1970; King, 1990; Baker, 1993). Localized culture- and situa
tion-specific responses, such as reintroducing the "siesta" or 
varying the strategy between the prestige commercial sector 
(hotels, banks, and offices) and the residential sector, offer the 
opportunity to have a less energy-intensive response to global 
warming. Locally specific strategies will reflect the distribu
tion of wealth and status, slowing if not reversing the trend to 
globalized lifestyle and standardized indoor environment. 

1 2 . 5 . 3 . A i r P o l l u t i o n , Waste M a n a g e m e n t , and S a n i t a t i o n 

Reducing industrial pollution is a desirable activity under 
current climate because it can not only reduce acute health-
threatening conditions hke heat waves but also can reduce 
other pollution-related problems, such as the buildup of heavy 
metals in the environment, loss of aquatic biodiversity, and loss 
of forested areas. Reductions in the burning of fossil fuels not 
only have an impact in solving all of the foregoing problems 
but have mitigative effects on global warming itself. Reducing 
automotive traffic in sensitive airsheds has a similar effect, as 
does substitution of more benign fuel types (e.g., natural gas 
for coal and the use of unleaded gasoline). 

Countermeasures for chemical time bombs include a com
plete inventory and system of monitoring for urban-area 
landfills and waste sites; tight control of waste flows from 
source to final resting place for present waste disposal; and 
dumping of toxic materials only in safe, permitted sites. 
Such control is difficult to maintain in poor cities that lack 
adequate urban infrastructure but is extremely important 
because so many people depend on shallow groundwater 
wells. In rural areas, control is more difficult, especially for 
widely used agricultural chemicals. Safe disposal of contain
ers and residual amounts is extremely important but often 

neglected, particularly where the chemicals are used by 
laborers for absentee landlords on large estates. 

Although increasing human activity and urbanization are likeli
er to have more important impacts on sewage management than 
will climate change, the impact of climate change or die neces
sity of reduction in GHGs may influence sewage-management 
policy in the dhection of water recycling and reducing energy 
use. Water demand will increase in many urban areas, whereas 
severe reduction in available potable-water resources because 
of chmate change is predicted in some areas. By necessity, 
reuse of tteated sewage will increase to cope with relative short
age of urban water resources. Limited reuse of sewage has been 
applied in areas that are subject to dry climate (South Africa, 
Israel, Califomia, etc.) or in areas with very high density of 
urban activity (e.g., Japan). These examples show that reuse of 
treated sewage for flush toilets, industrial use, agricultural use, 
or even part of the raw water destined for potable water supply 
is technologically possible. For some uses, waterbome toxins 
not addressed by conventional treatment can be a concem. 

The reuse of treated sewage requires advanced sewage-treat
ment technology in addition to the more-conventional sec
ondary treatment. There are many options in the advanced 
treatment category. Depending on the proposed quality of 
treated water, its cost and consumption of energy and resources 
vary. Some of the advanced treatments consume much more 
energy than the conventional sewage treatment processes. 
Energy-intensive processes often tend to be adopted in the 
developed countiies so that the quality of treated water obtains 
acceptance from the public. Savings in energy consumption are 
important and should be taken into account in such cases. On 
the other hand, inexpensive and less energy-intensive methods 
are normally chosen in the developing countries. Such a choice 
is desirable from the view point of the global environment, but 
high priority should also be given to avoiding hygienic risk 
either by using a high grade of tteatment or by limiting the uses 
of the tteated sewage. 

1 2 . 5 . 4 . I n f r a s t r u c t u r e 

As described in the 1992 assessment with respect to the coastal 
zone in particular, available adaptive responses to flooding fall 
broadly into three categories: retteat, accommodation, and pro
tection. There are various environmental, economic, social, cul
tural, legal, institutional, and technological implications for each 
of these options. Retteat could lead to a loss of property, poten
tially costly resettiement of populations, and, in some notable 
cases, refugee problems. Accommodation could result in declin
ing property values and in costs for modifying infrastmcture. 
Protection may require significant investment, can have envi
ronmental costs to shorehnes, and may be ineffective if the fre
quency or magnitude of extteme events increases. Generally 
speaking, building codes and other design and constmction stan
dards offer one of the most effective ways to limit the effects of 
extreme events such as ttopical cyclones and flooding. As the 
chmate changes, the standards need to be periodically revisited 
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and updated. The supporting analysis for the standards needs to 
be couched in the language of engineers so that design solutions 
reflect increased climate uncertainty and risk of natural hazards. 
Also, developing countries may requke assistance in obtaining 
the necessary knowledge and institutional capacity to develop 
and implement the standards. 

In developed countries, the costs of defending infrastructure 
from river and coastal flooding have been calculated for 
numerous sites, but mostiy for extreme events under current 
climate conditions. There have been a growing number of 
region- and city-specific studies that suggest that climate 
change could prove costiy to major urban areas in coastal 
zones of developed nations. Examples from the United States 
(Walker et a l . , 1989) and Japan (Mimura et a l . , 1993; see 
Figure 12-3, which shows typhoon-vulnerable areas of the 
Tokyo metropolitan area) illustrate the point. 

In Japan, protection of coastal infrastructure was estimated to 
cost $63 billion for raising port facilities (quays, wharfs, jetties, 
seawalls, etc.), plus $29 billion for coastal facilities (water 
gates, breakwaters, seawalls, etc.) (Mimura et a l . , 1993). For 
an extended discussion of strategies and further international 
estimates of the vulnerabilities and costs of sea-level rise, see 
Chapter 9, Hoozemans et a l . (1993), or IPCC C Z M S (1992); 
also see Chapter 17. 

Although no comprehensive intemational estimates have been 
made of additional pumping-station, water-supply, or drainage 
requirements for coastal regions, some analyses have been 
done of the requirements to maintain water balances in some 
areas. For example, Aral (1990) analyzed the water balance in 
Tokyo. A handful of estimates have been done on tiie costs of 
adapting to changes in lake levels, in the range of a few hun
dred million dollars for small areas in Lake Michigan 
(Changdon et a l . , 1989) and Lake Titicaca. 

Identification and mapping of landslides provides information 
on what has happened in the past, but such landslide inventory 
maps at a scale of 1:100,000 or larger probably cover less than 
1% of the land and sea areas of the world. Several urban areas 
with particular landsUde problems have set up detailed schemes 
for landslide mapping and landslide risk assessment. The work 
of the Geotechnical Control Office in Hong Kong (Brand, 
1989), the San Mateo County Gas Project in Califomia (Brabb, 
1993), and the Colorado Geologic Survey (Mears, 1977) are 
good examples of such schemes. However, many of the poorer 
countries of the tropics have little information. Even in devel
oped countries like Britain, a detailed inventory of landslides 
was not completed in the 1980s (D.K.C. Jones, 1991). From 
such inventories, landslide susceptibility maps can be produced. 

Landsliding is usually predictable, and a wide range of tech
niques is available to help urban planners minimize risk 
through avoidance, control, and improved resistance (Jones, 
1993). Landslide susceptibility maps show areas with different 
potentials for future landslide movement. Real-time waming 
systems for landslides are rare, but successful operation of a 

debris-flow waming system for the San Francisco Bay region 
indicated that, where sufficient telemetric rain gauges are 
available, adequate waming may be achieved. Many countries, 
however, rely on structural measures to mitigate debris flows 
and rock avalanches. In westem China, for example, many 
long trairüng walls restrict the width of debris flows down val
ley floors. The safety of such measures could require réévalu
ation. The effectiveness of a good landslide risk inventory is 
well illusti-ated in Hong Kong, where urban land-capability 
assessment and control of building constraction are based on 
assessments of slope stability (Styles and Hansen, 1989). 

Building controls do little for stractures that existed before the 
controls were implemented and those that are buih illegally. 
These situations call for a great increase in understanding and 
awareness, even in wealthy communities. Many of the poor of 
the world will continue to exist on hazardous hillsides. Forced 
evacuation and rigid enforcement of zoning regulations may be 
only temporary measures unless viable, practical, and econom
ic altematives are provided for the poor. 

Increased storminess or rainfall intensity in regions where 
settlements are expanding onto hillsides featuring relict 
periglacial landslides wi l l lead to greater frequency of land-
sliding. Here, more rigid application of geomorphological 
knowledge in planning decisions is required. Existing strac
tures that are threatened need to be identified. Particular atten
tion in all regions needs to be paid to mining waste, quarry tail
ings, and other landfills and spoil heaps, which may become 
unstable and threaten schools, hospitals, dwellings, business 
premises, and water quality. 

Though the extent of adaptive capacity varies among nations 
and localities, human beings have developed multiple adaptive 
responses over the centuries to cope with high fire-danger 
regimes. Major adaptive responses include both fire prevention 
and fire control and suppression; use of fireproof and fire-retar-
dant materials such as concrete and steel, rather than wood in 
buildings; development of extensive firefighting networks in 
settled areas (including personnel and mechanical firefighting 
equipment such as fire tracks, fire-hydrant systems, and sprin
kler systems in buildings); fire-conhrol systems in raral areas, 
such as controlled bums to hmit fuel, fire breaks, aerial fke 
retardant delivery, and raral fire departments and "smoke 
jumpers"; and short-term activity controls during high fire-
danger weather, such as prohibitions on open burning, com
mercial activities such as logging, and recreation activities 
such as hiking, hunting, or use of off-road vehicles. If frequen
cy or intensity of fire danger warrant, another potential adap
tive response involves improved spatial planning of communi
ties and some longer-term land-use controls. These provide 
better isolation of fires and could Umit damage to human set
tlements. If global climate change makes high fire danger a 
more common or dangerous occurrence in places such as west
em North America and southeastern Australia, more frequent 
and intense application of these principles may reduce vulner
abilities to fire. In locations where fire danger is lessened, 
relaxation of some controls may be possible and desirable. 
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health and cooling-energy problem than they otherwise would 
be. Appropriately timed investments—especially public transit 
and transportation-management schemes—can improve traffic 
flow, reduce the need for travel, and emphasize appropriate 
modal choice (especially foot traffic and bicycles for short 
trips). These appear particularly promising in reducing local 
urban air pollution in the developing world (OTA, 1991). In 
addition, adjusting human settiement patterns may strongly 
affect transportation in the long run (see Chapter 21). 

1 2 . 5 . 5 . Water Supply 

Potential changes in hydrologie balance because of climate 
change will have an impact on the availability of water 
resources and eventually on water balance and water supply. 
However, more significant and acute imbalance between water 
demand and the water resource is expected in many regions 
because of the increase both in population and in per capita 
water demand. Water-shortage problems exist and are becom
ing increasingly serious even under present circumstances 
(Laburn, 1993). Severe imbalances are foreseen, especially in 
developing countries where water demand is increasing rapid
ly and the institutional system and water supply facilities are 
still insufficient. Future management must take into account 
such socioeconomic-driven increases in water demand and the 
potential decrease in available water resources. Solutions to 
such imbalances include minimizing net water use and devel
oping new water resources, including limited wastewater 
reuse. Prevention of water pollution is necessary to maintain a 
water quality satisfactory enough for potable water supply. See 
Chapter 14 for additional details on water-management 
options. The Nordic Freshwater Initiative proposed two key 
principles for future sustainable development and water use in 
developing countries (J0nch-Clausen, 1993). The first princi
ple is management at the lowest appropriate levels. Centralized 
and top-down approaches to water-resource development and 
management are often insufficient for efficient local manage
ment, although the centralized mechanism is good to ensure 
national economic and social interests. The second principle is 
to consider water as an economic good. Numerous opportuni
ties exist for improved management of water infrastructure, 
pricing pohcies, and demand-side management of supply 
(Frederick and Gleick, 1989). The cost includes direct cost, 
opportunity cost, and environmental cost. Charging for water 
use induces conservation and protection of water resources and 
develops the consciousness of water management. 

1 2 . 5 . 6 . H e a l t h 

A range of adaptive mechanisms for offsetting the potential 
human-health effects of global warming lie in improving cer
tain aspects of health services and other public services that 
settlements provide in any case (World Bank, 1993). Improved 
sanitation and water treatment both reduce the spread of water
bome diseases and may provide a measure of safeguard against 
importing exotic enteric waterbome diseases such as cholera. 

Effective inoculation programs against tropical diseases are 
hmited to a few arbovhiis infections, principally yellow fever 
and Japanese encephalitis. Vaccination against cholera is about 
50% effective for a period of a few months (American Public 
Health Association,1990). Improved disease-treatment inter
vention has reduced mortality and morbidity rates from a num
ber of diseases and could prove an effective, if expensive, alter
native in some cases. This strategy could take the form of 
healtii and rehef services' emergency response to specific dis
ease outbreaks, for example. Improved air-pollution control is 
desirable from a number of perspectives under current chmate 
and could have beneficial effects on reducing the impact of cl i
mate warming. Pest suppression/management can in some 
instances reduce the prevalence of disease vectors or hosts 
(e.g., the early twentieth century campaign against mosquitos 
in Panama) and thus offset to some degree the expansion of 
range of some of these pests. 

Finally, disease surveillance could be strengthened and integrat
ed with other environmental monitoring to design early waming 
systems; develop early, environmentally sound public health 
interventions; and develop anticipatory societal policies to 
reduce the risk of outbreaks and subsequent spread of epidemics. 
For additional details on health considerations, see Chapter 18. 

12.6. Needs for Future Research 

We are still very much at tiie infancy of this topic. Information 
needed to calculate tiie effects of climate change on human set
tlements would answer two broad questions, both of which must 
be answered at the regional and local level: (1) What is the pre
sent situation with respect to human population and settlement 
infrastracture? (2) What are the options for future economic and 
social development (especially adaptation to climate), and what 
will determine which option(s) will be adopted? 

• Present Situation 
- Generally speaking, consistent, useful estimates 

of infrastracture types and values, especially in 
flood zones, do not really exist. Databases on 
regional capital stock are necessary to calculate 
infrastructure at risk from extreme events. 
Information is also required on capital tumover 
rates to determine "natural" replacement rates. 

- Better-founded information is needed to support 
estimates of the effects of climate on national 
energy demand, particularly the balance between 
heating and cooling in temperate-zone countries, 
which is currently a matter of some controversy. 
More needs to be done on the inventories and 
market penetrations of energy-using equipment 
in the commercial sector in all countries and in 
the residential sector of developing countries. 

• Future Situation 
- We need better information on the probability, 

location, intensity, and consequences of future 
extreme climate events of all types. Curtentiy, the 
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information available from climate models on 
extremes of temperature, precipitation, and wind-
speed is inadequate to do more than identify this 
as an issue. 

- Cost estimates are needed for nearly every infra
structure and settlement issue. With the exception 
of the costs of coastal defense and some studies 
on energy demand, httle has been done on the 
costs associated with the effects of climate 
change on human settlements. There are only 
limited databases on the costs of potential urban 
flooding and landslides, the costs of migration for 
infrastructure development, and the costs of 
health intervention programs and air- and water-
pollution prevention. 

- Data are needed on technology dynamics. 
Beyond general principles, we know very little 
about which variables govern the development 
and adoption of new technologies. Yet this may 
have a profound impact on the future shape of 
human settlements. 

- We have better data and theories on population fer
tility, survival, and death, but regional migration is 
much more difficuh to forecast quantitatively. 

- Analysis of the future location of economic activ
ity needs a better theory and better data. The gen
eral principles underlying locational choice of 
industry are known. However, it is nearly impos
sible to extend thèse principles beyond particular 
current business decisions to whole industries, 
especially for many years in the future. Data are 
needed on the costs of production, potential sup
pliers and markets, and the costs of transporta
tion, especially in the developing countries. 
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EXECUTIVE SUMMARY 

Substantial research progress has been made on the impacts of 
climate change on agriculture since the 1990 IPCC assessment, 
with new studies for different sites and countries covering 
many areas of the world. New studies also have been con
ducted that integrate site, country, and regional impacts to pro
vide information about how global agricultural production and 
consumption may be affected. On the whole, these studies sup
port the evidence presented in the first IPCC assessment that 
global agricultural production can be maintained relative to 
baseline production in the face of chmate changes likely to 
occur over the next century (i.e., in the range of 1 to 4.5°C) but 
that regional effects wil l vary widely. Major uncertainties 
result from the lack of reliable geographic resolution in future 
climate predictions, difficulties in integrating and scaling-up 
basic physiologic responses and relationships, and difficulty in 
estimating farm sector response and adaptation to changing cli
mate as it varies across the world. Thus, while there will be 
winners and losers stemming from climate impacts on agricul
tural production, it is not possible to distinguish reliably and 
precisely tiiose areas that will benefit and those that will lose. 

Major conclusions of the assessment cover four areas: (1) The 
direct and indirect effects of changes in climate and atmospheric 
constituents on crop yield, soils, agricultural pests, and livestock; 
(2) estimates of yield and production changes for specific locali
ties, countries, and tiie world, based on studies that integrate mul
tiple dkect and indkect effects; (3) the conditions that determine 
vulnerabihty and areas and populations tiiat are relatively more 
vulnerable to adverse changes; and (4) adaptation potential. 

Direct and Indirect Effects 

Experimental results, detailed modehng of basic processes, and 
knowledge of physical and biological processes provide basic 
understanding of direct and indirect effects of chmate on agri
cultural production: 

• The results of a large number of experiments to 
resolve the effect of elevated CO2 concenttations on 
crops have confirmed a beneficial effect. The mean 
value yield response of C3 crops (most crops except 
maize, sugar cane, millet, and sorghum) to doubled 
CO2 is -1-30%. Measured response ranges from -10% 
to -1-80%. Only gradually is the basis for these differ
ences being resolved. Factors known to affect the 
response include the availability of plant nuttients, the 
crop species, temperature, precipitation, and other 
environmental factors. Differences in experimental 

technique also are responsible for variations in the 
measured response (High Confidence). 

• Changes in soils, e.g., loss of soil organic matter, 
leaching of soil nutrients, and salinization and ero
sion, are a likely consequence of climate change for 
some soils in some climatic zones. Cropping practices 
such as crop rotation, conservation tillage, and 
improved nutrient management are, technically, quite 
effective in combating or reversing deleterious effects 
(High Confidence). 

• Livestock production will be affected by changes in 
grain prices, changes in tiie prevalence and distiibution 
of livestock pests, and changes in grazing and pasture 
productivity. Analyses indicate that intensively man
aged livestock systems have more potential for adapta
tion than crop systems. In contrast, adaptation may be 
more problematic in pastoral systems where production 
is very sensitive to climate change, technology changes 
inttoduce new risks, and tiie rate of technology adop
tion is slow (see Chapter 2) (Medium Confidence). 

• The risk of losses due to weeds, insects, and diseases 
is likely to increase (Low Confidence). 

Regional and Global Production Effects 

To evaluate the direct and indirect effects of cUmate on yield at 
the farm, regional, or higher levels requires integrated models 
that consider system interactions. Issues of scale add uncer
tainty, and higher-order models have not generaUy taken into 
account the climatic effects on soils and pests. Despite these 
limitations, climate change studies show: 

• Crop yields and productivity changes will vary con
siderably across regions. Thus, the pattem of agricul
tural production is likely to change in a number of 
regions (High Confidence). 

• Global agricultural production can be maintained rel
ative to base production under climate change as 
expressed by general circulation models (GCMs) 
under doubled CO2 equilibrium climate scenarios 
(Medium Confidence). 

• Based on global agricultural studies using doubled 
CO2 equilibrium G C M scenarios, lower-latitude and 
lower-income countties have been shown to be more 
negatively affected. Again, crop model simulation 
results vary widely, e.g., ±20% changes in yield, for 
specific countries and sites across studies and G C M 
scenarios (Medium Confidence). 



Vulnerability 

Vulnerability is used here to mean the p o t e n t i a l for negative 
consequences given the range of possible chmate changes that 
might reasonably occur and is not a prediction that negative 
consequences will occur. Vulnerability can be defined at dif-
fererit scales, including yield, farm or farm sector, regional 
economic, or hunger vulnerability. 

• Vulnerability to climate change depends on physical 
and biological response but also on socioeconomic 
characteristics. Low-income populations depending 
on isolated agricultural systems, particularly dryland 
systems in semi-arid and arid regions, are particularly 
vulnerable to hunger and severe hardship. Many of 
these at-risk populations are found in Sub-Saharan 
Africa, South and Soutiieast Asia, as well as some 
Pacific Island countries and tropical Latin America 
(High Confidence). 

to changing economic conditions, technology, and resource 
availabilities. It is uncertain whetiier the rate of change of ch
mate and required adaptation would add significantly to the dis
ruption likely due to future changes in economic conditions, 
population, technology, and resource availabilities. 

• Adaptation to climate change is likely; the extent 
depends on the affordability of adaptive measures, 
access to technology, and biophysical constraints such 
as water resource availability, soil characteristics, 
genetic diversity for crop breeding, and topography. 
Many current agricultural and resource policies are 
likely to discourage effective adaptation and are a 
source of current land degradation and resource mis
use (High Confidence). 

• National studies have shown incremental additional 
costs of agricultural production under climate change 
which could create a serious burden for some devel
oping countries (Medium Confidence). 

Adaptation 

Uncertainty remains with regard to the ability of agricultural 
systems to adapt to chmate change. Historically, farming sys
tems have responded to a growing population and have adapted 
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13.1. Introduction 

Climate change wi l l affect agriculture through effects on 
crops (Section 13.2); soils (Section 13.3); insects, weeds, 
and diseases (Section 13.4); and livestock (Section 13.5). 
Climatic conditions interact with agriculture through numer
ous and diverse mechanisms. Mechanisms, effects, and 
responses include, for example, euttophication and acidifica
tion of soils, the survival and distribution of pest popula
tions, the effects of C O 2 concentration on tissue- and organ-
specific photosynthate allocation, crop breeding aims, ani
mal shelter requirements, and the location of production 
(Brunnert and Dâmmgen, 1994). Variation of agricultural 
and climatic conditions across the world leads to different 
local and regional impacts (Section 13.6). High levels of 
uncertainty necessitate assessment of vulnerability to the 
adverse effects of potential climate change (Section 13.7). 
The effects of climate change on local, national, and region
al economies and food supplies depend on future economic 
and agricultural conditions and on the international trans
mission of supply shocks through international trade 
(Section 13.8). Historically, agriculture has proved to be 
highly adaptive to changing conditions, but uncertainty 
remains with regard to adaptation to potential climate change 
(Section 13.9). Emission-control efforts also wi l l likely 
affect agriculture (Chapter 23), as wil l competition for land 
and water resources from other sectors affected by climate 
change (Chapter 25). 

13.2. Climatic Effects on Crop Plants 

The main climate variables important for crop plants, as for 
other plants, are temperature, solar radiation, water, and 
atmospheric C O 2 concentration. Important differences in 
temperature sensitivity and response to C O 2 exist among C3, 
C4, and C A M plants (Chapter A) . While the basic physio
logical response of crop plants are no different than other 
plants of similar types, crop plants have been selected for 
particular traits and grow under more highly controlled con
ditions than plants growing in forests (managed and unman
aged) or other ecosystems. Most crop plants are C3, the 
principal C4 exceptions are maize, millet, sorghum, and 
sugar cane. Crop traits are selected and bred into different 
varieties to produce high yields for different climate and 
resource conditions. Most crop plants are grown as annuals 
(e.g., grains, potatoes, and most vegetable and fiber crops) 
with the crop species, variety, and planting time chosen by 
the farmer at the start of each growing season. Tree fruits, 
coffee, tea, cocoa, bananas, grapes, many forage and pasture 
crops, and other small fruits are the principal perennials. 
Nutrients and water which may be limited under natural 
conditions are more likely to be (or can be) augmented via 
fertilization, irrigation, and management of crop residue. 
Competition with other plants is controlled. The primary 
focus of crop production is the efficient production of har-
vestable yield, usually of only one component of the plant 
(e.g., seed, fruit, root, leaf). 

1 3 . 2 . 1 . E l e v a t e d CO2 a n d C r o p s 

Experiments conceming crop performance at elevated CO2 
concentrations in general show a positive but variable increase 
in productivity for annual crops (Kimball, 1983; Strain and 
Cure, 1985; Cure and Acock, 1986; Allen et a l , 1990; Kimball 
et a l , 1990; Lawlor and Mitchell, 1991; Bazzaz and Fajer, 
1992; Gifford and Morison, 1993; Koemer, 1993; Rozema et 
a l , 1993; Mooney and Koch, 1994; Rogers et a l , 1994). 
Annual C3 plants exhibit an increased production averaging 
about 30% at doubled (700 ppm) CO2 concentrations; both bio
mass and seed production show an increase in almost all exper
iments under controlled conditions (Cure and Acock, 1986; 
Rogers and Dahlmann, 1993). Although die mean value 
response (-1-30% for C3 crops) has been confirmed, variations 
in responsiveness between plant species and ecosystems persist 
(from -10% to -1-80%), and only gradually is the basis for these 
differences being resolved. Fewer experiments have been con
ducted with perennial crops—woody species in particular—but 
evidence suggests that the growth response would be less than 
for annual crops; the measured response for C4 crops is much 
smaller than that for C3 crops. 

Variations in the growth enhancement among crops and differ
ent varieties of the same crop and over years are high, and inter
actions with nutrient and water availability are complex (e.g., 
Goudriaan and De Ruiter, 1983; Chaudhuri et a l , 1986; 
Mitchell et a l , 1993). The extent and occurrence of physiolog
ical adaptations of the photosynthetic apparatus, particularly of 
perennial plants, to long-term exposure to high CO2 concentra
tions—which is more directly relevant to long-term climate 
change—are still unresolved (Cure and Acock, 1986; Bazzaz 
and Fajer, 1992; Wolfe and Erickson, 1993). Plants with nitro
gen-fixing symbionts (e.g., peas, beans, alfalfa), under favor
able environmental conditions for both symbiont and plant, tend 
to benefit more from enhanced CO2 supplies than do other 
plants (Cure et a l , 1988). The content of nonstmctural carbo
hydrates generally increases under high CO2, while the concen
trations of mineral nutrients and proteins are reduced (Mooney 
and Koch, 1994; Rogers et a l , 1994; Koemer and Miglietta, in 
press). Root/shoot ratios often increase under elevated CO2 lev
els favoring root crops and also contribute to soil organic mat
ter build-up (Mauney et a l , 1992; Mitchell et a l , 1993). Crop 
plants, like other plants, show increased water use efficiency 
under elevated CO2 levels, but water consumption on a ground-
area basis vs. a leaf-area basis is much less affected. Water use 
on a ground-area basis can actually increase if leaf area 
(canopy) increases. The range of water-use efficiencies among 
varieties for major crops is wide (e.g.. Cure and Acock, 1986; 
ЮтЬаИ et a l , 1993; Sombroek and Gommes, 1993), providing 
the opportunity to breed or select for improved efficiency. At 
higher CO2 levels, plant growth damage done by air pollutants 
like nitrogen oxide (N0^), sulfur dioxide (SOj), and ozone (O3) 
is reduced because of partial stomatal closing and other physio
logical changes (Van de Geijn et a l , 1993). 

The wide range in estimated responses to elevated CO2 is due 
in large part to the different experimental systems employed 
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(Gifford and Morison, 1993), each with advantages and disad
vantages (Krupa and Kickert, 1989). Year-to-year variations in 
response also occur because of varying weather conditions that 
more or less favor CO2 response of crops. The most widely 
used experimental system is the open-top chamber. Free-air 
CO2 enrichment (FACE) experiments are more expensive but 
attempt to create conditions close to those likely to be experi
enced in an open field. Initial results from these experiments 
confirm the basic positive response of crops to elevated CO2, 
but studies have been conducted only for a few crops (Mauney 
et a l . , 1992). In addition, even the F A C E experimental set-up 
creates a modified area (Kimball et a l . , 1993; Vugts, 1993) 
analogous to a single irrigated field within a dry environment. 

crops a nighttime temperature of 10 to 20°C is optimal. C4 and 
C A M crops require a minimum temperature of 10 to 15°C for 
growth and are relatively sensitive to frost. The minimum tem
perature for C3 crops ranges from 5 to 10°C; C3 crops exhibit 
variable frost sensitivity. Cumulative temperatmre above mini
mum growing temperature is an important determinant of crop 
phenological development. For annual crops, warmer tempera
tures speed development, shortening the period of growth and 
lowering yield if shortened growth period is not fully compen
sated by more rapid development at the higher temperature 
(Elhs et a i , 1990). The amount of light received during the 
reproductive stage may determine whether yields fall (Acock 
and Acock, 1993). 

1 3 . 2 . 2 . T e m p e r a t u r e , M o i s t u r e , a n d O t h e r V a r i a b l e s 

Plant growth and crop yields clearly depend on temperature 
and temperature extremes, as shown for five major food crops 
(Table 13-1), and vary for crops with different photosynthetic 
pathways (Le Houerou et a l . , 1993). The optimum range for C3 
crops is 15 to 20°C and for C4 crops 25 to 30°C; for C A M 

T a b l e 1 3 - 1 : C r o p p h y s i o l o g y : T e m p e r a t u r e t h r e s h o l d s (°C) of 
some m a j o r c r o p s of t h e w o r l d ( o p t i m u m r a n g e refers t o t h e 
e n t i r e g r o w i n g season a n d n a r r o w s u n d e r h i g h l i g h t a n d e l e 
v a t e d CO2). 

Optimum Lower Upper References/ 
Crop Range Range Range Remarks 

Wheat (C3) 17-23 0 30-35 Burke et a l . , 
1988; Behl et 
a l . , 1993; 
opthnal enzyme 
function and 
representative 
seasonal foliage 
temperature 

Rice (C3) 25-30 7-12 35-38 Le Houerou et 
a l . , 1993; 
Yoshida,1981 

Maize (C4) 25-30 8-13 32-37 Le Houerou, 
1993; Decker 
et a i , 1986; 
PoUak and 
Corbett, 1993; 
Elhs et a l . , 
1992; Long et 
a l . , 1983 

Potato (C3) 15-20 5-10 25 Haverkort, 
1990; Frange 
e t a l . , 1990 

Soybean (C3) 15-20 0 35 Hofstta and 
Hesketh, 1969; 
Jeffers and 
Shibles, 1969 

The variation of temperature requirements and temperature 
extiemes for different cultivars of the same species and among 
species, however, is quite wide for most crops, as shown for 
major crops such as wheat, rice, maize, and soybean (Table 13-
2). Such variation in requirements provides significant scope 
for adaptation through switching among existing cultivars and 
crops or introducing genetic variability through conventional 
plant breeding. 

It has been suggested tiiat higher mean temperatures will be 
accompanied by higher variability and more frequent occur
rence of extremes (Katz and Brown, 1992). Such changes 
could severely affect plant functioning at low and high mean 
temperatures (Larcher, 1980; Kuiper, 1993). 

Climate variability and resultant interannual variability in yield 
is a fundamental feature of most cropping systems (Gommes, 
1993). In temperate areas, low temperatures and/or frost occur
rences are the usual limiting factor for growing season length. 
In tropical and subtropical areas, where temperature variation 
is less extreme throughout the year than in temperate areas, 
season-length and seasonal variation depend on regular pat
tems of precipitation. 

Temperature, solar radiation, relative humidity, wind, and pre
cipitation vary not only over the season and year but on a daily 
basis. The effects of variability can be both positive and nega
tive depending on the crop and the nature of the variability. 
Cool-season vegetable crops (e.g., spinach, cauliflower, broc
coli) perform best when nights are cool; their quality deterio
rates under warmer temperatures. Apples, pears, cherries, and 
many other tree fraits require winter chilling periods for buds 
to set but can suffer near-total loss of the fmit crop if late frosts 
damage the blossoms. Altemate thawing and freezing of the 
ground can cause the loss of perennial forage crops such as 
alfalfa. Extreme chmatic events (e.g., storms with high winds, 
flooding, heavy rains, hail, hard late or early frosts) can be 
responsible for severe or total crop loss. 

The anticipated increase in temperatures with global warming 
can lead to spikelet sterility in rice, loss of pollen viability in 
maize, reversal of vemaUzation in wheat, and reduced forma
tion of tubers and tuber bulking in potatoes for areas near crit
ical thresholds (Table 13-3). Yield losses can be severe in these 
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T a b l e 1 3 - 2 : Crop p h e r w l o g y f o r i m p o r t a n t c r o p s . 

Base Max. Emergence to Post-Anthesis 
Temp. Devel. Pre-Anthesis to Maturity 

Crop (°C) (°C) (degree days) (degree days) Reference 

Wheat 0 20-25 750-1300 450-1050 Van Keulen and Sehgman, 1987; Elings, 1992; 
Hodges and Ritchie, 1991 

Rice 8 25-31 700-1300 450-850 Yoshida, 1981; Penning de Vries, 1993; Penning 
de Vries et a l , 1989 

Maize 7 25-35 900-1300 700-1100 Van Heemst, 1988; Pollak and Corbett, 1993; 
Kiniry and Bonhomme, 1991; Rotter, 1993 

Soybean 0 25-35 highly variable 450-750 Wilkerson et a l , 1989; Swank et a l , 1987 

Source: Adapted from Acock and Acock, 1993. 
Notes: Base Temp. = minimum temperature for growth; Max. Devel. = optimum temperature for crop development; 
Emergence to Pre-Anthesis = cumulative degree days needed from crop emergence to pre-anthesis (flowering); Post-Anthesis 
to Maturity = cumulative degree days required (after flowering) to reach maturity. 

cases, if temperatures exceed critical limits for periods as short 
as 1 hour during anthesis (flowering). Burke et a l . (1988) 
found that under ample water supply different crop species 
manage to maintain foliage temperature within their specific 
optimum range (thermal kinetic window), thereby maximizing 
biomass accumulation. 

Species-specific optimal temperature ranges are relatively 
narrow compared to diurnal and seasonal foliage temperature 
fluctuations. If temperature variability on a daily and season
al basis were to decrease, crop cultivars in environments with 
mean temperatures close to cultivar-specific optima could 
profit from prolonged exposure to optimum temperatures. 
While variability in some climatic dimensions may increase, 
the temperature increase since the 1940s has been due main
ly to increased nighttime temperature (Kukla and Karl, 1993), 
thus reducing the diurnal variation of temperature and con
siderably influencing the nighttime respiration. The response 
of respiration is theoretically derived and experimentally 

T a b l e 1 3 - 3 . T e m p e r a t u r e t h r e s h o l d s : H i g h t e m p e r a t u r e 
effects o n key d e v e l o p m e n t stages of five m a j o r a r a b l e c r o p s . 

Crop Effect Reference 

Wheat Temperature >30°C for more than Evans et a l . 
8 hours can reverse vemaUzation 1975 

Rice Temperature >35°C for more than Yoshida, 
1 hour at anthesis causes high 1981 
percentage spikelet sterility 

Maize Pollen begins to lose viability at Decker et 
temperatures >36°C a l , 1986 

Potato Temperatures >20°C depress tuber Prange et 
initiation and bulking a l , 1990 

Soybean Great ability to recover from Shibles et 
temperature stress; critical period a l , 1975 
in its development unknown 

Source: Acock and Acock, 1993. 

well-established, but the concept is challenged for situations 
where plants or crops are grown continuously and have adapt
ed to the higher temperature (Gifford and Morison, 1993). 

Other environmental changes wi l l interact with changes in 
climate variables and elevated CO2 to affect crop yields. 
Among these are exposure to O3—tropospheric (surface) con
centrations of which have doubled over the past 100 years in 
the Northern Hemisphere (Feister and Warmbt, 1987; Volz 
and Kley, 1988; Anfossi et a l , 1991) to a level estimated to 
reduce yields in the range of 1 to 30% (e.g., Ashmore, 1988; 
Van der Eerden et a l , 1988; Bosac et a l , 1993; Sellden and 
Pleijel, 1993)—and exposure to ultraviolet-B (UV-B) radia
tion, which is expected to increase due to stratospheric ozone 
depletion. UV-B fluxes depend on cloud cover (Van der Leun 
and Tevini, 1991) and decrease by a factor of 10 with latitude 
and increase with altitude. Thus, crops grown at high lati
tudes and high altitudes are most likely to be affected. Plant 
sensitivities vary widely by species (Rozema et a l , 1991; 
Tevini, 1993) and across cultivars of species, such as soy
beans (Biggs e t a l , 1981). 

Some studies have investigated the combined effect of various 
stresses including chmate, CO2, O3, and UV-B on crops (e.g., 
Goudriaan and De Ruiter, 1983; Chaudhuri ei a/., 1986; Allen, 
1990; Mitchell et a l , 1993; Krapa and Kickert, 1993). Results 
indicate that rice, barley, sorghum, soybean, oats, beans, and 
peas are relatively more sensitive to UV-B than other major 
crops and that wheat, maize, potatoes, cotton, oats, beans, and 
peas are relatively more sensitive to O3. For other crops, 
including cassava, sugar cane, sweet potato, grapes, coconut, 
rye and peanuts, no clear results are available. 

Consistent moisture availability throughout the crop growth 
period is critical. Overall, the hydrological cycle is expected 
to intensify with higher evaporation, air humidity, and precip
itation. Higher temperatures would, at the same time, increase 
crop water demand. Global studies have found a tendency for 
increased evaporative demand to exceed precipitation increase 
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Box 13-1. Modeling Crop Response to Environmental Change 

Climatic and other factors strongly interact to affect crop yields. Models have provided an important means for integrat
ing many different factors that affect crop yield over the season (Rotter, 1993). Scaling up results from detailed under
standing of leaf and plant response to climate and other environmental stresses to estimate yield changes for whole farms 
and regions, however, can present many difficulties (e.g., Woodward, 1993). 

Higher-level, integrated models typically accommodate only first-order effects and reflect more complicated processes 
with technical coefficients. Mechanistic crop growth models take into account (mostiy) local limitations in resource 
availability (e.g., water, nutrients) but not other considerations that depend on social and economic response, such as soil 
preparation and field operations, management of pests, and irrigation. 

Models require inteфretation and calibration when applied to estimating commercial crop production under current or 
changed climate conditions (see Easterhng et a l , 1992; Rosenzweig and Iglesias, 1994); in cases of severe stress, relia
bility and accuracy in predicting low yields or crop failure may be poor. With regard to the COj response, recent compar
isons of wheat models have shown that even though basic responses were correctly represented, the quantitative outcome 
between models varied greatiy. Validation of models has been an important goal (Olesen and Grevsen, 1993; Semenov et 
a l , 1993a, 1993b; Wolf, 1993a, 1993b; Delecolle, 1994; Iglesias and Minguez, 1994; Minguez and Iglesias, 1994). 

Further integration of models of crop yield, phenology, and water use with geographic-scale agroclimatic models of crop 
distiibution and economic response has also occurred (e.g.. Kaiser et a l , 1993; Kenny et a l , 1993; Rotter and van Diepen, 
1994). Simplified representations of crop response have been used with climate and soil data that are available on a global 
basis (Leemans and Solomon, 1993). More aggregated statistical models have been used to estimate the combined physical 
and socioeconomic response of the farm sector (Mendelsohn et a l , 1994; Darwin et a l , 1995). 

Incorporation of the multiple effects of CO2 in models has generally been incomplete. Some do not include any CO2 
effects and thus may overestimate negative consequences of C02-induced changes in climate. Other models consider 
only a crude yield effect. More detailed models consider CO2 effects on water use efficiency (e.g., Wang et a l , 1992; 
Leuning et a l , 1993). With few exceptions, most models fail to consider CO2 interactions with temperature and effects 
on reproductive growth (Wang and Gifford, 1995). 

in tropical areas (Rosenzweig and Parry, 1994), but this result 
varies locally and across climate scenarios. Large changes in 
the seasonal pattem of rainfall or changes in the consistency 
of rainfall within the crop growing season would likely matter 
more for annual crops than changes in annual precipitation 
and potential evaporation rates. Some studies suggest 
increased intensity of rainfall, which may result in increased 
mnoff (Whetton et a l , 1993). Changes in large-scale atmos
pheric patterns such as the E l Niño/Southern Oscillation 
(ENSO) and tropical monsoons could cause significant shifts 
in rainfall pattems, with consequent effects on agricultural 
production. ENSO events currentiy have widespread and well-
documented impacts on production in Oceania, Latin 
America, Africa, South and Southeast Asia, and the United 
States (Folland et a l , 1990, 1991; McKeon et a l , 1990; 
Nicholls and Wong, 1990; McKeon and White, 1992; 
Rimmington and Nicholls, 1993), but climate scientists have 
not resolved how ENSO events may be affected by long-term 
climate change. 

A variety of models (see Box 13-1) that integrate understand
ing of crop yield and climate relationships have been used for 
estimating changes in potential crop yield, zonal production 
shifts, and regional and global production (see Sections 13.5 
and 13.8.2). 

13.3. Soil Changes and Agricultural Practices 

Climate affects most major soil processes and is a major factor 
in soil formation; the potential effects of changing climate and 
higher atmospheric CO2 on soils are highly interactive and 
complex (Bouwman, 1990; Buol et a l , 1990). Many of the 
world's soils are potentially vulnerable to soil degradation 
(e.g., loss of soil organic matter, leaching of soil nutrients, 
salinization, and erosion) as a hkely consequence of climate 
change (see Chapter 4). 

Cropping practices that maintain a more closed ground cover 
over longer periods—including crop rotation, planting of cover 
crops, and reduced or minimum tillage^—combined with inte
grated nutiient management are quite effective in combating or 
reversing current land degradation and would be similarly 
effective where climate change had the potential to exacerbate 
land degradation (Brinkman and Sombroek, 1993; Rasmussen 
and Collins, 1991; Logan, 1991). Brinkman and Sombroek 
(1993) found that, in most cases, changes in soils by direct 
human action, whether intentional or unintended, are likely to 
have a greater impact than climate change. They found that 
under a transient scenario of climate change, soil physical, 
chemical, and biological processes will be given time to adapt, 
thereby counteracting human-induced land degradation. 
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13.4. Weeds, Insects, and Diseases 

Weeds, insects, and pathogen-mediated plant diseases are 
affected by chmate and atmospheric constituents. Resultant 
changes in the geographic distribution of these crop pests and 
their vigor in current ranges wil l likely affect crops. Existing 
research has investigated climatic determinants of the range of 
many pests, but the potential changes in crop losses due to ch-
matically driven changes in pests have not been included in 
most agricultural impact studies (Waggoner, 1983; Stinner et 
a l , 1987; Prestidge and Pottinger, 1990). 

1 3 . 4 . 1 . Weeds 

Weeds will benefit from the " C O 2 fertilization effect" and from 
improvements in water use efficiency associated with increas
ing CO2 concentrations, but the impact on crop production wiU 
depend on how enhanced-growth weeds compete with 
enhanced-growth crops. Of the 86 plant species that contribute 
90% of per capita food supplies worldwide, 80 are C3 plants 
(Prescott-Allen and Prescott-AUen, 1990), while 14 of the 
world's 18 worst weeds are C4 plants (Holm et a l , 1977). 
Experiments generally show C3 species to benefit from CO2 
enrichment at the expense of C4 species (Patterson and Flint, 
1980, 1990; Carter and Peterson, 1983; Patterson et a l , 1984; 
Wray and Strain, 1987; Bazzaz and Garbutt, 1988). 

Regarding temperature, most weeds of warm season crops orig
inate in tropical or warm temperate areas and are responsive to 
small increases in temperature. For example, the growth of three 
leguminous weeds increased significantly as day/night tempera
ture increased (Flint et a l , 1984). Biomass of C4 smooüi pig
weed ( A m a r a n t h u s h y b r i d u s ) increased by 240% for an approx
imate 3°C temperature increase; C4 grasses also showed large 
increases (Flint and Patterson, 1983; Patterson, 1993). 

Accelerated range expansion of weeds into higher latitudes is 
likely (Rahman and Wardle, 1990; Patterson, 1993) as demon
strated for itchgrass ( R o t t b o e l l i a c o c h i n c h i n e n s i s . Lour.), 
cogongrass ( I m p e r a t a c y l i n d r i c a ) , Texas panicum { P a n i c u m 
t e x a n u m ) , and witch weed ( S t r i g a asiática) (Patterson et a l , 
1979; Patterson, 1995). However, not all exotic weeds will be 
favored by climatic warming. Patterson et a l . (1986) found loss 
of competitiveness under warmer conditions for the southward 
spread of wild proso millet ( P a n i c u m m i l i a c e u m ) in the south
western United States. 

Increasing CO2 and climate change probably wil l also affect 
mechanical, chemical, and natural/biological efforts to control 
weeds (Patterson, 1993, 1995), which currentiy cause world
wide crop production losses of about 12% (25% for tradition
al production systems) (Parker and Fryer, 1975). 
Environmental factors including temperature, precipitation, 
wind, soil moisture, and atmospheric humidity influence when 
herbicides are applied, as well as their uptake and metabolism 
by crops and target weeds (Hatzios and Penner, 1982; Muzik, 
1976). High leaf starch concentrations, which commonly 

occur in C3 plants grown under C O 2 enrichment (Wong, 
1990), might interfere with herbicide activity. CO2 enrichment 
also increases the growth of rhizomes and tubers in C3 plants 
(Oechel and Strain, 1985), which could reduce the effective
ness of chemical and mechanical control of deep-rooting, 
perennial C3 weeds. On the other hand, increased temperatures 
and increased metabolic activity tend to increase uptake, 
translocation, and effectiveness of many herbicides. Natural 
and biological control of weeds and other pests depends on the 
synchrony between the growth, development, and reproduc
tion of biocontrol agents and their targets. Such synchrony 
may be disrupted i f climate changes rapidly, particularly if c l i 
matic extremes occur more frequentiy. Global warming could 
facilitate overwintering of insect populations and favor earlier 
poleward migrations in the spring, which could increase the 
effectiveness of biological control of weeds in some cases. 
Conversely, such enhanced over-winterings would accelerate 
the spread of viruses by migrating vectors like aphids. 

1 3 . 4 . 2 . Insect Activity and D i s t r i b u t i o n 

Climate change will affect the distribution and degree of infes
tation of insect pests through both direct effects on the life 
cycle of insects and indirectly through climatic effects on 
hosts, predators, competitors, and insect pathogens. There is 
some evidence that the risk of crop loss will increase due to 
poleward expansion of insect ranges. Insect populations faced 
with modified and unstable habitats created under annual 
arable agricultural systems generally must diapause (enter a 
state of dormancy), migrate, otherwise adapt genetically, or 
die. Insect species characterized by high reproduction rates are 
generally favored (Southwood and Comins, 1976). Human 
alteration of conditions that affect host plant survival—irriga
tion, for example—also affects phytophagous (leaf-eating) 
insect populations. 

Insect hfe cycle processes affected by climate and weather 
include lifespan duration, fecundity, diapause, dispersal, тогт 
tality, and genetic adaptation. Porter et a l . (1991) hst the fol
lowing effects of temperature on insects: limiting geographical 
ranges; over-wintering; population growth rates; number of 
generations per annum; length of growing season; crop-pest 
synchronization; interspecific interactions; dispersal and 
migration; and availabüity of host plants and refugia. The 
effects of climate and weather on insect hfe cycles have been 
documented for a wide variety of insect pests of agriculture, 
rangelands, and forests (Dobzhansky, 1965; Eye and McAda, 
1972; Tauber et a l , 1986; Mattson and Haack, 1987; 
Юngsolver, 1989; Cammell and Krüght, 1991; Harrington and 
Stork, 1995). Many effects involve changes in the severity of 
outbreaks following extreme weather events (on the order of 
hours to weeks). Freezing temperatures are a major factor in 
mortality, but D r o s o p h i l a sp. insects that survive relatively 
colder temperatures have been found to be more fecund than 
cohorts that were not exposed to the low temperatures 
(Dobzhansky, 1965). Temperatures that exceed critical thresh
olds frequently have adverse effects on fecundity, as in the cases 
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of boUworm, H e l i c o v e r p a zea (Boddie); tobacco budworm, 
H e l i o t h i s virescens (F.); beet armyworm, S p o d o p t e r a e x i g u a 
(Hübner); cabbage looper, T r i c h o p l u s i a n i (Hiibner); saltmarsh 
Caterpillar, E s t i g m e n e a e r e a (Drary); and pink bollworm, 
P e c t i n o p h o r a g o s s y p i e l l a (Saunders) (Fye and McAda, 1972). 

Abnormally cool, wet conditions are associated with high sub
sequent infestations of cotton by cotton tipworm, C r o c i d o s e m a 
p l e b e j a n a (Zeller) (Hamilton and Gage, 1986). November pre
cipitation and April temperature are the best indicators of mean 
grasshopper densities in Southern Idaho (Fielding and 
Brusven, 1990). Drought can affect various physiological 
processes of plants, which may increase the plants' attractive
ness and susceptibility to phytophagous insects (Mattson and 
Haack, 1987). Intense precipitation has been noted as a deter
rent to the occurrence and success of oviposition by insects 
such as the European com borer, O s t r i n i a n u b i l a l i s (Hiibner) 
(Davidson and Lyon, 1987). Abundant precipitation can affect 
mortality, for example, through drowning of soil-dweUing 
insects (Watt and Leather, 1986) but is more likely to affect 
insects indirectly through climatic effects on insect pathogens, 
predators, and parasites, as has been shown for H . zea pupae 
especially under persistently saturated soil conditions 
(Raulston et a l . , 1992). 

While the specific ways in which chmate change could affect 
persistent wind pattems such as nocturnal wind jets in the 
United States and convergence systems such as the Inter-
Tropical Convergence Zone (ITCZ) are poorly predicted by 
GCMs, changes in the strength, timing, and geographical 
extent of these systems have been hypothesized. Important 
insect pests of agriculture currently use these systems to dis
perse widely from decaying habitats to viable habitats 
(Pedgley, 1982). Com earworm, H . zea moths in the United 
States (Westbrook et a l : , 1985; Scott and Achtemeier, 1987; 
Lingren et a l , 1993), grasshoppers or locusts [ A i l o p u s s i m u l a -
t r i x (Walker)], old world bollworm [ H e l i o t h i s armígera 
(Hübner)], and whitefly [ B e m i s i a t a b a c i (Gennadius)] disperse 
via atmospheric transport. In the case of die ITCZ and locusts, 
the winds also contribute ephemeral precipitation for host 
plants as reviewed by Joyce (1983) and Rainey (1989). 
Changes in these systems would affect the speed and range of 
dispersal of these pests. 

Many of the documented effects of climate on insects are based 
on unusual weather events affecting the severity of insect out
breaks within their normal range or the (unintended) introduc
tion of exotic species into new environments or extension of 
(host) crops into new environments (e.g., through irrigation). 
Human-induced local climate change within urban areas pro
vides evidence of how insects can adapt to changes in their 
environment. Examples of genetic adaptation include: froggatt 
{ D a c u s t r y o n i ) , lúceme flea ( S m i n t h u r u s v i r i d i s L.) and sheep 
blowfly ( L u c i l i a c u p r i n a ) (Wied.) in Australia after introduc
tion from Europe or with the expansion of crop areas; the 
European com borer, O. n u b i l a l i s (Hiibner) and the European 
spmce sawfly, G i l p i n i a h e r c y n i a e (Hartig) in North America 
after introduction from Europe; and D r o s o p h i l a s e r r a t a 

Mallock across latitudes (Bh-ch, 1965). D r o s o p h i l a s e r r a t a 
Mallock also has responded by natural selection to the changed 
conditions in large cities (Dobzhansky, 1965). Selection to 
tighten host-insect interaction [such as codhng moth, C y d i a 
p o m o n e l l a (L.), in fmit trees] appears to favor the evolution of 
isolated host races (Poshly and Bush, 1979). Climatic, agro
nomic, political, and economic factors jointiy led to popula
tions of boll weevil, A n t h o n o m u s g r a n d i s g r a n d i s Boheman, 
which adapted differentiy across cotton areas in the United 
States (Terranova et a l , 1990). Although insect populations 
have been redistributed during periods of major climatic 
change, a continuous intermixing of beetle species' gene pools 
in the Rocky Mountains of the United States was determined to 
have prevented speciation (Elias, 1991). 

Understanding of insect physiological development and behav
ior has led to the development of numerical models that esti
mate insect growth, movement, and mortality in response to 
potential changes in climate (Goodenough and McKinion, 
1992). Minimum and maximum temperatures, required cumu
lative degree days, and, where important, the effects of drought 
or wet conditions (which are the basis for such models), have 
been established for many common agricultural pests (e.g., Fye 
and McAda, 1972; Davidson and Lyon, 1987). Simulation 
models predict potential redistribution of insects under simu
lated climates. 

Specific studies of the likely impacts of climate change were 
reviewed by Cammel and Knight (1991), Porter et a l . (1991), 
Sutherst (1990, 1991), and Sutherst e t a l (1995). They demon
strate that impacts could be severe in many different environ
ments and involve numerous different species of insect pests. 
Principal concem is with species that can increase their popu
lation size by undergoing an extra generation each year in 
warmer climates or expand their geographical distributions. 
For example, Porter et a l . (1991) found that in Europe O. n u b i 
l a l i s would shift 1220 km northward if temperature increased 
by 3° to б^С by 2025-2070. For a 3°C temperature increase in 
Japan, Mochida (1991) predicted expanded ranges for tobacco 
cut worm { S p o d o p t e r a l i t u r a ) , southern green stink bug 
{ N e z e r a v i r i d u l a ) , rice stink bug { L a g y n o t o m u s e l e o n g a t u s ) , 
lima-bean pod borer { E t i e l l a z i n c k e n e l l a ) , common green stink 
bug { N e z e r a a n t e n n a t a ) , soybean stem gall { A s p h o n d y l i a s p . ) , 
rice weevil ( S i t o p h i l u s o r y z a e ) , and soybean pod borer 
{ L e g u m u n u v o r a g l y c i n i v o r e l l a ) , but a decreased range for rice 
leaf beetle { O u l e m a o r y z a e ) and rice leaf miner { A g r o m y z a 
o r y z a e ) . Vegetation subzones were linked with microclimates 
to extrapolate spmce weevil hazard zones in British Columbia 
(Spittlehouse and Sieben, 1994). Models that match the pres
ence of particular species with discrete ranges of temperature 
and precipitation parameters such as C L I M E X may be espe
cially appropriate for projecting the effects of climate change 
on insect redistribution (Womer, 1988; Sutherst et a l , 1995). 

Actual insect distributions under climate change will also 
depend on host disttibutions (Rainey, 1989), competition with 
existing species (DeBach, 1965), adaptability to new condi
tions, and the presence of natural enemies in the area. Because 
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climate effects on insect life cycles frequently depend on 
extreme events (e.g., freezing, intense precipitation) and cli
matic features such as the persistent winds of the Inter-Tropical 
Convergence system, the reliability of predicted redistribution 
of insects depends, in part, on the reliability of predictions of 
these features of climate. 

1 3 . 4 . 3 . P l a n t Diseases 

The occurrence of plant fungal and bacterial pests depends on 
temperature, rainfall, humidity, radiation, and dew. Climatic 
conditions affect the survival, growth, and spread of pathogens, 
as well as the resistance of hosts. Friedrich (1994) summarizes 
the observed relationship between climatic conditions and 
important plant diseases. Among these, mild winters have been 
associated with more rapid and sttonger outbreaks of powdery 
mildew ( E r y s i p h e g r a m m i s ) , brown leaf rust of barley 
{ P u c c i n i a h o r d e i ) , and strip rust of cereals { P u c c i n i a s t r i -
iformis) (Meier, 1985). M i l d winters combined with very warm 
weather conditions provide optimal growth conditions for cer-
cosporea leaf spot disease ( C e r c o s p o r e a b e t i c o l a ) , powdery 
mildew ( E r y s i p h e b e t a e ) , and rhizomania disease ( R i z o m a n i a ) 
(Trehame, 1989). Warm, humid conditions lead to earlier and 
stronger outbreaks of late potato blight ( P h y t o p h t h o r a infes-
t a n s ) (Lopmeier, 1990; Parry et a l . , 1990). Dry and hot sum
mers generally reduce infestations of most fungal diseases 
because plant resistance is increased. Summer dryness, partic
ularly in early summer, also decreases rhynchosporium leaf 
blotch ( R h y n c h o s p o r i u m s e c a l i s ) and septoria leaf spot dis
eases ( S e p t o r i a t r i t i c i and S. n o d o r u m ) , b u t more frequent 
summer precipitation, particularly heavy storms, would 
increase incidences of these diseases because rain and rain-
borne splash water is the means by which disease spores are 
spread (Royle et a l . , 1986). Warmer temperatures would likely 
also shift the occurrence of these diseases into presently cool
er regions (Treharne, 1989). 

13.5. Animal Agriculture 

Climate affects animal agriculture in four ways: through (1) the 
impact of changes in livestock feedgrain availability and price 
(e.g., Adams et a i , 1990; Bowes and Crosson, 1993; Kane et 
a l . , 1993; Rosenzweig and Parry, 1994); (2) impacts on live
stock pastures and forage crops (Wilson, 1982; Martin et a l . , 
1991; Easterling et a l . , 1993; McKeon et a i , 1993); (3) the 
direct effects of weather and extreme events on animal health, 
growth, and reproduction (Bianca, 1970; Rath et a l . , 1994); 
and (4) changes in the distribution of livestock diseases (Stem, 
1988; U.S. EPA, 1989). 

Generally, the impacts of changes in feedgrain prices or forage 
production on livestock production and costs are moderated by 
markets. Impacts of changes in feedgrain supply on the supply 
of meat, milk, egg, and other livestock products in terms of 
price increase is substantially less than the initial feedgrain 
price shock (Reilly et a l . , 1994). Bowes and Crosson (1993) 

demonstrated the importance of feed exports or imports into a 
region in determining downstream impacts on livestock and 
meatpacking industries. Abel and Levin (1981) found Üiat, for 
developing country agriculture, livestock are a better hedge 
against losses than are crops because animals are better able to 
survive extreme weather events such as drought. The relative
ly lower sensitivity of livestock to climate change is also doc
umented for the historical case of the U.S. Dust Bowl experi
ence of the 1930s (Waggoner, 1993). 

The impact of cUmate on pastures and unimproved rangelands 
may include deterioration of pasture quality toward poorer 
quaUty, subtropical (C4) grasses in temperate pastoral zones as 
a resuh of warmer temperatures and less frost, or increased 
invasion of undesirable shmbs—but also potential increases in 
yield and possible expansion of area if climate change is favor
able and/or as a direct result of increasing CO2 (Martin et a l . , 
1993; McKeon et a l . , 1993; Salinger and Porteus, 1993; 
Campbell et a l . , 1995). (See Chapter 2 for details on possible 
changes in species composition of rangelands and effects on 
pastoral agriculture.) 

Heat stress has a variety of detrimental effects on Uvestock 
(Furquay, 1989), wiüi significant effects on milk production 
and reproduction in dairy cows (Johnston, 1958; Thatcher, 
1974; Khan, 1991 ; Orr ei a l . , 1993). Swine fertility shows sea
sonal variation due to seasonal climate variability (Claus and 
Weiler, 1987). Reproductive capabilities of dairy bulls and 
boars and conception in cows are affected by heat stress 
(Egbunike and Elmo, 1978; Cavestany et a l . , 1985; Berman, 
1991). Livestock management and development of breeds bet
ter-suited to tropical climates has been a specific consideration 
(Bonsma, 1949; Du Preez et a l . , 1990). 

Analyses suggest that warming in the tropics and in the sub
tropics during warm months would likely impact livestock 
reproduction and production negatively (e.g., reduced animal 
weight gain, dairy production, and feed conversion efficiency) 
(Hahn et a l . , 1990; Baker et a l . , 1993; Klinedinst et a l . , 1993; 
Ratii et a l , 1994). ResuUs are mixed for impacts in temperate 
and cooler regions: forage-fed livestock generally do better 
(due to more forage) but more capital-intensive operations, like 
dairy, are negatively affected (Parry et a l . , 1988; Baker et a l . , 
1993; Юinedinst et a l , 1993). Warming during the cold peri
ods for temperate areas would likely be beneficial to livestock 
production due to reduced feed requirements, increased sur
vival of young, and lower energy costs. 

Impacts may be minor for relatively intense livestock pro
duction systems (e.g., confined beef, dairy, poultry, swine) 
because such systems control exposure to climate and pro
vide opportunity for further controls (e.g., shading, wetting, 
increasing air circulation, air conditioning, and alterations of 
barns and livestock shelters). Livestock production systems 
that do not depend primarily on grazing are less dependent on 
local feed sources, and changes in feed quality can be cor
rected through feed supplements. The fact that livestock pro
duction is distributed across diverse climatic conditions from 
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cool temperate to tropical regions provides evidence that 
these systems are adaptable to different climates. 

Many studies of climate and weather impacts on livestock find 
that the principal impacts are an increased role for manage
ment, adoption of new breeds in some cases where chmate 
changes are moderate (for example, Brahman cattle and 
Brahman crosses are more heat- and insect-resistant than 
breeds now dominant in Texas and Southem Europe), and 
introduction of different species in some cases of extreme 
weather changes (Entwistle, 1974; Hahn, 1988, 1994; Hahn et 
a l , 1990; Baker et a l , 1993; Baker, 1994; Hinedinst et a l , 
1993; Rath et a l , 1994). 

13.6. Regional Climate Impacts: Studies and Issues 

Variation of agriculture systems, climates, resources, and 
economic characteristics across and within countries may be 
more important in determining the effects of climate change 
than differences in climate scenarios themselves. Agricultural 
policy is an important consideration in most regions. 
Agricultural policies have had many and changing goals. 
Climate change is generally not among top policy priorities 
for agricultural policymakers, but climate change could affect 
the cost and likelihood of achieving other policy priorities— 
such as food adequacy and reduction of chronic hunger, 
improving export competitiveness, assuring regional and 
national economic and social development, increasing farm 
income and the viability of rural communities, assuring water 
availability and quality, reducing or reversing land degradation 

and soil loss through erosion, and other conservation and 
environmental objectives. 

1 3 . 6 . 1 . A f r i c a a n d t h e M i d d l e East 

While Africa, particularly sub-Saharan Africa, is highly depen
dent on agriculture, relatively little quantitative work has been 
done on the impacts of climate change. Little or no effort has 
been devoted to studying agricultural effects on countries of 
the Middle East. The available studies for sub-Saharan Africa 
suggest that critical thresholds are related to precipitation and 
the length of the growing season, although warmer tempera
tures and increased radiation may benefit highland areas. 
National and local assessments providing a detailed under
standing of crop-specific responses and regional impacts are 
still lacking. 

Recent studies (Ominde and Juma, 1991; Ottichilo et a/., 1991; 
Downing, 1992; Schulze et a l , 1993; Sivakumar, 1993; 
Magadza, 1994) indicate that most of Africa will be sensitive 
to climate change, although some regions may benefit from 
warmer and wetter conditions (Table 13-4). Downing (1992), 
in analyses for Kenya, Zimbabwe, and Senegal, evaluated the 
sensitivity to incremental chmatic variations suggested by 
G C M scenarios for the region. NationaUy, he estimated that 
potential food production in Kenya would increase, particularly 
if rainfall mercases, but that the impacts would vary regionally; 
sub-humid and semi-arid provinces supporting socioeco-
nomically vulnerable groups would be negatively affected 
even with increases in national food production potential. 

T a b l e 1 3 - 4 : Selected c r o p studies f o r A f r i c a a n d t h e M i d d l e East. 

Study Scenario Geographic Scope Crop(s) Yield Impact (%) Other Comments 

Eid, 1994 GISS, GFDL, 
U K M O 

Schulze ei a/., +2°C (1) 
1993 
Muchena, 1994 GISS, GFDL, 

U K M O 

Downing, 1992 +2/+4°C, 
±20% precip. 

Akong'a et a l . Historical 
1988 

Sivakumar, 
1993 

droughts, 
sensitivity 
1945-64 vs. 
1965-88 

Egypt 

South Africa 

Zimbabwe 

Zimbabwe 
Senegal 
Kenya 

Kenya 

Niger, 
West Africa 

Wheat 
Maize 

Biomass 
Maize 
Maize 

Maize 
Millet 
Maize 

Maize, 
livestock 

Growing 
season 

-75 to-18 
-65 to +6 

decrease 
increase 

-40 to-10 

-17 to -5 
-70 to -63 
decrease 

negative effects 
of drought 

reduced 5-20 days 

w/ CO2 effect; also temperature 
and precip. sensitivity; adaptation 
would require heat-resistant 
variety development 
Mapped results, not summarized 
as average change for entire region 
w/ CO2 effect; also temperature 
and precip. sensitivity; adaptations 
(fertilizer and irrigation) unable to 
fully offset yield loss 
Food availability estimated to 
decline in Zimbabwe; carrying 
capacity fell 11 to 38% in Senegal; 
overall increase for all crops in 
Kenya with zonal shifts 
Considered broader socioeconomic 
impacts, small-holder impacts, and 
policy implications 
Crop variety development, timely 
climate information seen as 
important adaptation strategies 



A g r i c u l t u r e i n a C h a n g i n g C l i m a t e : I m p a c t s a n d A d a p t a t i o n 4 3 9 

Akong'a et a l . (1994) and Sivakumar (1993) considered the 
effects of climatic variability (primarily periodic droughts) on 
agriculture in some areas of the region, finding that such 
droughts have significant negative effects on production, crop 
season length, and higher-order social impacts. The persis
tence of such periodic droughts and the potential for them to 
change in frequency and severity in the Sahel and in eastern 
and southem Africa indicate the need for further research to 
develop adaptive strategies. The effects of greater frequency 
and severity include growing aridity in the savannas; defor
estation and soil erosion in all farming systems but particular
ly in the humid, sub-humid, and equatorial regions; and salin
ization of irrigated lands. The economies of countries of North 
Africa and the Middle East are generally less dependent on 
agriculture than are those of sub-Saharan Africa. One study 

for Egypt (Eid, 1994) indicated the potential for severe 
impacts on national wheat and maize production. 

1 3 . 6 . 2 . South a n d Southeast A s i a 

South and Southeast Asia include the southem portion of Asia, 
from Pakistan in the west to Vietnam in the east, as well as 
Indonesia and the Philippines. Seasonal monsoons are a domi
nant climate feature that affect agriculture. Matthews et a l . 
(1994a, 1994b) have estimated the impacts on rice yields for 
many countries in the region for equilibrium climate scenarios 
of three major GCMs that predict temperature and precipitation 
increases for the region. The results show substantial variation 
in impact across the region and among the GCMs (Table 13-5). 

T a b l e 1 3 - 5 : Selected c r o p studies f o r South a n d Southeast A s i a . 

Study Scenario 
Geographic 

Scope Crop(s) 
Yield 

Impact (%) Other Comments 

Rosenzweig GCMs Pakistan Wheat -61 to +67 U K M O , GFDL, GISS, and +2°C, +4°C, 
and Iglesias India Wheat -50 to + 3 0 and ±20% precip; range is over sites and 
(eds.), 19941 Bangladesh Rice -6 to +8 G C M scenarios with direct CO2 effect; 

Thailand Rice -17 to -1-6 scenarios w/o CO2 and w/ adaptation also 
Philippines Rice -21 to + 1 2 were considered; CO2 effect important in 

offsetting losses of climate-only effects; 
adaptation unable to mitigate all losses 

Qureshi and average of Bangladesh Rice + 1 0 GCMs included U K M O , GFDLQ, 
Hobble, 1994 5 GCMs India Wheat decrease CSIR09, C C C , and B M R C ; G C M results 

Indonesia Rice -3 scaled to represent 2010; includes CO2 
Soybean -20 effect 

Maize -40 
Pakistan Wheat -60 to -10 

Philippines Ri'^e decrease 
Sri Lanka Rice -6 

Soybean -3 to +1 
Coarse Grain decrease 

Coconut decrease 
Parry e t a l . , GISS Indonesia Rice approx. -4 Low estimates consider adaptation; also 
1992 Soybean -10 to increase estimated overall loss of farmer income 

Maize -65 to -25 ranging from $10 to $130 annually 
Malaysia Rice -22 to-12 

Maize -20 to-10 Maize yield affected by reduced radiation 
Oil Palm increase (increased clouds); variation in yield 
Rubber -15 increases; range is across seasons 

Thailand sites Rice -5 to +8 
Matthews et a l . 3 G C M s India Rice -3 to 4-28 Range across GISS, GFDL, and U K M O 
1994a, 1994b Bangladesh -9 to -1-14 G C M scenarios and crop models; included 

Indonesia -1-6 to + 2 3 direct CO2 effect; varietal adaptation was 
Malaysia + 2 to -1-27 shown to be capable of ameliorating the 
Myanmar -14 to+22 detrimental effects of a temperature 

Philippines -14 to +14 increase in currently high-temperature 
Thailand -12 to +9 environments 

1 Country studies were by Qureshi and Iglesias, 1994; Rao and Sinha, 1994; Karim et a l , 1994; Tongyai, 1994; and Escaño 
and Buendia, 1994, for Pakistan, India, Bangladesh, Thailand, and the Philippines, respectively. 
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Spikelet sterility emerged as a major factor determining the 
differential predictions; where current conditions were near 
critical thresholds, a difference in mean temperature of less 
than a degree resulted in a positive yield change rapidly 
becoming a large decline. However, genetic variability among 
varieties suggests relative ease in adapting varieties to new cli
mate conditions. Temperature effects alone were generally 
found to reduce yields, but COj fertilization was a significant 
positive effect. 

Brammer et a l . (1994) conclude that, among other things, the 
diversity of cropping systems does not allow a conclusion of 
magnitude or direction of impact to be made for Bangladesh at 
this time. Parry et a l . (1992) showed yield impacts that vary 
across the countries of Thailand, Indonesia, and Malaysia and 
across growing season. Coastal inundation was also estimated 
to be a threat to coastal rice and to fish, prawn, and shrimp 
ponds. These authors estimated that a 1-meter sea-level rise 
could cause a landward retieat of 2.5 km in Malaysia; such a 
rise was estimated to threaten 4200 ha of productive agricul
tural land, an area equal to shghtly less than 1% of Malaysia's 
paddy rice area. Model results showed that under Goddard 
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Institute for Space Studies (GISS) doubled COj chmates, ero
sion rates in three Malaysian river basins increased from 
14-40%, and soil fertility declined on average by 2-8%. 

1 3 . 6 . 3 . East A s i a 

Several major studies have been conducted for countries in East 
Asia, including China (mainland and Taiwan), North and South 
Korea, and Japan. Possible climatic impacts span a wide range 
depending on the climate scenario, geographic scope, and study 
(Table 13-6). For China, results show generally negative yield 
effects but range from less than 10% (Zhang, 1993) to more 
than 30% (Jin et a l , 1994). While finding large changes for ah 
of China, Hulme et a l . (1992) conclude that to a certain extent, 
warming would be beneficial, with increasing yield due to 
diversification of cropping systems. However, they estimated 
that by 2050, when they expect an average warming for China 
of 1.2°C, increased évapotranspiration would generally exceed 
increases in precipitation, thus leading to a greater likelihood of 
yield loss due to water stress for some rice-growing areas, even 
as the area suitable for rice increases. 

T a b l e 1 3 - 6 : Selected c r o p studies f o r East A s i a . 

Geographic Yield 
Study Scenario Scope Crops Impact (%) Other Comments 

Tao, 1992 2 x C 0 2 China Wheat -8 Agricultural productivity loss >5%; 
+ Г С Rice 

Cotton, Fruits, 
Oil Crops, 

Potatoes, Corn 

-6 
-4 to +1 

included direct CO2 effect; positive effects 
in N E and NW; negative in most of the 
country; no change in SW 

Zhang, 1993 +1.5°C South of China Rice -11 to-7 Double-crop; included direct CO2 effect 
T m e t a l . , 1994 GCMs South of China Rainfed Rice 

Irrigated Rice 
-78 to -6 

-37 to +15 
Range across GISS, GFDL, and U K M O 
scenarios; no consideration of enrichment 
effects of CO2 

Sugihara, 1991 2 x C 0 2 
+3°C 

Japan Rice +10 

Suyama, 1988 +2°C Japan Temperate Grass -10 to+10 Average +5.6% in productivity for grass; 
included direct CO2 effect 

Yoshino, 1991 +2°C Japan Sugar Cane -8 Rainfall was reduced 25 to 30%, May to 
October 

Seino, 1994 GISS, GFDL, Japan Rice -11 to+12 Impacts vary by G C M scenarios and area; 
U K M O Maize 

Wheat 
-31 to+51 
-41 to +8 

included direct CO2 effect; generally 
positive in N and negative in S 

Horie, 1993 GCMs Hiroshima and 
Akita, Japan 

Rice -45 to +30 Estimated 14% increase for all of Japan; 
range based on different crop models, 
G C M S , and across sites; included direct 
CO2 effect; Akita more favorable than 
Hiroshima 

Matthews et a l . . GCMs South Korea Rice -22 to +14 Range across GISS, GFDL, and U K M O 
1994a, 1994b Mainland China 

Taiwan 
Japan 

-18 to -4 
+2 to +28 
-28 to +10 

scenarios and crop models; included 
direct CO2 effect; varietal adaptation 
capable of ameliorating the effects of a 
temperature increase in currently hot 
environments 
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For China, warming would likely cause a general northward 
movement of agrochmatic regions, widi certain exceptions in the 
south where the moisture deficit may increase even more than in 
the north. The general possibility of increased summer dryness in 
the continental mid-latitudes suggests the following six areas as 
most likely to be negatively affected by climate change (Lin Erda, 
1994): the area around the Great Wall lying southeast of the tran
sition belt between crop agriculture and animal husbandry; the 
Huang-Hai Plams where dryland crops like wheat, cotton, corn, 
and fruit trees are grown; the area north of Huai River including 
Eastem Shandong that lies along the south edge of the south tem
perate zone; the central and southem areas of Yunnan Plateau; 
middle and lower reaches of Yangtze River; and the Loess 
Plateau. In general, these areas would be at heightened risk of 
drought and would suffer potential ulereases in soil erosion. The 
Yunnan Plateau, with generally abundant rainfall, is subject to 
alternating droughts and waterlogging; production is sensitive to 
changes that would increase the variability of climate. 

Indices of vulnerability based on physical productivity and 
socioeconomic capability to adapt show that among China's 
thirty provinces, Shanxi, Inner Mongolia, Gansu, Hebei, 
Qinghai, and Ningxia are particularly vulnerable and less able 
to adapt to climate change. These seven provinces produced 
12% of China's total agricultural output value in 1990 
{ S t a t i s t i c a l Y e a r b o o k of A g r i c u l t u r e of C h i r m , 1991). Thus, the 
areas along the Great WaU and Huang-Hai Plains are areas that 
are both socioeconomically and agronomically vulnerable to 
climate change and also are areas where climate projections 
suggest possible adverse changes in climate. 

Climate change wil l occur against a steadily increasing 
demand for food in China over the next 55 years (Lu and Liu, 
1991a, 1991b). The increased annual cost of govemment 
investment only (excluding farmers' additional costs) in agri
culture due to climate change through 2050 was estimated at 
3.48 billion U.S. dollars (17% of the cost of govemment 
investment in agricuUure in 1990). 

Studies for Japan (Table 13-6) indicate that the positive effects 
of CO2 on rice yields would generally more than offset nega
tive climatic effects in the central and northem areas, leading 
to yield gains; in the southwest, particularly in Kyushu, the rice 
yield effects were, on balance, estimated to be negative for sev
eral climate scenarios (Seino, 1993a, 1993b). Horie (1987) 
found generally negative effects on rice yield in Hokkaido 
under the GISS climate scenario when rice variety was not 
changed but found increased yields if longer maturing varieties 
were adopted. Horie (1991), under the Oregon State University 
(OSU) climate scenario, found that rice yields would fall in 
most areas of the country but that changes in rice variety and 
other management changes could recover most losses except in 
the southwest, where the projected increase in temperature of 
4.0-4.5°C exceeded the temperature tolerances of japónica rice 
varieties. Additional considerations for Japanese agriculture 
are possible changes in flowering and maturation of fmit trees, 
with potential northward shifts in cultivated areas and changed 
distribution of insect pests (Seino, 1993a). 

1 3 . 6 . 4 . O c e a n i a a n d P a c i f i c I s l a n d C o u n t r i e s 

Oceania includes Austtalia, New Zealand, Papua New Guinea, 
and numerous small islands and coral atolls of the Pacific 
Island Countries (PICs). 

Findings for Austtalia include: (1) poleward shifts in produc
tion, (2) varying impacts on wheat including changes in grain 
quality, (3) likely inadequate chilling for stone fmit and pome 
fmit and lower fmit quality, (4) increased likelihood of heat 
stress in livestock, particularly dairy and sheep, (5) increased 
infestation of tropical and subtropical livestock parasites but 
possible decreases for other species, (6) livestock benefits due 
to warmer and shorter winters, (7) increased damage due to 
floods and soil erosion, (8) increased drought potential with 
wheat and barley more sensitive than oats, (9) changes in the 
severity of outbreaks of downy mildew on grapevines and mst 
in wheat, and (10) beneficial effects of elevated CO2 levels for 
many agricultural crops (Hobbs et a l . , 1988; Nulsen, 1989; 
Pittock, 1989; Wardlaw et a l . , 1989; Blumenthal et a l . . 1991; 
Wang et a l . , 1992; CSIRO, 1993; Hennessy and Clayton-
Greene, 1995; Wang and Gifford, 1995). 

Studies of New Zealand agriculture considered the main 
effects of climate change on New Zealand's important pas
toral agriculture to be: (1) a poleward spread of subtropical 
pastures, (2) a resultant decrease in the area of temperate pas
ture, (3) higher yields, (4) altered seasonality of production, 
(5) spread of growth to higher elevations, and (6) decreased 
growth in the eastern areas of the North Island due to drier 
and warmer conditions (Ministry for the Environment, 1990; 
Salinger and Hicks, 1990; Martin et a l . , 1991). Models to pre
dict effects on forage production systems are currentiy being 
developed and validated. Initial modeling simulations of the 
effects of doubled-COs climates on pasture yield including 
the beneficial effects of CO2 varied from + 1 0 to +77% (Korte 
et a i , 1991; Butler et a l . , 1991; Martin et a i , 1991). The 
higher figures, however, likely overestimated the beneficial 
effects of CO2 (Campbell, 1994). More recent work 
(Campbell et a l . , 1995; Newton et a l . , in press) indicates 
gains of up to 15%. 

Studies have found variable impacts on horticultural crops in 
New Zealand, with a general poleward shift, including an 
expansion of the area for subtropical crops but a contraction of 
area suitable for temperate crops such as apples and kiwi fmit 
that require winter chilling (Salinger et a l . , 1990). Studies for 
maize suggest expansion of the suitable growing area into the 
Canterbury Plains of the South Island (Kenny et a l . , 1994; Tate 
et a l . , 1994; Wanick and Kenny, 1994). 

For small island states, fewer studies have been conducted. 
Singh et a l . (1990) conclude that, in general, crop yields would 
be lower because of reduced solar radiation (from increased 
cloudiness), higher temperature (leading to shorter growth 
duration and increased sterility), and water availability (botii 
drought and inundation). Sea water intmsion also could affect 
some coastal areas. Some of the negative effects, particularly 
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T a b l e 13-7: Selected studies f o r A u s t r a l i a a n d New Z e a l a n d . 

Geographic 
Study Scenario Scope Crops 

of C3 crops, would be offset by the beneficial effects of elevat
ed CO2. No quantitative estimates of sensitivities or thresholds 
directly related to agriculture have been reported in major 
impact studies (e.g., Hughes and McGregor, 1990; Pernetta and 
Hughes, 1990; Hay and Kaluwin, 1992). 

Singh (1994) considers the vulnerability of small island 
nations to some large changes in climatic conditions that, 
while not currently predicted by climate models, indicate sen
sitivities. Increasing aridity (reductions in rainfall and pro
longed dry seasons) affecting small islands and the leeward 
side of bigger islands was estimated to result in general crop 
failure, migration of human populations, wind erosion, and 
negative impacts on wildlife. A somewhat less severe drying 
(prolonging the dry season by 45 days or more) would 
decrease yields of maize (30 to 50%), sugar cane (10 to 35%), 
and taro (35 to 75%). Singh (1994) also found that signifi
cantly increased rainfall (+50%) during the wet season on the 
windward side of large islands, while increasing yields of taro 
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Yield 
Impact (%) Other Comments 

2 

(5 to 15%), would reduce yields of rice (10 to 20%) and 
severely reduce maize yields (30 to 100%). Maize failures 
from increased precipitation stem from inundation, and rice 
yield losses stem from increased cloudiness (reduced solar 
irradiation). 

1 3 . 6 . 5 . A r e a s of t h e F o r m e r USSR 

Climate impact studies conducted over the past 15 years 
include those of Zhukovsky and Belechenko (1988), 
Zhukovsky et a l . (1992), and Sirotenko et a l . (1984). These 
studies did not include the direct effect of increasing atmos
pheric CO2. Recent estimates have included coverage of most 
of the region and have included the CO2 effect (Menzhulin and 
Koval, 1994) and other environmental change (Sirotenko and 
Abashina, 1994; Sirotenko et a l . , 1991). These new studies 
also have been the first conducted for this region based on cli
mate scenarios drawn from G C M mns (Table 13-8). 

Campbell, 1994; Various 
Campbell et a i , 
1995; Newton 
et a l . , in press 

New Zealand Pasture increase overall, 
but decrease in 
some regions 

Salinger 
et a l . , 1990 

McKeon 
e t a l . , 1988 

Vickery 
e t a l . , 1993 

Erskine 
et a l . , 1991 

Wang e t a l . , 
1992 

Russel, 1988 

New Zealand Temperate 
Crops and Pasture 

mcrease 

+2°C, SW Queensland, Semi-Arid +31(-l,+35) 
-20% winter Australia Perennial 
precipitation, Grass, 
+30% rest Wheat +23 (-6, +35) 

+2°C, +10 Northem NSW, Cool Temperate not assessed 
to +20% 
precip. Nov. 
to March 
GISS, 
GFDL, 
U K M O 
+3°C 

Australia 

S. Australia 

Horsham, 
Victoria, 
Australia 

+2 to +4°C Queensland, 
Australia 

Grazing 

Wheat 

Wheat 

Sugar Cane 

-6 to +13 

-34 to +65 

+9 to +13 

G C M scenarios and climate sensitivity 
result in yield increases w/ and w/o COj 
fertilization; increases of up to 15% w/ 
CO2 fertilization; earlier studies found 
larger increases, but likely overestimated 
the CO2 effect; additional findings includí 
altered seasonality of pasture with effects 
on livestock management 
Crop shifts of 200m in altitade and 200kn 
poleward; earlier crop maturation; longer 
frost-free season 
Temperature only (precipitation only in 
parentheses); no CO2 effect; for grasslands 
increased risk from undesirable shrubs 
and grasses, animal nutrition and health, 
and soil erosion; new areas may be available 
Expansion of high NPP (3.2 to 4.8 t/ha) 
area from 59 to 64% of the region; soil 
and landscape as possible limiting factors 
not considered 
Included CO2 to 555 ppm; results w/o CO 
were -15 to -16%; no varietal adaptation 
or other management change 
Included CO2 to 700 ppm; range across 
cultivars; losses occurred for early-maüiring 
varieties and stemmed mainly from 
shortened vegetative growing period 
Southward expansion possible; also 
considered similar temperature declines; 
yields -40 to-17% 

*Used climate scenarios as given in Salinger and Hicks (1990), which are mean changes derived from the results of several GCMs. 
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T a b l e 13-8: Selected c r o p studies f o r Russia a n d the f o r m e r Soviet r e p u b l i c s . 

Geographic Yield 
Study Scenario Scope Crop(s) Impact (%) Other Comments 

Menzhulin and GISS, Russia and Former Winter and -19 to -1-41 Included CO2 effect; GISS strongly positive. 
Koval, 1994 GFDL, Soviet Republics Spring U K M O negative; temperature sensitivity 

U K M O Wheat alone of 2 and 4°C resulted in yield losses 
of 20 to 30%; impacts also varied widely 
across the 19 sites studied 

Sirotenko and E M I Russia Crop Yield, +10 to+35 Large positive effect in Southern Volga 
Abashina, 1994; Grassland Productivity -2 to +26 and Northem Caucasus areas; sUghtiy 
Sirotenko et a l . negative crop yield in S. Krasnoyarsky 
19911 C C C , G F D L Crop Yield, -14 to+13 and Far East; range is w/ and w/o +20% 

Grassland Productivity -27 to -2 CO2, +30% tropospheric ozone, and -20% 
soil humus 

iThese studies used a reconstmcted Eemian Interglacial (EMI) climate and the Canadian Climate Centre (CCC) and 
Geophysical Fluid Dynamics Laboratory (GFDL) GCMs. The temperature and precipitation predictions of the GCMs were 
scaled by the factors 0.51 (CCC) and 0.45 (GFDL) to generate climates that could be observed by tiie year 2030. 

Sirotenko and Abashina (1994) and Sirotenko et a l . (1991) 
scaled the equilibrium temperature and precipitation derived 
from GCMs to generate scenarios applicable to the year 2030 
and used the Eemian interglacial period (EMI) climate. In the 
EMI scenario, warming was greatest in January and precipi
tation increased substantially in both January and July, 
whereas the G C M scenarios suggested drier and warmer sum
mer conditions. Changes in potential crop yield and potential 
productivity of grasses are based on a geoinformation system 
C L I M A T E - S O I L - Y I E L D and a dynamic-growth crop simula
tion model (Sirotenko, 1981; Abashina and Sirotenko, 1986; 
Sirotenko, 1991) (Table 13-8). The results indicate that the 
climate response of crops and grasses can differ even in sign. 

The estimated response of agriculture varied significantiy across 
tiie region as well as across climate scenarios. Sirotenko and 
Abashina (1994) and Sirotenko et a l . (1991) estimate the impacts 
to be favorable on agriculture of the northem areas of European 
Russia and Siberia and to cause a general northward shift of crop 
zones. Actual changes in production would reflect both areal 
expansion and the yield changes on existing crop areas as report
ed in Table 13-8. The more arid climate of the Canadian Climate 
Centre (CCC) and Geophysical Fluid Dynamics Laboratory 
(GroL) GCMs was projected to have severe effects on grain pro
duction in the steppes of Povolzhye, Northem Caucasus, and the 
southem portion of Westem Siberia, where grain production was 
estimated to fall by 20-25%. Menzhuhn and Koval (1994) simu
lated yield increases exceeding 50% in tiie northwestem, cenfral, 
and eastem regions of Kazakhastan under the GISS scenario, pri
marily because of increased moisture in these curtently arid 
areas, but tiiese areas did not benefit substantially under the 
GFDL scenario. Overall, the U K Meteorological Office (UKMO) 
scenario produced the largest yield declmes. 

Snotenko and Abashina (1994) and Sirotenko et a l . (1991) 
found that potential increases in ozone and loss of soil organic 

matter reduced potential yields substantially; when combined 
witii the climate/C02 scenarios, grass yields dechned by about 
one-quarter and crop yields by 10% in both C C C and G F D L 
G C M scenarios. Kovda and Pachepsky (1989) report the 
potential for significant additional soil loss and degradation 
resulting from climate change. 

Historically, climate variability has been a significant contrib
utor to yield variability in areas of the former USSR. For exam
ple, the increase in aridity during the 1930s was estimated to 
have decreased yields by 25-39% (Menzhulin, 1992). If drier 
conditions prevail under climate change, similar yield effects 
may occur. 

13.6.6. L a t i n A m e r i c a 

Climate impact studies for Latin America that include the 
direct effect of CO2 generally show negative impacts for 
wheat, barley, and maize but positive impacts for soybeans 
(Table 13-9). A study of Norte Chico, Chile, suggested 
decreased yields for wheat and grapes but increases for maize 
and potatoes (Downing, 1992). The Norte Chico resuhs are dif
ficult to generalize because the climate for Chile exhibits steep 
temperature gradients from east to west due to the change in 
altitude, as well as wide variation from north to south. 

The largest area with clear vulnerability to climate variability in 
the region is the Brazilian northeast. Like most agricultural areas 
of Latin America, tiiis region has a rainy season when crops are 
grown and a dry season with little or no rain. In the case of the 
Brazilian northeast, the rainy season is relatively short (3-^ 
months) and the occurrence of years with no rainy season is fre
quent. These years are characterized by the occurrence of famine 
and large-scale migrations to metropolitan areas. Climatic varia
tions that would result in shorter rainy seasons and/or increased 
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T a b l e 1 3 - 9 : Selected c r o p studies f o r L a t i n A m e r i c a . 

Geographic Yield 
Study Scenario Scope Crop(s) Impact (%) Other Comments 

Baethgen, GISS, Uruguay Barley -40 to -30 w/ and w/o CO2; with adaptation, losses 
1992, 1994 G F D L , Wheat -30 were 15 to 35%; results indicate 

U K M O l increased variability 
Baethgen and U K M O Argentina Wheat -10 to -5 w/ CO2; high response to CO2, high 
Magrin, 1994 Uraguay response to precipitation 
Siquera et a l . . GISS, Brazil Wheat -50 to -15 w/ CO2, w/o adaptation; adaptation 
1994; Siquera, GFDL, Maize -25 to -2 scenarios did not fully compensate for 
1992 U K M O l Soybean -10 to+40 yield losses; regional variation in response 
Liverman et a l . GISS, Mexico Maize -61 to -6 w/ CO2; adaptation only partly mitigated 
1991, 1994 G F D L , losses 

U K M O l 
Downing, 1992 +3°C, Norte Chico, Wheat decrease The area is especially difficult to assess 

-25% precip. Chile Maize increase because of the large range of climates 
Potatoes increase within a small area 
Grapes decrease 

Sala and Paraelo, GISS, Argentina Maize -36 to -17 w/ and w/o CO2; better adapted varieties 
1992, 1994 GFDL, could mitigate most losses 

U K M O l 

iThese studies also considered yield sensitivity to +2 and +4°C and -20 and +20% change in precipitation. 

frequency of rainless years would have exttemely negative con
sequences for the region. 

1 3 . 6 . 7 . Western E u r o p e 

Simulated yields of grains and other crops have been general
ly found to increase with warming in the north, particularly 
when adaptation is considered, but decrease substantially in the 
Mediterranean area even with adaptation (Table 13-10). 
Northern yield increases depend on the beneficial effects of 
CO2 on crop growth and climate scenarios showing sufficient 
increases in precipitation to counter higher rates of évapotran
spiration. Yield declines in the Mediterranean region are due to 
increased drought resulting from the combination of increased 
temperature and precipitation decreases (or insufficient 
increases to counter higher évapotranspiration). 

For many vegetable crops, warmer temperatures will generally 
be beneficial, with the options and possibilities for vegetable 
production generally expanding in northern and westem areas. 
For cool-season vegetable crops such as cauliflower, larger 
temperature increases may reduce the number of plantings pos
sible during cooler portions of the year or decrease production, 
particularly in southem Europe (Kenny et a l , 1993; Olesen 
and Grevsen, 1993). Decreased yield quality is also possible, 
with the effect most pronounced in southem Europe. 

Warmer winters will reduce winter chilling and probably 
adversely affect apple production in temperate maritime areas, 
and could lead to loss of adequate winter chilling for crops 
such as peaches, nectarines, and kiwi frait in southem Europe. 

Significant shifts in areas suitable for different types of grapes 
also could occur (Kenny and Harrison, 1992). 

Among other effects, warming implies reduction in greenhouse 
costs for horticultural production. However, increased infesta
tions of pests such as the Colorado beetie on potatoes and rhi-
zomania on sugar beet may result from higher temperatures. 

Studies have investigated changes in crop potential évapotran
spiration (PET) (Le Houerou, 1994; Rowntree, 1990), finding 
that under higher temperatures the crop growing season would 
be extended for grain crops, assuming an increase in the num
ber of frost-free days. For southem Europe, the extension of 
the growing season would likely be insufficient to avoid high 
summer temperatures by planting earlier. Thus, reduced grain 
filling period and lower yields are likely. Other studies have 
explored how the climatically limited range for crops, includ
ing maize, wheat, cauliflower, and grapes, would change under 
various GCMs and other climate scenarios (Carter et a l , 
1991a, 1991b; Parry et a l , 1992; Kenny et a l , 1993; Kenny 
and Harrison, 1993; Wolf, 1993a, 1993b). In general, tiiese 
studies found a northward shift of crop-growing zones with 
potential for grain maize to be grown as far north as the U K 
and centtal Finland. Increased demand for irrigation and/or 
increased areas likely to suffer from water deficits, particular
ly in southem Europe, also were found. 

1 3 . 6 . 8 . USA a n d C a n a d a 

Stiidies listed in Tables 13-11 (USA) and 13-12 (Canada) show 
a wide range of impacts. Much of the wide variation reflects 
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differences among sites. Effects are more likely negative or 
more severely negative for southem areas and for climate sce
narios such as the U K M O G C M scenario in which the temper
ature increases are large (н-5.2°С) or the G F D L scenario in 
which summer aridity increased. 

Rosenzweig (1985) shnulated increased areas for wheat produc
tion, especially in Canada, under the GISS chmate change sce
nario, while major wheat regions ш the United States remam die 
same (Rosenzweig, 1985). Crosson (1989) found that warmer 
temperatures may shift much of the wheat-maize-soybean pro
ducing capacity northward, reducing U.S. production and increas
ing production in Canada. Shifting climate zones may result m 
lower production of com or wheat and different and more diverse 
crops because the productivity hi the new areas is likely to be Um
ited due to tiie shallow, mfertile soils (CAST, 1992). 

Across studies in Table 13-11 for the U S A that combined bio
physical and economic impacts, market adjustments lessen the 

T a b l e 1 3 - 1 0 : Selected c r o p studies f o r Western E u r o p e . 

impacts of negative yield changes. Different assumptions about 
changes in U.S. population, income, trade barriers, and institu
tions were found, in some cases, to determine whether the net 
economic impact of cUmate change on the U S A was negative 
or positive. Kaiser et a l . (1993) found that possible increases in 
agricuhural commodity prices could more than offset farm 
income loss. Mendelsohn et a l . (1994) used an econometric 
approach to directly estimate the impact of climate change on 
agricultural revenue and asset values. This approach more fully 
considers potential adaptation to different climates as directly 
observed across climates that vary as a result of geography. 
They found that for the United States, warming would gener-
aUy be beneficial even without the direct effect of COj. This 
approach calculates an equilibrium response after complete 
adjustment and does not consider price changes. 

A number of studies have considered the vulnerability of prahie 
agriculture to climate change in Canada (Cohen et a l . , 1992). 
Factors cited as contributing to vulnerability include the 

Geographic Yield 
Study Scenario Scope Crop(s) Impact (%) Other Comments 

Oleson ei a/.. * Northem Europe Cauliflower increase Quality affected by temperature; longer 
1993 season 
Goudriaan and -H3°C Northem Europe Maize (fodder) increase Shift to grain production possible 
Unsworth, 1990 
Squire and +3°C Northem Europe Wheat increase 
Unswortii, 1988 
Kettunen GCMs Finland Potential Yield H-10 to -1-20 Range is across GISS and U K M O GCMs 
e t a l , 1990 
Rotter and van +2°C Rhine Area Cereals, Sugar H-IO to H-30 Also -1-10% winter precipitation; includes 
Diepen, 1994 (winter). Beet, Potato, Grass direct effect of CO2; range is across crop. 

+1.5°C agroclimatic zone, and soil type; 
(summer) decreased évapotranspiration (1 to 12%), 

except for grass 
U K Dept. of GCMs U K Grain increase or level Increased pest damage; lower risk of crop 
Environment, + 1 , +2°C Horticulture increase failure 
1992 
Wheeler * U K Lettuce level QuaUty affected; more crops per season 
et a l . , 1993 possible 
Semonov * U K Wheat increase or decrease Yield varies by region; U K M O scenario 
e t a l , 1993 France negative; includes adaptation and CO2 
DelecoUe GCMs** France Wheat increase or level Northward shift; w/ adaptation, w/ CO2; 
e t a l , 1994 + 2 , +4°C Maize GISS, GFDL, and U K M O GCMs 
Iglesias and GCMs** Spain Maize -30 to -8 w/ adaptation, w/ CO2; hrigation efficiency 
Minguez, 1993 loss; see also Minguez and Iglesias, 1994 
Santer, 1985 +4°C Italy/Greece Biomass -5 to -t-36 Scenarios also included -10% precipitation 
Bindi e t a l . +2, +4°C Italy Winter Wheat not estimated Crop growth duration decreases; adaptation 
1993 and * (usmg slower developmg varieties) possible 

* Climate scenarios included GISS, ОГОЕ, and U K M O and time-dependent scenarios, using G C M methodology, based on 
emission scenarios proposed by the IPCC in 1990. Composite scenarios for temperature and precipitation were based on 
seven GCMs and scaled by the global-mean temperature changes associated with the IPCC 1990 emission scenarios for the 
years 2010, 2030, and 2050 (Barrow, 1993). 

** These studies also considered yield sensitivity to + 2 and +4°C and -20 and +20% change in precipitation. 
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prame's importance as an agricultural producer, located in a 
marginal climate, constrained by both temperature and precipi
tation; soil limitations that limit shifting of cropping northward; 
known sensitivity to climate as evidenced by past drought expe
riences; and vulnerability to midcontinental drying indicated by 
GCMs. The effects of the 1988 drought are an indication of the 
region's sensitivity to climate variability. The effects included 
dust storms and wind erosion, production declines of 29% 
(grains) to 94% (hay), falling grain inventories, higher prices, 
poor pastures for Uvestock with some movement of cattle to 
moister areas, higher feed costs for livestock, and farm income 
reductions of 50% to 78% compared to 1987 figures. 

13.7. Regional Summary: Relative Vulnerability 

There has been a substantial number of new agricultural impact 
studies since the 1990 IPCC and the 1992 update, as reviewed 

in Section 13.6. For countries in sub-Saharan Africa, the 
Middle East and North Africa, Eastem Europe, and Latin 
America, however, there are still relatively few studies. For 
most regions, studies have focused on one or two principal 
grains. These studies strongly demonstrate the variability in 
estimated yield impacts among countries, scenarios, methods 
of analysis, and crops, making it difficult to generalize results 
across areas or for different climate scenarios. Thus, the abili
ty to extend, interpolate, or extrapolate from the specific cli
mate scenarios used in these studies to "more" or "less" cli
mate change is limited. 

Given these uncertainties in both magnitude and dkection of 
impact, a key issue is v u l n e r a b i l i t y to possible chmate change. 
Vulnerability is used here to mean the p o t e n t i a l for negative 
consequences that are difficuh to ameliorate through adaptive 
measures given the range of possible chmate changes that might 
reasonably occur. Defining an area or population as vulnerable. 

T a b l e 1 3 - 1 1 : Selected U.S. a g r i c u l t u r a l i m p a c t studies. 

Geographic Yield 
Study Scenario Scope Crops Impact (%) Other Comments 

Adams et a l . G C M s l U.S. A l l increase and decrease Results vary across GISS, G F D L , and 
1988,1990,1994 U K M O climates and regions; generally 

positive for 2°C and negative for 4°C; net 
economic effects depend on exports and 
CO2 effects; mcreased krigation; adaptation 
mitigates losses 

Cooter, 1990 GISS Soutii Maize decrease Potential risk of aquifer contamination 
Easterhng 1930s Missouri, Maize -23 to -6 More severe effect w/o CO2 or adaptation; 
e t a l , 1993 analog Iowa, 

Nebraska, 
Kansas 

Sorghum 
Wheat 

Soybean 
Alfalfa 

-20 to +26 
-11 to+17 
-26 to +2 
-5 to +22 

less severe or increase w/ CO2 and adaptation 

Kaiser et a l . Mild , Central and Maize increase and decrease Climate scenarios included +2.5°C/+10% 
1993, 1994 severe southeast states, 

Minnesota, 
Nebraska 

Wheat 
Sorghum 
Soybean 

precipitation and +4.2°C/+20% precipitation; 
economic adaptation included; northem 
states less affected; results vary by 
crop/scenario 

Mendelsohn +2.5°C, U.S. county level A l l not estimated Positive effect on crop revenue after 
e t a l , 1994 +8% precip. long-mn adjustment when considering 

revenue shares as weights that give 
greater importance to vegetables, fruits, etc. 

Meams et a l . GISS Kansas Wheat increased variability Precipitation more important than 
1992a, 1992b and crop f ailme temperature in scenarios, except for GISS 
Muchow and Illinois Grains increase or Most sensitive to precipitation changes 
Sinclair, 1991 slight decrease 
Rosenzweig GISS, Southeast U.S., Soybean -96 to +58 w/ CO2 effect; U K M O scenario, southem 
e t a l . , 1994 GFDL, Great Lakes Maize -55 to +62 sites more severely affected; average for 

U K M O * U.S. sites Wheat -100 to+180 total USA assessed for wheat (-20 to -2%), 
maize (-30 to -15%), and soybeans (-40 
to +15%); Peart et a l (1989), Ritchie et 
a l (1989), and Rosenzweig (1990) are 
similar studies 

iThese studies also considered yield sensitivity to +2 and +4°C and -20 and +20% change in precipitation. 
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therefore, is not a prediction of negative consequences of cli
mate change; it is an indication that, across the range of possi
ble climate changes, there are some climatic outcomes that 
would lead to relatively more serious consequences for the 
region than for other regions. 

Vulnerability depends on the unit of observation and the geo
graphic scale considered. Yields are relatively more vulnerable 
if a small change in climate results in a large change in yield. 
Evidence suggests that yields of crops grown at the margin of 
their climatic range or in climates where temperature or pre
cipitation could easily exceed threshold values during critical 
crop growth periods are more vulnerable (e.g., rice sterility: 
Matthews et a l . , 1994a, 1994b). 

F a r m e r o r f a r m sector v u l n e r a b i l i t y is measured in terms of 
impact on profitability or viability of the fanning system. 
Farmers with Umited financial resources and farming systems 
wiüi few adaptive technological opportunities available to Umit 
or reverse adverse cUmate change may suffer significant dis
raption and financial loss for relatively small cUanges in crop 
yields and productivity. For example, semi-arid, cool temper
ate, and cold agricultural areas may be more vulnerable to cli
mate change and climate variabüity (Parry et a l . , 1988). 

R e g i o n a l economic v u l n e r a b i l i t y reflects the sensitivity of the 
regional or national economy to farm sector impacts. A region
al economy that offers only limited employment altematives for 
workers dislocated by the changing profitability of farming is 
relatively more vulnerable than those that are economically 

T a b l e 13-12: Selected C a n a d i a n a g r i c u l t u r a l i m p a c t studies. 

diverse. For example, the Great Plains is one of the U.S. regions 
most dependent on agriculture, and thus might be the most eco
nomically vulnerable to cUmate change (Rosenberg, 1993). 

H u n g e r v u l n e r a b i l i t y is an "aggregate measure of the factors 
that influence exposure to hunger and predisposition to its con
sequences" involving "interactions of climate change, resource 
constraints, population growth, and economic development" 
(Downing, 1992; Bohle et a l . , 1994). Downing (1992) con
cluded that the semi-extensive farming zone, on the margin of 
more intensive land uses, appears to be particularly sensitive to 
small changes in climate. Socioeconomic groups in such areas, 
already vulnerable in terms of self-sufficiency and food securi
ty, could be further marginaUzed. 

These different concepts of vulnerability include different 
scales of impact—from crop to individual farmer to food mar
kets to the general economy. Given these various definitions 
and scales of impact, there are people vulnerable to climate 
change in most regions. Key characteristics of each of the 
regions help to suggest those more likely to have vulnerable 
populations (Table 13-13). 

By most measures, many of the populations in sub-Saharan 
Africa appear most vulnerable. The region is already hot, and 
large areas are arid or semi-arid; average per capita income is 
among the lowest in the world and has been declining since 
1980; more than 60% of the population depends directiy on 
agriculture; and agriculture is generally more than 30% of 
gross domestic product (GDP). Relatively little of the cropland 

Study Scenario 
Geographic 

Scope Crop(s) 
Yield 

Impact (%) Other Comments 

WiUiamseia/., G1SS84 Saskatchewan Spring Wheat 
19881 

Mooney, 19901; Q I S S 

Mooney et a l . , 
19911 

Manitoba, Alberta, Spring Wheat, 
Saskatchewan Multiple Crops 

-28 to -18 

-36 (Manitoba) 
negative and 

positive 

vanKooteni C C C SW Saskatchewan Spring Wheat -15to4-2 

Arthur and GISS, 
Abizadeh, 19891 G F D L 

Brklacicheia/., GISS, 
1994; Brklacich GFDL, 
and Smit, 1992 U K M O ^ 

Alberta, Manitoba, Wheat, Oats, 
Saskatchewan Barley, Flax, 

Canola, Hay 
Alberta, Manitoba, Wheat 

Saskatchewan, 
Ontario 

small decrease 
to -1-28 

-40 to -1-234 

Large interannual fluctuations underlie 
mean impacts (e.g., -78% yield impact in 
extreme year); temperature increase of 
3°C offset by -1-40% precipitation 
Similar for otber crops; com and potatoes 
increased; precipitation derived from 
analogous region data; greater crop variety, 
production area increase 
Positive effects when C C C precipitation 
used; negative used current norm for 
precipitation 
10 out of 12 scenarios resulted in gain in 
net crop revenue; adapt by planting earlier 

Results varied widely by site and scenario; 
adaptation and CO2 were strongly positive 
effects; Ontario study showed increased 
net returns, but also variability; N gains 
and S loses 

lAs reported in Cohen et a l . , 1992. 
^These studies also considered yield sensitivity to + 2 and +4°C and -20 and 4-20% change in precipitation. 
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is irrigated, and much of the agricultural land is used for graz
ing. Severe famine and starvation have been more prevalent in 
sub-Saharan Africa than in other regions over recent decades. 
Political and civil instabihty have greatly worsened problems. 
The potential for continued instability is an additional factor 
that increases vulnerability. 

Populations in South Asia are vulnerable because of heavy 
dependence on agriculture and high population density. 
Agriculture accounts for more than 30% of GDP in most coun
tries in the region. Each hectare of cropland supports 5.4 peo
ple. Tropical storms are an important feature of the chmate 
around which curtent systems operate. These storms can be 
destructive but also are the main source of moisture. Changes 
in their frequency or severity would have significant impacts. 

T a b l e 13-13: Basic r e g i o n a l a g r i c u l t u r a l i n d i c a t o r s . 

Sub- Middle 
Sallaran East/ South Former Latin USA, 
Africa N.Africa Аяа SE Asia EastA^a Oceania USSR Еипфе America Canada 

Agrie. Land ( % ) l 41 27 55 36 51 57 27 47 36 27 
Cropland (%>)! 7 7 44 13 11 6 10 29 7 13 
Irrigated (%)i 5 21 31 21 11 4 9 12 10 8 
Land Area (10%а) 2390 1167 478 615 993 845 2227 473 2052 1839 

Qimate tropical; subtropical, tropical. tropical; subtropical. tropical. polar. lemp. oceanic. tropical. continental. 

arid,hmnid tropical; arid subtropical; humid temp, oceanic, temp, oceanic. continental. some subtropical; subtropical. 

humid, arid continaital; subtropical; temp, oceanic; sub-lropical; mostly humid polar, lemp. 

humid arid, humid humid, arid humid, arid oceanic; 

humid, arid. 

Pop. (106) 566 287 1145 451 1333 27 289 510 447 277 
Agrie. Pop. (%) 62 32 63 49 59 17 13 8 27 3 
Pop/ha Cropland 3.6 3.4 5.4 5.7 12.6 0.5 1.3 3.7 2.9 1.2 

Agrie. Prod. (10«t) 
Cereals 57 79 258 130 433 24 180 255 111 388 
Roots and Tubers 111 12.5 26 50 159 3 65 79 45 22 
Pulses 5.7 4.1 14.4 2.5 6.3 2 6 7 5.8 2.2 
S. Cane and Beet 60 39 297 181 103 32 62 144 494 56 
Meat 6.7 5.5 5.7 6.4 39.6 4.5 17 42 20.5 33.5 

GNP/Cap.2 350 1940 320 930 590 13780 2700 15300 2390 22100 
Annual Growth^ -1.2 -2.4 3.1 3.9 7.1 1.5 N / A 2.2 -0.3 1.7 
Ag. ( % o f G D P ) 2 >30 10-19 >30 20->30 20-29 <6 10-29 <6 10-19 <6 

^Agricultural land includes grazing and cropland, reported as a percent of total land area. Cropland is reported as a percent of 
agricultural land. Irrigated area is reported as a percent of cropland. 

2 G N P is in 1991 U.S.$; annual growth (%/annum) is for the period 1980-1991. 

Source: Computed from data from FAO Statistics Division (1992); GNP per capita, GNP growth rates, and agriculture as a 
share of the economy are from World Bank, W o r l d Development I n d i c a t o r s 1993, and temperature and climate classes from 
Rotter et a h , 1995. Note: East Asia GNP excludes Japan. Also, regional GNP data generally include only those countries for 
which data are given in Table 1 in W o r l d Development I n d i c a t o r s . Countries with more than 4 million population for which 
GNP data are not available include Vietnam, Democratic Republic of Korea, Afghanistan, Cuba, Iraq, Myanmar, Cambodia, 
Zake, Somalia, Libya, and Angola; land areas are in hectares, production is in metric tonnes. 

The area is already intensely cropped, with 44% of the land 
area used as cropland. A n estimated 31 % of cropland is already 
irrigated, which may reduce vulnerabihty somewhat, providing 
water resources remain adequate. A n additional factor that may 
reduce vulnerabihty in the future is the relative strength of the 
economy over the past decade. Countries in this area also have 
been relatively successful in avoiding the more severe effects 
of food shortages through programs that ensure access to food 
during potential famine situations. Chronic hunger remains a 
problem, however, for the poorer segments of the population, 
particularly in semi-arid and arid parts of the region. 

Within East Asia, populations in the more arid areas of China 
appear most vulnerable to the possibility of mid-latitude conti
nental drying. In general, the region supports a large population 
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per hectare of cropland (12.6). The rapid economic growth 
achieved over the past decade, the fact that the region's chmate 
is somewhat cooler, and the diverse sources of food production 
reduce vulnerability of populations in this region. Japan's GNP 
provides it with significant capability to limit climatic losses 
from agriculture compared with other countries in the region. 

Southeast Asia combines tropical temperatures with generally 
ample moisture, but the region is subject to tropical storms. 
The region supports a large population with a relatively high 
population density per hectare of cultivated land. For several 
countries in this region, agriculture contributes more than 30% 
of GDP. GNP per capita is somewhat higher than that of either 
South or East Asia, and growth has been substantial over the 
past decade. However, Table 13-13 excludes several countries 
in the region due to lack of data. These countries, including 
Vietnam, Cambodia, and Myanmar, have relatively large pop
ulations, and their economic performance has been poorer than 
others in the region. Populations in these countries may be par
ticularly vulnerable to changes in tropical storms. 

The Middle East and North Africa are already very hot and 
generally arid. The current climate greatly limits the portion of 
land currently suitable for agriculture. A large share of curtent 
cropland is irrigated. Among developing country areas, a rela
tively smaller share of the population (32%) depends directly 
on agriculture. Agriculture is quite diverse; fruits, vegetables, 
and other specialty crops are important. The region is hetero
geneous, including relatively wealthy oil-exporting countries, 
Israel, and several poorer countries—making the regional aver
age economic performance somewhat misleading. Per capita 
GNP has fallen substantially over the past decade, with dechn
ing oil prices and pohtical disruptions partly responsible. 

Latin America and countries that now make up the area that 
was formerly the USSR are similar in terms of per capita GNP. 
While data are unavailable with regard to economic perfor
mance for the area of the former USSR, evidence strongly 
suggests that the region suffered a decline in per capita GNP 
over the past decade, as has Latin America. The two regions 
are also similar in that average population density and popu
lation per hectare of cropland are moderate to low. Estimates 
of potential additional cropland for the world suggest that 
these two areas could be the source of substantial additional 
cropland (Crosson, 1995). Thus, expansion of land area or 
relocation to adapt to climate change is a possible response, 
partly mitigating vulnerability. The prevalence of childhood 
malnutrition, infant mortality, and low median age at death are 
somewhat higher in Latin America than in the area of the for
mer USSR (Worid Bank, 1993). While both regions are pri
marily humid, substantial agricultural areas are arid or semi-
arid and drought-prone. The notable difference between the 
two regions is that Latin America is generally already tropical 
or subtropical, and even though GCMs predict less warming 
in the tropics, further warming may be deleterious. In contrast, 
agriculture in large areas of the former USSR is limited by 
cool temperatures and so may benefit from warming. Arid 
areas of tropical Latin America, such as northwest Brazil, are 
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particularly vulnerable to changes in ENSO events if they 
result in less reliable precipitation. 

Europe, the U S A and Canada, and Oceania have high GNP per 
capita, the agricultural population is a smaU share of the total 
population, and agriculture is in general a small share of tiie 
economy. As a result, vulnerability to climate-change-induced 
hunger or severe economic distress for the overall economy is 
relatively low. These areas are important for world food pro
duction. Mid-continental areas of the U.S. and Canada, the 
Meditertanean area of Europe, and large areas of Austraha are 
prone to drought, which would be exacerbated i f cUmate 
change reduced moisture availability or increased the demand 
for water as occurs in several G C M scenarios. Economic dis
location is likely to be limited to the agricultural sector or to 
subrogions highly dependent on agriculture. 

Small island nations, especially where incomes are low, are sub
ject to particular vulnerabilities. Potential loss of coastal land to 
sea level rise, salt water intrusion into water supplies, damage 
from tropical storms, and temperature and precipitation change 
will combine to affect the agriculture of island nations. Sea 
water inundation and salt water intrasion are not unique to small 
island nations. However, these problems take on greater impor
tance where coastal area is a high proportion of the total area of 
the country, altemative sources of fresh water are limited, and 
the area available for retreat from sea-level rise is limited. Local 
sources of food are especially important for these countries 
because transportation costs can be substantial for remote loca
tions with small populations, particularly for highly perishable 
products. Most attention has been focused on Pacific Island 
Countiies in Oceania, but otiier island countries such as the 
Maldives are presented with simUar conditions. 

13.8. Global Agricultural Issues and Assessments 

I 3 . 8 . I . The C u r r e n t a n d F u t u r e A g r i c u l t u r a l System 

Climate change will be only one of many factors that wiU affect 
world agriculture. The broader impacts of cUmate change on 
world markets, on hunger, and on resource degradation will 
depend on how agriculture meets the demands of a growing pop
ulation and threats of further resource degradation. World agri-
culhire has proven in the past to be responsive to the increasing 
demand for food. Evidence of this is tiie tiend of falling real 
prices for food commodities (MitcheU and Ingco, 1995, estimat
ed a 78% decline between 1950 and 1992) and tiie steady growtii 
of worldwide food production over the past 3 decades. Average 
annual increases were 2.7% per annum during the 1960s, 2.8% 
during the 1970s, and 2.1% during tiie 1980s. 

Despite global abundance, many countiies suffer from disrapt
ed agricultural production and distribution systems, such that 
famine and chronic hunger are a reality or a distinct threat. 
While the number of people suffering from chronic hunger has 
dechned (from an estimated 844 million in 1979 to 786 million 
in 1990; Bongaarts, 1994), the causes of famine are complex, 
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including a lack of the rights and means to obtain food 
(employment, adequate income, and a public system for 
responding to famine) (e.g., Sen, 1981, 1993); political sys
tems disrupted by war and unrest; ineffective or misdirected 
policies; as well as, or in addition to, drought and other 
extteme climatic events (McGregor, 1994). The nearly 800 
million people still estimated to suffer from chronic hunger and 
malnutrition represent 20% of the population of developing 
countries, with the percentage as high as 37% in sub-Saharan 
countries (FAO, 1995). In many situations of chronic hunger, 
the population is rural and their livelihood depends primarily 
on agriculture. However, Kates and Chen (1994a, 1994b), 
though noting the potential risks of climate change beyond 
those represented in median cases, provide an array of actions 
that could be undertaken to achieve a food-secure world. 

Agricultural and resource policies have important effects on 
agricultural production, and national govemments have inter
vened in agriculture in many ways and for various reasons 
(Hayami and Ruttan, 1985). Many developed countries have 
subsidized agriculture and thereby encouraged production, 
while intentionally idling land to control surplus stocks of agri
cultural conunodities. Many developing countries have con
trolled food prices to benefit lower-income food consumers but 
have thereby discouraged domestic production. Reduction of 
ttade-distorting government interventions in agriculture was 
part of the recentiy concluded round of the General Agreement 
on Tariffs and Trade (GATT). National policies also greatly 
affect land use and water use, management, and pricing. 

Three major studies of the future world food situation suggest 
that in the absence of climate change, food supply will contin
ue to expand faster than demand over the next 20 to 30 years, 
with world prices projected to fall (Alexandratos, 1995; 
Mitchell and Ingco, 1995; Rosegrant and Agcaoili, 1995). 
Others are less optimistic, citing limits on further land expan
sion and irrigation, resource degradation, and reduced confi
dence that the historical rates of increase in yield wil l continue 
(Bongaarts, 1994; McCalla, 1994; Norse, 1994). 

Factors that will jointly determine whether agricultural supply 
increases can keep pace with demand include (1) how fast 
demand will grow, (2) the future availability of land and its 
quality, (3) the future availability of water, and (4) whether 
improvements in technology will continue to result in rapid 
yield growth. Finally, economic growth and development are 
closely tied to demand growth and, in many developing coun
tries, are also dependent on agricultural development. 

1 3 . 8 . 1 . 1 . D e m a n d G r o w t h 

Between 1950 and 1990, worid population grew at a 2.25% 
compound annual rate. Through 2025, population is projected 
to grow at a compound annual rate of between 1.13% and 
1.55% (high and low U N variants). The decade of tiie 1990s is 
projected to have the largest absolute population addition, with 
declining additions in subsequent decades (Bongaarts, 1995). 

Thus, food supply growth could slow by 40-50% from recent 
decades while maintaining per capita food production levels. 
Income growth likely will cause demand to grow more rapidly 
than population and will change the composition of demand, 
most likely away from food grains and toward meat, fmits, and 
vegetables. The shift to meat is likely to increase the demand for 
grain for livestock feed. Increased demand generated by 
increased income growtii would allow more and higher-quality 
food to be consumed per capita (Mitchell and Ingco, 1995), but 
this depends on how food consumption is distiibuted. Beyond 
2025, population growth is generally projected to be low as 
world population is projected to stabilize by around 2075. 

1 3 . 8 . 1 . 2 . L a n d Q u a n t i t y a n d Q u a l i t y 

Some estimates suggest that there is much potentially available 
land (Buringh and Dudal, 1987), but tiie cost of bringing it under 
production may be high, with attendant adverse environmental 
impacts limiting expansion (Crosson, 1995). Intensification of 
production on existing cropland may worsen land degradation 
and put additional pressure on water and soil resources. Fimi 
data on the extent and severity of land degradation and its impact 
on production potential for most of tiie world are not available 
(El-Swaify et a l , 1982; Dregne, 1988; Nelson, 1988; Lai and 
Okigbo, 1990), but a recent overview (Oldeman et al., 1990), 
though still qualitative in economic terms, confirms significant 
degradation and loss of arable land, especially in Africa (see 
Chapter 4). Studies disagree on the extent to which intensifica
tion affects land degradation (Crosson and Stout, 1983; Brown 
and Thomas, 1990; Tiffen et a l , 1993). Competition for agricul
tural resources for other uses may also affect the supply and 
price of land for agriculture. Carbon sequesttation, biomass 
energy production, forest product production, the potential 
development of new non-food agricultural products, and 
removal of agricultural land from production for other environ
mental objectives will affect the amount of land available for 
food production (see Chapters 23, 24, and 25). 

1 3 . 8 . 1 . 3 . W a t e r Supply a n d I r r i g a t i o n 

Irrigation has contributed significantiy to increased production 
in the past..Currently, 17% of global cropland is irrigated, but 
this 17% of land accounts for more than one-third of total 
world food production. A n estimated additional 137 million 
hectares have the potential to be irrigated, compared with the 
253 million hectares curtentiy irrigated (World Bank, 1990), 
but the cost of doing so may be prohibitive. Curtent water sys
tems in many developing countries achieve low efficiencies of 
water distribution, and average crop yields are well below 
potential (Yudelman, 1993; Crosson, 1995; Rosegrant and 
Agcaoili, 1995). There are environmental and health-related 
effects of irrigation such as soil salinization and the spread of 
water-bome diseases that may limit further expansion (Brown 
and Thomas, 1990; Dregne and Chou, 1990; Jensen et a l , 
1990; Crosson, 1995). Major factors contiibuting to these kr i 
gation problems in both developing and developed countries 
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are unpriced and heavily subsidized water resources; inade
quate planning, construction, and maintenance of water sys
tems; unassigned water rights or rules that limit the transfer of 
rights; and conflicts between development and distribution 
goals (Frederick, 1986; Asian Development Bank, 1991; 
Moore, 1991; Umali, 1993; Yudelman, 1993; Appendine and 
Liverman, 1994). Solutions to these problems are available in 
most cases, and a recent study found that investments in irri
gation have been at least as profitable as investments in other 
agricultural enterprises (World Bank, 1994). Changes in poten
tial irrigation water supply due to climate change have not gen
erally been integrated into agricultural impact studies, with few 
exceptions (e.g., Rosenberg, 1993). For climatic impacts on 
water supply, see Chapter 10. 

1 3 . 8 . 1 . 4 . F u t u r e Yield G r o w t h 

Assumed continuation of yield increases due to improving 
technology and further adoption of existing technologies is 
uncertain. Gaps between actual and potential yield are cited as 
evidence of unexploited production potential, but potential 
yields are rarely, i f ever, attained in practice (Tinker, 1985; 
Plucknett, 1995). Realization of improved varieties depends on 
continuation of agricultural research and crop breeding sys
tems and the exchange of germplasm (Duvick, 1995). 

1 3 . 8 . 1 . 5 . F u t u r e E c o n o m i c D e v e l o p m e n t 

The impact of climate change on human populations in terms 
of famine, chronic hunger, health, and nutrition will depend on 
how and whether curtentiy poor areas develop over the next 20 
to 50 years. The future path of development of curtenfly vul
nerable countries remains uncertain. Policy failures, wars, and 
political and civil unrest are identified causes, but correcting 
these problems has proved difficult (e.g., van Dijk, 1992; 
Anand and Ravallion, 1993). Lagging agricultural develop
ment has been identified as a consequence of significant poli
cy distortions in many developing countries, conflicting with 
the industrial sector and limiting the ability of the broader 
economy to grow (Hayami and Ruttan, 1985; Adelman and 
Vogel, 1992; Cavallo et a l , 1992; FAO, 1995). 

1 3 . 8 . 2 . G l o b a l C l i m a t e I m p a c t Studies 

Accurate consideration of national and local food supply and 
economic effects depends on an appraisal of changes in global 
food supply and prices. Intemational markets can moderate or 
reinforce local and national changes. In 1988, for example, 
drought presented a more severe threat because it occurted 
coincidentally in several of the major grain-growing regions of 
the world. 

While uncertainties continue to exist about the direction of 
change in global agricultural production resulting from climate 
change, changes in the aggregate level of production have been 

found to be small to moderate (Kane et a l , 1992; Fischer et a l , 
1994; Reilly et a l , 1994; Rosenzweig and Parry, 1994). 
Studies show that a disparity in agricultural impact between 
developed and developing countries can be reinforced by mar
kets (Tables 13-14, 13-15). 

Rosenzweig et a l (1994) found that in lower-latitude develop
ing countries, cereal grain crop yields and production dechned 
under climate change scenarios ranging from 2.5 to 5.2°C. The 
study further found that the population at risk of hunger 
(defined as a measure of food energy availability, which 
depends on income and food price levels, relative to nutrition
al requirements) could increase despite adaptation. The study 
involved agricultural scientists in 18 countries using compara
ble crop growth models for wheat, rice, maize, and soybean 
(IBSNAT, 1989) and consistent climate change scenarios 
(Rosenzweig and Iglesias, 1994). Estimated yield changes 
were the basis for supply changes in the Basic Linked System 
(BLS), a world food trade model (Fischer et a l , 1988). 

Reilly and Hohman (1993) and Reilly et a l (1994) used the same 
national crop yield changes as Rosenzweig et a l . (1994) in a dif
ferent ttade model and found that agricultural exporters may gam 
even tiiough then supplies faU as a result of higher world prices. 
They found that developing countries did worse in economic 

T a b l e 1 3 - 1 4 : C h a n g e i n c e r e a l s p r o d u c t i o n u n d e r t h r e e 
different G C M e q u i l i b r i u m s c e n a r i o s ( p e r c e n t f r o m base 
e s t i m a t e d i n 2 0 6 0 ) . 

Region GISS GFDL UKMO 

World Total 
Climate effects only -10.9 -12.1 -19.6 
Plus physiological effect of COj -1.2 -2.8 -7.6 
Plus adaptation level 1 0.0 -1.6 -5.2 
Plus adaptation level 2 1.1 -0.1 -2.4 

Developed Countries 
Climate effects only -3.9 -10.1 -23.9 
Plus physiological effect of COj 11.3 5.2 -3.6 
Plus adaptation level 1 14.2 7.9 3.8 
Plus adaptation level 2 11.0 3.0 1.8 

Developing Countries 
Climate effects only -16.2 -13.7 -16.3 
Plus physiological effect of COj -11.0 -9.2 -10.9 
Plus adaptation level 1 -11.2 -9.2 -12.5 
Plus adaptation level 2 -6.6 -5.6 -5.8 

Source: Rosenzweig and Parry, 1994. 
Notes: Level 1 adaptation included changes in crop variety 
but not the crop, the planting date of less than 1 month, and 
the amount of water applied for areas already irrigated. 
Level 2 adaptation additionally included changes in the type 
of crop grown, changes in fertiUzer use, changes in the planting 
date of more than 1 month, and extension of irrigation to 
previously unirrigated areas. 
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T a b l e 13-15: E c o n o m i c effects of t h r e e G C M e q u i l i b r i u m scenarios ( b i l l i o n s of 1989 U.S.$). 

With CO2 and Adaptation With CO2, No Adaptation No CO2, No Adaptation 
RegionXGCM GISS GFDL U K M O GISS GFDL U K M O GISS GFDL UKM( 

Developing 
<$500/Cap. -0.2 -2.6 -14.6 -2.1 -5.3 -19.8 -56.7 -66.1 -121.1 
$500-2000/eap. -0.4 -2.9 -10.7 -1.8 -5.1 -15.0 -26.2 -27.9 -48.1 
>$2000/Cap. -0.6 -0.5 -1.0 -0.8 -0.9 -0.3 -6.7 -4.4 -3.9 

Eastern Europe 2.4 0.0 -4.9 1.9 -2.0 -11.0 -12.5 -28.9 -57.5 

OECD 5.8 0.0 -6.5 2.7 -3.6 -15.1 -13.5 -21.5 -17.6 

TOTAL 7.0 -6.1 -37.6 0.0 -17.0 -61.2 -115.5 -148.6 -248.1 

Source: Reilly et a l . , 1994. 
Notes: Measured as annual loss or gain in consumer and producer surplus plus change in society's cost of agricultural pohcies. 
Columns may not sum to total due to independent rounding. Adaptation is level 1, as in Table 13-14. 

terms as a group, but that some developing countries benefitted. 
The pattem of winners and losers varied among chmate scenarios. 
Moreover, they found that food-importing coimtries were found, 
in some cases, to suffer economic loss because of higher world 
prices even if the country's crop production potential improved. 

Table 13-14 also illusttates how ttade and adaptation capabili
ty can interact. Developing countries' production levels fell 
more under adaptation level 1 (small changes in planting dates, 
changes in cultivars, and additional irrigation water for areas 
already irrigated) than with no adaptation because their esti
mated capability to adapt was less than in developed countties. 
Thus, cereal production in developing countties fell further as 
trade shifted toward developed-country exports at the expense 
of developing country production. At adaptation level 2 (sub
stantial changes in planting dates, changes in crop, and exten
sion of irrigation systems), this situation was reversed. 

Another global modeling effort considered potential yield and 
distribution of crops based on a crop suitability index (Cramer 
and Solomon, 1993; Leemans and Solomon, 1993). Although 
considering only one climate scenario and omitting the effect 
of CO2 fertiUzation, they found that high-latitude regions uni
formly benefited from longer growing periods and increased 
productivity. Other regions either did not benefit significantly 
or lost productivity. 

More recent work considering global agriculture under climate 
change found far greater potential for global agriculhjre to adapt 
to changing climate than earher studies (Darwin et a l . , 1995; 
reported in ReiUy, 1995). This study estimated that climate change 
alone as represented by equivalent doubled-C02 climate scenarios 
of UICMO, GISS, GFDL, and OSU, without consideration of tiie 
dkect effects of CO2, would resuh in global production losses of 
less tiian 1% if no additional land area were devoted to agriculture. 
If new land area could be brought under cultivation, grain produc
tion was esthnated to mercase on the order of 1%. 

13.9. Adaptation 

Historically, farming systems have adapted to changing 
economic conditions, technology, and resource availabili
ties and have kept pace with a growing population 
(Rosenberg, 1982; CAST, 1992). Evidence exists that agri
cultural innovation responds to economic incentives such 
as factor prices and can relocate geographically (Hyami 
and Ruttan, 1985; CAST, 1992). A number of studies indi
cate that adaptation and adjustment wi l l be important to 
limit losses or to take advantage of improving climatic con
ditions (e.g.. National Academy of Sciences, 1991; 
Rosenberg, 1992; Rosenberg and Crosson, 1991; CAST, 
1992; Mendelsohn'ei a/., 1994). 

Despite the successful historical record, questions arise with 
regard to whether the rate of change of climate and required 
adaptation would add significantly to the disruption likely 
due to future changes in economic conditions, technology 
and resource availabilities (Gommes, 1993; Harvey, 1993; 
Kane and Reilly, 1993; Smit, 1993; Norse, 1994; Pittock, 
1994; Reilly, 1994). If climate change is gradual, it may be a 
small factor that goes unnoticed by most farmers as they 
adjust to other more profound changes in agriculture stem
ming from new technology, increasing demand for food, and 
other environmental concerns such as pesticide use, water 
quality, and land preservation. However, some researchers 
see climate change as a significant addition to future stress
es, where adapting to yet another stress such as climate 
change may be beyond the capability of the system. Part of 
the divergence in views may be due to different interpreta
tions of adaptation, which include the prevention of loss, tol
erating loss, or relocating to avoid loss (Smit, 1993). 
Moreover, while the technological potential to adapt may 
exist, the socioeconomic capability to adapt likely differs for 
different types of agricultural systems (Reilly and Hohmann, 
1993). 
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1 3 . 9 . 1 . T h e Technological P o t e n t i a l to Adapt 

Nearly all agricultural impact studies conducted over the past 
5 years have considered some technological options for adapt
ing to climate change. Among those that offer promise are: 

• Seasonal Changes and Sowing Dates—For frost-
limited growing areas (i.e., temperate and cold areas), 
warming could extend tiie season, allowing planting 
of longer maturity annual varieties that achieve high
er yields (e.g.. Le Houerou, 1994; Rowntree, 1990). 
For short-season crops such as wheat, rice, barley, 
oats, and many vegetable crops, extension of the 
growing season may allow more crops per year, fall 
planting, or, where warming leads to regular summer 
highs above critical thresholds, a split season with a 
short summer fallow. For subtropical and tropical 
areas where growing season is limited by precipita
tion or where the cropping already occurs throughout 
the year, the ability to extend the growing season may 
be more limited and depends on how precipitation 
pattems change. A study for Thailand found yield 
losses in the warmer season partially offset by gains 
in the cooler season (Parry et a l , 1992). 

• Different Crop Variety or Species—For most major 
crops, varieties exist with a wide range of maturities 
and chmatic tolerances. For example, Matthews et a l . 
(1994) identified wide genetic variability among rice 
varieties as a reasonably easy response to spikelet 
sterility in rice that occurred in simulations for South 
and Southeast Asia. Studies in Austraha showed that 
responses to climate change are strongly cultivar-
dependent (Wang et a l , 1992). Longer-season culti
vars were shown to provide a steadier yield under 
more variable conditions (Connor and Wang, 1993). 
In general, such changes may lead to higher yields or 
may only partly offset losses in yields or profitability. 
Crop diversification in Canada (Cohen et a l , 1992) 
and in China (Hulme et a l , 1992) has been identified 
as an adaptive response. 

• New Crop Varieties—The genetic base is broad for 
most crops but hmited for some (e.g., kiwi frait). A 
study by Easterling et a l . (1993) explored how hypo
thetical new varieties would respond to climate 
change (also reported in McKenney et a l , 1992). 
Heat, drought, and pest resistance; salt tolerance; and 
general improvements in crop yield and quality would 
be beneficial (Smit, 1993). Genetic engineering and 
gene mapping offer the potential for introducing a 
wider range of traits. Difficulty in assuring that traits 
are efficaciously expressed in the full plant, consumer 
concems, profitability, and regulatory hurdles have 
slowed the introduction of genetically engineered 
varieties compared with early estimates (Reilly, 1989; 
Caswell et a l , 1994). 

• Water Supply and Irrigation Systems—Across 
studies, irrigated agriculture in general is less nega
tively affected than dryland agriculture, but adding 

irrigation is costly and subject to the availability of 
water supplies. Climate change wil l affect future 
water supplies (see Chapter 10). There is wide scope 
for enhancing irrigation efficiency through adoption 
of drip irrigation systems and other water-conserving 
technologies (FAO, 1989,1990), but successful adop
tion wil l require substantial changes in how irrigation 
systems are managed and how water resources are 
priced. Because inadequate water systems are respon
sible for current problems of land degradation, and 
because competition for water is likely to increase, 
there likely will be a need for changes in the manage
ment and pricing of water regardless of whether and 
how chmate changes (Vaux, 1990,1991; Worid Bank, 
1994). Tillage method and incorporation of crop 
residues are other means of increasing the useful 
water supply for cropping. 

• Other Inputs and Management Adjustments— 
Added nitrogen and other fertilizers would likely be 
necessary to take full advantage of the CO2 effect. 
Where high levels of nitrogen are applied, nitrogen 
not used by the crop may be leached into the ground
water, ran off into surface water, or be released from 
the soil as nitrous oxide. Additional nitrogen in 
ground and surface water has been linked to health 
effects in humans and affects aquatic ecosystems. 
Studies also have considered a wider range of adjust
ments in tillage, grain drying, and other field opera
tions (Kaiser et a l , 1993; Smit, 1993). 

• Tillage—Minimum and reduced tillage technologies, 
in combination with planting of cover crops and green 
manure crops, offer substantial possibilities to reverse 
existing soil organic matter, soil erosion, and nutrient 
loss, and to combat potential further losses due to cli
mate change (Rasmussen and CoUins, 1991; Logan, 
1991; Edwards et a l , 1992; Langdale et a l , 1992; 
Peterson e t a l , 1993; Brinkman and Sombroek, 1993; 
see also Cbapter 23). Reduced and minimum tUlage 
techniques have spread widely in some countries but 
are more Umited in otUer regions. There is consider
able curtent interest in transferring these techniques to 
other regions (Cameron and Oram, 1994). 

• Improved Short-Term Climate Prediction— 
Linking agricultural management to seasonal climate 
predictions (currentiy largely based on ENSO), where 
such predictions can be made with reliability, can 
allow management to adapt incrementally to cUmate 
change. Management/cUmate predictor links are an 
important and growing part of agricultural extension 
in both developed and developing countries (McKeon 
et a l , 1990, 1993; Nichols and Wong, 1990). 

1 3 . 9 . 2 . T h e Socioeconomic Capability to Adapt 

While identifying many specific technological adaptation 
options, Smit (1993) concluded that necessary research on 
their cost and ease of adoption had not yet been conducted. 
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One measure of the potential for adaptation is to consider the 
historical record on past speeds of adoption of new technolo
gies (Table 13-16). Adoption of new or different technologies 
depends on many factors: economic mcentives, varying resource 
and climatic conditions, the existence of other technologies (e.g., 
transportation systems and markets), the availabihty of informa
tion, and the remaining economic life of equipment and struc
tures (e.g., dams and water supply systems). 

Specific technologies only can provide a successful adaptive 
response if they are adopted in appropriate situations. A variety 
of issues has been considered, including land-use planning, 
watershed management, disaster vulnerability assessment, port 
and rail adequacy, trade policy, and the various programs coun
tries use to encourage or control production, limit food prices, 
and manage resource inputs to agriculture (CAST, 1992; OTA, 
1993; Smit, 1993; Reilly e t a l , 1994; Singh, 1994). For exam
ple, studies suggest that current agricultural institutions and 
policies in the United States may discourage farm management 
adaptation strategies, such as altering crop mix, by supporting 
prices of crops not weU-suited to a changing climate, providing 
disaster payments when crops fail, or prohibiting imports 
through import quotas (Lewandrowski and Brazee, 1993). 

Existing gaps between best yields and the average farm yields 
remain unexplained, but many are due in part to socioeconom
ic considerations (Oram and Hojjati, 1995; Bumb, 1995); this 
adds considerable uncertainty to estimates of the potential for 
adaptation, particularly in developing countries. For example. 

Table 1 3 - 1 6 : Speed of a d o p t i o n f o r m a j o r a d a p t a t i o n measures. 

Adjustment 
Adaptation Time (years) Reference 

Baethgen (1994) found that a better selection of wheat variety 
combined with an improved fertilizer regime could double 
yields achieved at a site in Uruguay to 6 T/ha under the cur
rent climate with current management practices. Under the 
U K M O cHmate scenario, yields fell to 5 T/ha—still well 
above 2.5-3.0 T/ha currently achieved by farmers in the area. 
On the other hand, Singh (1994) concludes that the normal 
need to plan for storms and extreme weather events in Pacific 
island nations creates significant resiliency. Whether tech
nologies meet the self-described needs of peasant farmers is 
critical in their adaptation (Cáceres, 1993). Other studies doc
ument how individuals cope with environmental disasters, 
identifying how strongly pohtical, economic, and ethnic fac
tors interact to facilitate or prevent coping in cases ranging 
from the Dust Bowl disaster in the United States to floods in 
Bangladesh to famines in the Sudan, Ethiopia, and 
Mozambique (McGregor, 1994). These considerations indi
cate the need for local capability to develop and evaluate 
potential adaptations that fit changing conditions (COSEPUP, 
1992). Important strategies for improving the ability of agri
culture to respond to diverse demands and pressures, drawn 
from past efforts to transfer technology and provide assistance 
for agricultural development, include: 

• Improved training and general education of popula
tions dependent on agriculture, particularly in coun
tries where education of rural workers is currently 
limited. Agronomic experts can provide guidance on 
possible strategies and technologies that may be 
effective. Farmers must evaluate and compare these 
options to find those appropriate to their needs and the 
circumstances of their farms. 

• Identification of the present vulnerabilities of agricul
tural systems, causes of resource degradation, and 
existing systems that are resilient and sustainable. 
Stiategies that are effective in dealing with curtent 
climate variability and resource degradation also are 
likely to increase resilience and adaptability to future 
chmate change. 
Agricultural research centers and experiment stations 
can examine the "robustness" of present farming sys
tems (i.e., their resilience to exttemes of heat, cold, 
frost, water shortage, pest damage, and other factors) 
and test the robustness of new farming strategies as 
they are developed to meet changes in climate, tech
nology, prices, costs, and other factors. 
Interactive communication that brings research results 
to farmers—and farmers' problems, perspectives, and 
successes to researchers—is an essential part of the 
agricultural research system. 
Agricultittal research provides a foundation for adap
tation. Genetic variability for most major crops is wide 
relative to projected climate change. Preservation and 
effective use of tiiis genetic material would provide the 
basis for new variety development. Continually chang
ing climate is likely to increase the value of networks 
of experiment stations that can share genetic material 
and research results. 

Variety Adoption 3-14 Dalrymple, 1986; 
Griliches, 1957; 
Plucknett e t a l , 
1987; CIMMYT,T991; 
Wang e t a l , 1992 

Dams and Irrigation 50-100 James and Lee, 1971; 
Howe, 1971 

Variety Development 8-15 Plucknett eifl/., 1987; 
Knudson, 1988 

Tillage Systems 10-12 Hi l l e t a l , 1994; 
Dickey era/., 1987; 
Schertz, 1988 

New Crop 
Adoption: Soybeans 15-30 FAO, Agrostat (various 

years) 
Opening New Lands 3-10 Medvedev, 1987; 

Plusquellec, 1990 
Irrigation Equipment 20-25 Turner and Anderson, 

1980 
Transportation System 3-5 Worid Bank, 1994 
Fertilizer Adoption 10 Fieri, 1992; Thompson 

and Wan, 1992 
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• Food programs and other social security programs 
would provide insurance against local supply 
changes. Intemational famine and hunger programs 
need to be considered with respect to their adequacy. 

• Transportation, distribution, and market integration 
provide the infrastracture to supply food during crop 
shortfalls that might be induced in some regions 
because of climate variability or worsening of agri
cultural conditions. 

• Existing policies may limit efficient response to cli
mate change. Changes in policies such as crop sub
sidy schemes, land tenure systems, water pricing and 
allocation, and international trade barriers could 
increase the adaptive capability of agriculture. 

Many of these strategies will be beneficial regardless of how or 
whether climate changes. Goals and objectives among coun
tries and farmers vary considerably. Current chmate conditions 
and likely future climates also vary. Building the capability to 
detect change and evaluate possible responses is fundamental 
to successful adaptation. 

13.10. Research Needs 

The continuing uncertainty in projections suggests three criti
cal, high-priority research needs: 

• Development and broad application of integrated 
agricultural modeling efforts and modehng approach
es particularly applicable at the regional scale, includ
ing increased attention to validation, testing, and com
parison of altemative approaches. CUmate effects on 
soils and plant pests, consideration of other environ
mental changes, and adaptation options and econom
ic responses should be an integrated part of the mod
els rather than treated on an a d hoc basis or as a sep
arate modeling exercise. Inclusion of these multiple, 
joint effects may significantly change our "mean" 
estimate of impact, and more careful attention to scale 
and vahdation should help to reduce the range of esti
mates for specific regions and countries across differ
ent methodologies. 

• Development of the capability to readily simulate agri
cultural impacts of multiple transient climate scenar
ios. Study of the sensitivities of agriculture to climate 
change and the impacts of doubled-COj equilibrium 
scenarios has not led to the development of methods 
that readUy can be applied to transient climate scenar
ios. To deal credibly with the cost of adjustment, about 
which there is significant uncertainty, the process of 
socioeconomic adjustment must be modeled to treat 
key dynamic issues such as how the expectations of 
farmers change, whether farmers can easily detect ch
mate change against a background of high natural vari
ability, and how current investments in equipment, 
education, and training may lead to a system that 
only slowly adjusts, or adjusts only with high cost and 

significant disraption. The ability to readily simulate 
effects under multiple climate scenarios is necessary to 
quantify the range of uncertainty. 

• Evaluation of the effects of variability rather than 
changes in the "mean" climate, and the implication of 
changes in variability on crop yields and markets. 
Extreme events have severe effects on crops, live
stock, soil processes, and pests. The more serious 
human consequences of climate change also are like
ly to involve extreme events such as drought, flood
ing, or storms, where agricultural production is 
severely affected. 

State-of-the-art research has begun addressing these areas, 
and a number of promising approaches have begun to appear 
in the literature or are expected soon. Most are, as yet, 
"demonstration" research projects, choosing limited geo
graphic areas where data are more available and considering 
convenient examples for climate scenarios. Caution in draw
ing broader policy implications from such studies is warrant
ed because there is littie or no basis to make inferences to 
broader populations, to other locations, or to specific cUmate 
scenarios. 
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EXECUTIVE SUMMARY 

Water availability is an essential component of welfare and 
productivity. Much of the world's agriculture, hydroelectric 
power production, municipal and industrial water needs, water 
pollution control, and inland navigation is dependent on the 
natural endowment of surface and groundwater resources. 
Changes in the natural system availability would resuh in 
impacts that generally are greatest in regions that are already 
under stress, including currently arid and semi-arid areas, as 
well as areas where there is considerable competition among 
users. The purpose of water resources management is to ame
liorate the effects of extremes in climate variability and pro
vide a reliable source of water for multiple societal purposes. 
This evaluation of climate-change impacts focuses on the 
expected range of changes in the hydrological resources base 
and the sensitivity of the water supply and water demand com
ponents of the water management systems to climate change. 
It also makes an assessment of the viability of adaptive water 
management measures in responding to these impacts. 

There are reasons for water resources managers, especially in 
developing nations, to be concemed by the resuUs of climate-
change scenarios, which show that the freshwater resources in 
many regions of the world are likely to be significantly affect
ed. In particular, current arid and semi-arid areas of the world 
could experience large decreases in ranoff—hence posing a 
great challenge to water resources management. Global-
change-induced perturbations may follow widespread periodic 
and chronic shortfalls in those same areas caused by population 
growth, urbanization, agricultural expansion, and industrial 
development that are expected to manifest themselves before 
the year 2020 (High Confidence). 

Uncertainties require considerable investment in research in 
order to improve prediction and adaptive responses. Some 
uncertainties in assessing the effects of climate change on 
water resources are: 

• Uncertainties in general circulation models (GCMs) 
and lack of regional specification of locations where 
consequences will occur 

• Insufficient knowledge on future climate variability, 
which is a basic element of water management 

• Uncertainties in estimating changes in basin water 
budgets due to changes in vegetation and in atmos
pheric and other conditions likely to exist 50 to 100 
years from now 

• Uncertainties in future demands by each water sector 
• Uncertainties in the socioeconomic and environmen

tal impacts of response measures. 

Hence, predicting where water resources problems due to c l i 
mate change wil l occur can only be realized on a subconti
nental scale at this time. However, water management deci
sions are made on the localized, watershed scale. Therefore, 
despite increases in the number of impact assessments and 
improvements in the new class of transient GCMs, there is lit
tle that can be added to the conclusions of the first two IPCC 
reports on the subject, other than to note the regions and coun
tries most likely to be vulnerable through a combination of 
increased demands and reductions in available supplies. 
However, one important addition is the limited but growing 
analyses of water systems in the developing world. These lim
ited studies seem to suggest that developing countries are 
highly vulnerable to cUmate change because many are located 
in arid and semi-arid regions and most existing water 
resources systems in these countries are characterized as iso
lated reservoir systems. Also, there is more evidence that 
flooding is likely to become a larger problem in many tem
perate regions, requiring adaptations not only to droughts and 
chronic water shortages but also to floods and associated dam
ages and raising concems about dam and levee failures 
(Medium Confidence). 

Water management is a continuously adaptive enterprise, 
responding to changes in demands, hydrological information, 
technologies, the stracture of the economy, and society's per
spectives on the economy and the environment. This adapta
tion employs four broad intertelated approaches: new invest
ments for capacity expansion; operation of existing systems for 
optimal use (instream and offstream); maintenance and reha
bilitation of systems; and modifications in processes and 
demands (e.g., conservation, pricing, and institutions). These 
water management practices, which are intended to serve the 
present range of climate variability (which in itself is consider
able), may also serve to ameliorate the range of perturbations 
such as droughts that are expected to accompany climate 
change. However, adaptations come at some social, economic, 
and environmental costs. 

Most of the standard water resources performance criteria— 
such as reliability, safe yield, probable maximum flood, 
resilience, and robustness—are applicable in dealing with the 
impacts of climate change on water resources systems. This 
is not to suggest that we can become complacent in our 
response to climate change. The emphasis of water resources 
management in the next decades wil l be on responses to 
increased demands, largely for municipal water supply in 
rapidly urbanizing areas, energy production, and agricultural 
water supply. Water management strategies wil l focus on 



demand management, regulatory controls, legal and institu
tional changes, and economic instruments. The principal con
clusions are as follows: 

• Most of the regional water resources systems in the 
21st century, particularly in developing countries, will 
become increasingly stressed due to higher demand to 
meet the needs of a growing population and economy, 
as well as to protect ecosystems (High Confidence). 

• Arid and semi-arid watersheds and river basins are 
inherendy the most sensitive to changes in tempera
ture and precipitation (High Confidence). 

• Water demand for irrigated agriculture is very sensi
tive to climate change, especially in arid and semi-
arid regions (High Confidence). 

• The current generation of transient GCMs, though much 
improved, does not offer the degree of watershed-specif
ic information or anticipated variabihty in fiiture climate 
requhed to allow robust esthnates to be made regarding 
changes m water availabihty (High Confidence). 

• Water demand management and institutional adaptation 
are tiie primary components for increasmg tiie flexibili
ty of water resources systems to meet mcreasing uncer
tainties due to climate change (High Confidence). 

• Increased stteamflow regulation and water manage
ment regimes may be necessary to enable water sys
tems to meet their goals (High Confidence). 

• Isolated single-reservoir systems are less adaptable to 
climate change than integrated multiple-reservoir sys
tems (High Confidence). 

• Technological innovations and cost-effective tech
nologies have already played a major role in water 
management; likely future technological changes can 
serve to mitigate many of the consequences of climate 
change (Medium Confidence). 

• Changes in the mean and variability of water supply 
will require a systematic reexamination of engineer
ing design criteria, operating rules, contingency plans, 
and water allocation policies (Medium Confidence). 

• Temporal streamflow characteristics appear to be 
more variable under future climate scenarios, and 
amplification of extremes appears likely (Low 
Confidence). 
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14.1. Introduction 

1 4 . 1 . 1 . Objectives 

Water resources are an important aspect of the world's social, 
economic, and ecological systems. Agriculture, hydroelectric 
power production, municipal and industrial water demands, 
water pollution control, and inland navigation are all dependent 
on the natural endowment of surface and groundwater resources. 
Civilizations have flourished and fallen as a consequence of 
regional climatic changes, and many "hydraulic civilizations" 
were formed around the need to control river flow. This endow
ment is not evenly distributed spatially or temporally. With the 
imbalance of water supply and demand, many nations are in 
water-scarce situations and face water crises at a local level. 
From 1940 to 1987, global water withdrawals increased 210%, 
while the world's population increased by 117% (Gleick, 1993; 
Shiklomanov, 1993). A global water resources assessment for 
the year 2025 (Strzepek et a l , 1995) suggests that for die United 
Nations median population forecast of 8.5 billion (a 55% 
increase over 1990) and a globally balanced economic growth 
path, global water use may increase by 70%. 

The potential for the world to face a water-stressed condition 
in 2025 under population and economic growth makes assess
ment of possible water resource impacts associated with cli
mate change an essential component of the IPCC assessment. 
Changes in hydrological processes are discussed in Chapter 10. 
This chapter examines the impact on water supply and use and 
evaluates possible water management response strategies. 
Water resources management is the interaction of technology, 
economics, and institutions for the purpose of balancing water 
supply with water demand and coping with hazards associated 
with hydrological extremes. The goal of this chapter is to pro
vide an understanding of the sensitivity of the components of 
water resources systems to potential climate change. Because 
the water management process occurs at local and regional lev
els, this chapter cannot provide an assessment of global or con
tinental impacts of chmate change; however, it will glean from 
available literature the sensitivities of various water systems to 
increases and decreases in river ranoff and examine changes in 
water demands due to changes in regional climate. Because 
changes in water use wil l affect many sectors of society and the 
economy, other chapters in this volume are referenced, such as 
those addressing wetiands, coastal zones and small islands, 
energy supply, transportation, human settlements, agriculture 
and forestry, fisheries, health problems, and financial services. 

The main message of this chapter is that climate change will 
impact the water resources systems of the world but that we 
will be able to adapt—though at some cost economically, 
socially, and ecologicaUy. Some analysts (Rogers, 1993a, 
1993b; mêmes, 1993; Stakhiv, 1994) feel that current systems 
wil l respond well and costs will be minimal; others feel that 
adaptation will be difficult and in some cases extremely costiy. 
The reason for this disparity is that the sensitivities, impacts, 
and costs are nonuniformly distributed across the globe. Most 
analyses have been conducted for regions in the developed 

world. The hmited case studies implemented on river basins in 
developing countries show that sensitivities, impacts, and costs 
may be high. Also, much more research is needed on the 
response of water demands to climate change, especially non-
withdrawal uses such as recreation, fisheries, wetiands, ecosys
tems, and waterfowl protection. 

1 4 . 1 . 2 . A n Overview of Assessment Issues and Concepts 

The two previous IPCC assessments outlined the extensive dif
ficulties in conducting meaningful analyses of climate-change 
impacts on hydrology and water resources (Shiklomanov et a l , 
1990; Stakhiv et a l , 1992). Since then, many studies have been 
conducted in different basins—almost exclusively in devel
oped countries—but the general conclusions of the earlier 
IPCC assessments have not changed. The uncertainties of cl i
mate-change impact analysis, especially at the catchment scale, 
remain large. 

It is necessary to distinguish between the physical effects of 
climate change—which are reviewed in Chapter 10—and the 
impacts, which reflect a societal value placed on a change in 
some physical quantity. The impact depends largely on the 
characteristics of the water-use system: In some cases, a large 
climate-change effect may have a small impact; in others, a 
small change may have a large impact. 

There are many different types of water supply systems in 
operation in the world. The simplest "system" extracts water 
from a local stream or village borehole; this is characteristic for 
most of the developing world and raral areas in many devel
oped countries. Such supply systems, with no storage, are 
potentially very sensitive to chmate change. The next system 
level consists of a single managed source—which may be a 
river, reservoir, or aquifer—coupled with a distribution net
work to provide water to users and possibly also to treat wastes 
and return effluents to the river. The sensitivity of such a sys
tem to climate change wil l depend on its characteristics—for 
example, on the storage-to-ranoff ratio and on the seasonal dis
tribution of water supply and demand. The most sophisticated 
systems are integrated networks, comprising several sources 
and possibly involving the transfer of water over large dis
tances. Such systems usually are found only in developed 
countries; their sensitivity to climate change will depend on 
system stracture and the degree of utilization. 

Most water managers, whether they are with agencies dealing 
with multiple-reservoir systems or with small utilities depen
dent on groundwater, are concerned with three issues: new 
investments for capacity expansion; the operation and mainte
nance of existing systems; and modifications in water demand 
(Rogers, 1993b). Most developed countries have completed 
major'capital-intensive developments of water resources infra
stracture. Water managers in those countries operate under 
conditions of stable population and increased pressure for the 
incorporation of environmental protection objectives into the 
operation of existing water resources systems. The main issue 
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they face is reallocation of existing water among competing 
uses. This requires continuous adaptation driven by new hydro-
logic information, ecological constraints, water-quality stan
dards, and shifts in demands and preferences. Water-supply 
entities also may wish to explicitly or implicitly reconsider the 
level of service delivered. Institutional adaptation—consisting 
of changes in organizations, laws, regulations, and tax codes— 
may be the most effective means for aligning water demands 
with available supplies (Frederick, 1993; Rogers and Lydon, 
1994; World Bank, 1994). This situation is a reality for man
aged water systems but less so for unmanaged systems (e.g., 
wetlands) dependent entirely on river flow, groundwater level, 
or precipitation. Water managers in developing countries are 
facing population growth-driven increases in water demands, 
and these demands are met primarily by increasing the water 
supply via capital-intensive investments to develop infrastruc
ture. With planning and constraction times of 20 to 30 years or 
more for major water projects, the question asked by many 
water resources managers in developing countries (Riebsame 
ei a l . , 1995) is how climate change might impact the design of 
new water resource infrastracture. 

14.2. Impact of Climate on Water Supply 

1 4 . 2 . 1 . I n t r o d u c t i o n 

Climate change is likely to have an impact on both the supply 
of and demands for water. This section focuses on the supply 
of water, looking at the river catchment scale, the global and 
regional context, and water quality; Section 14.3 considers 
impacts on demands. Most climate-change impact studies 
have taken the form of sensitivity analyses by feeding climate-
change scenarios into hydrological models. The outputs of 
these studies tend to be expressed in terms of changes in the 
reliable yield of the systems, changes in the volume of water 
that can be supplied, or changes in the risk of system failure. 
Virtually all of the studies have simulated what would happen 
in the absence of adaptation to change. In practice, however, 
water management authorities wil l adapt using existing or 
new management options—as shown to be feasible in the 
Great Lakes region by Chao et a l . (1994) and Hobbs ei a l . 
(1995)—although such adaptation may incur added costs and 
involve tradeoffs that result in reductions in service for some 
water users. Only a few studies (Riebsame et a h , 1995; 
Stizepek ei a l . , 1995) have considered factors other than cl i
mate change that might affect water resources over the next 
few decades, such as population growth, economic develop
ment, and urbanization. 

There are several possible effects of global warming on the 
amount of water available within a catchment or water supply 
area; these are summarized in Table 14-1. The relative impor
tance of each characteristic varies considerably among catch
ments, depending not only on the hydrological change but also 
on the characteristics of the supply system. For example, a con
junctive-use system involving several reservoirs, river regula
tion, and groundwater boreholes wil l be affected differently 

W a t e r Resources M a n a g e m e n t 

T a b l e 1 4 - 1 : Summary of effects of g l o b a l w a r m i n g o n 
w a t e r s u p p l y . 

Effect of Impact on Water 
Global Warming Supply Reliability 

than a supply system based on direct abstractions from an 
umegulated river. 

Obviously, changes in river ranoff will affect the yields of both 
direct river abstractions and reservoir-based supply systems, 
and changes in groundwater recharge will affect groundwater 
yield. Changes in water quality will affect the amount of suit
able water available to a supply system. A rise in sea level has 
two potential effects. First, there is a risk of saline intrasion 
into coastal aquifers, contaminating the water supply. This is a 
major potential threat—particularly to small, low-lying 
islands, whose main source of water frequentiy is a shallow 
lens of freshwater lying just a few meters above sea level (see 
Chapter 9). Second, a rise in sea level would mean that saltwa
ter could penetrate further upstream into an estuary, perhaps 
threatening low-lying freshwater intake works. The effects of 
these changes in the amount of water available on water uses— 
and hence on system risk and reliability—will be influenced by 
changes in demands. 

Section 14.2.2 reviews some published studies on changes in 
resource availability at the catchment scale (which focus most
ly on surface water resources), and Section 14.2.3 broadens the 
perspective to a regional scale. Section 14.2.4 reviews how 
changes in water quahty affect the availability of water 
resources. The effects of changes in hydrological regimes and 
water quality are examined in Chapter 10. 

1 4 . 2 . 2 . T l i e River Catchment Scale 

This section looks at tiie availability of water supphes under 
changed climatic conditions. For hundreds of years, people have 
adapted theh habits and economic activities to relatively variable 
climatic and hydrological conditions—implicitiy assuming that 
the average climatic state and the range of variability are stable. 

Change in river ranoff 

Change in groundwater 
recharge 

Change in water quahty 

Rise in sea level 

Yield in direct water abstraction 
Yield in reservoir systems 

Yield of groundwater supply systems 

Yield of abstraction systems 

Salme intiiision into coastal aquifers 
Movement of salt-front up estuaries, 

affecting freshwater abstraction 
points 

Change m evaporation Yield of reservoir systems 



W a t e r Resources M a n a g e m e n t 475 

This assumption may no longer be valid in some regions of the 
world because of possible alterations in stochastic properties of 
hydrological time series. Differences in the output of GCMs 
coupled with the variety of hydrological transfer models make it 
difficult to offer a reliable region-specific assessment of future 
water availability. It is doubtful whether the current technique of 
conducting "worst-case" analyses—wherein the most extteme 
scenario of a given G C M is used to develop hydrological 
responses—is useful for a critical appraisal of regional sensitiv
ities to climate change. If anything, this type of analysis skews 
the evaluation and deflects the search for pragmatic responses. 
Progress in hydrological sensitivity analyses in developed 
nations is accompanied by large information gaps for developing 
countries that are most often affected by aridity and desertifica
tion. Although numerous new water resources impact studies 
have been conducted, few are from Africa, Asia, South America, 
or developing countries in general. 

Studies that have considered possible changes in water supply 
in specific areas fall into three groups. The first group of stud
ies infers changes in potential supply directiy from modeled 
changes in annual and monthly water balance. Problems in 
maintaining summer supphes from direct river absttactions 
may be inferred, for example, if summer river flows are pro
jected to decline (Amell and Reynard, 1993). The second 
group of research has considered the sensitivity of hypothetical 
supply systems—usually single reservoirs—to changes in 
inputs. The third group of studies has largely been conducted 
since IPCC's 1992 Supplementary Report and consists of 
investigations into specific water-supply systems. Some have 
looked at individual reservoirs or groundwater resource sys
tems; otiiers have examined entire integrated water-supply sys
tems, including real system operating rules. Table 14-2 lists 
these studies; several are summarized below. 

These studies have simulated river flows using conceptual 
hydrological models but have used a variety of different sce
narios. Mimikou et a l . (1991), Wolock et a l . (1993), Nash and 
Gleick (1993), and Kirshen and Fennessey (1995) all examine 
the effects of arbitiary changes in precipitation and temperature 
inputs to investigate the sensitivity of their modeled water 
resources systems to changes in inputs. A 20% reduction in 
rainfall in the Acheloos basin in Greece, for example, would 
increase the risk of system failure (inability to provide target 
supplies) from less than 1% to 38% (Mimikou et a i , 1991); 
similarly, with a 20% reduction in rainfaU, the New York City 
reservoir system in tiie upper Delaware valley would be in a 
"state of crisis" between 27% and 42% of the time, depending 
on temperature increases (Wolock et a l . , 1993). Nash and 
Gleick (1993) and Kirshen and Fennessey (1995) additionally 
use scenarios based on equilibrium G C M experiments, as do 
Gellens (1995), Kaczmarek and Kindler (1995), Riebsame e t a l . 
(1995), Salewicz (1995), Sttzepek et a l . (1995), and, in a gen
eralized way, Hewett et a l . (1993). A l l of these studies indicate 
that water resources systems could be very vulnerable to change 
in climatic inputs and that a small change in inputs could lead 
to large changes in system performance, but that there is con
siderable variability between scenarios. Riebsame et a l . (1995) 

found isolated single-reservoir systems in arid and semi-arid 
regions to be extremely sensitive and less able to adapt (greater 
tiian 50% decreases in reservoir yields), with economic and 
ecological crisis conditions developing in some basins under 
climate change and seasonal flooding problems in others. 

The remaining set of studies (Hobbs et a i , 1995; Lettenmaier 
e t a l . , 1995a, 1995b, 1995c, 1995d, 1995e; Steiner ei aZ., 1995; 
Waterstone and Duckstein, 1995; Shiklomanov ei a l . , 1995), 
largely undertaken in the United States, have used scenarios 
based on the three most recent transient G C M simulations 
(GFDL-tr, UKMO-tr , and MPI-tt) to investigate possible 
impacts on integrated, multipuфose water resources systems. 
A l l of these studies note the difficulties in forecasting mean
ingful impacts under the wide range of uncertainties inherent in 
the analysis; in many cases, the G C M simulations did not 
reproduce current catchment climate very well. However, a 
general conclusion from the studies is that even with the large 
variability in future climate represented by the three transient 
G C M experiments, most of the systems investigated possess 
the robustness and resilience to withstand those changes, and 
adequate institutional capacity exists to adapt to changes in 
growth, demands, and climate. This conclusion is in contrast to 
that of many other studies—some summarized above—that 
have found large changes in system reliability under climate 
change. There are two main reasons for this difference: First, 

Table 1 4 - 2 : I n v e s t i g a t i o n s i n t o effects of g l o b a l w a r m i n g o n 
specific w a t e r resources systems. 

Location Reference 

Africa: Nile River 
Africa: Zambezi 
Africa: Zambezi River 
Asia: Ganges and 

Brahmaputta 
Asia: Indus River 
Asia: Mekong River 
Belgium 
England (southeast) 
Greece 
Poland 
Russia and Ukraine: 

Dnipro River 
Uraguay 
USA: Boston area (1) 
USA: Boston area (2) 
U S A : Colorado River 
U S A : Columbia River 
USA: Delaware River 
USA: Great Lakes 
USA: Missouri River 
USA: Potomac River 
U S A : Rio Grande River 
USA: Savannah River 
USA: Tacoma area 

Strzepek ei a l . (1995) 
Riebsame et a l . ( l 9 9 5 ) 
Salewicz (1995) 

Kwadijk et a l . (1995) 
Riebsame et a l . (1995) 
Riebsame et a l . (1995) 
Gellens (1995) 
Hewett et a l . (1993) 
Mimikou el Й/. (1991) 
Kaczmarek and Kindler (1995) 

Shiklomanov et a l . (1995) 
Riebsame ei a l . (1995) 
Kirshen and Fennessey (1995) 
Lettenmaier ei a l . (1995b) 
Nash and Gleick (1993) 
Lettenmaier et a l . (1995c) 
Wolock ei а/. (1993) 
Hobbs et a l . (1995) 
Lettenmaier et a l . (1995d) 
Steiner ei a l . ( 1 9 9 5 ) 
Waterstone and Duckstein (1995) 
Lettenmaier et a l . (1995a) 
Lettenmaier ei a l . (1995c) 
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the transient scenarios tend to produce smaller changes in cl i
mate than the scenarios based on earlier GCMs; second, the 
transient-GCM studies examine highly integrated systems, 
which are inherently more robust than the isolated single-reser
voir systems investigated in most other studies. 

In some countries, water is predominantly taken from rivers, 
lakes, and reservoirs; in others, it largely comes from aquifers: 
Only 15% of Norwegian water is taken from aquifers, for 
example, whereas 94% of Portuguese supplies comes from 
groundwater. There have been very few studies of changes in 
groundwater recharge and implications for aquifer yield. 
Hewett et a l . (1993) simulate an increase in recharge, and 
hence an increase in reliable yield, in part of the chalk hme-
stone aquifer in southem England, but different scenarios in the 
same region suggest a decline in yield. The effect of a sea-level 
rise on saline intrasion into coastal aquifers has been investi
gated in a number of small islands and has been found to be 
potentially significant (see Chapter 9). Studies in Britain, how
ever, have found that although there are many coastal aquifers 
potentially at risk, a rise in sea level would have little effect on 
intrasion and yields (Clark et a l , 1992). Saline intrasion along 
estuaries generally has been found to pose limited threats to 
freshwater intakes because the change in the position of the salt 
front is small relative to the intertidal range (Wolock et a l . , 
1993; Deamaley and Waller, 1993). 

This section has introduced some of the studies into water 
resource availability that have been undertaken in the last five 
years. There are several points to draw in conclusion. First, 
there are considerable uncertainties in estimating impacts, due 
partly to uncertainties in climate-change scenarios and partly to 
difficulties in estimating the effects of adaptations—^both 
autonomous and climate-induced—over the next few decades. 
Second, there is evidence that isolated, single-source systems 
are more sensitive to change than integrated, multipurpose sys
tems, which are considerably more robust. Much of the world's 
water, however, is managed through single-source, single-pur
pose systems. Third, there is a suggestion that, in countries 
with well-managed, integrated water resources, the additional 
pressures introduced by climate change could be met, with 
some costs, by techniques already in place to cope with chang
ing demands and management objectives. There is little infor
mation, however, about the economic and societal costs of this 
adaptation. Waterstone et a l (1995), for example, conclude 
that institutional adaptation—changes in water laws, organiza
tions, prices, fees, water marketing, and reservoir operating cri
teria—could serve to ameliorate the combined effects of 
increasing population and warming in the semi-arid Rio 
Grande basin in the southwestem United States, and Hobbs et 
a l (1995) believe that conventional management practices for 
coping with fluctuating lake levels would be capable of miti
gating the effects of climate change on the Great Lakes. Fourth, 
and perhaps most important, some studies (Riebsame et a l , 
1995; Strzepek et a l , 1995) show that water resources in 
developing countries often are small-scale, isolated, and under 
considerable sti:ess and may have a difficult time adapting to 
climate change effectively. Although the latter studies cover a 

range of hydroclimatic zones, there is still a major gap in our 
understanding of the impacts of climate change on the less-
developed world—a situation that urgentiy needs to be recti
fied. The U.S. Country Studies Program currentiy is coopera
tively studying the vulnerability and adaptability of water 
resources systems in more than 30 developing countries, with 
resuhs expected in 1996. 

1 4 . 2 . 3 . T h e G l o b a l and R e g i o n a l Context 

The growing interest in possible consequences of anthro
pogenic cUmate change on regional water resources has given 
rise to a wealth of studies on the sensitivity of water balance to 
climatic variables. Much less information is available on the 
economic and societal consequences of projected global warm
ing. The heaviest curtent pressures on water resources are the 
increasing population in some parts of the world and increas
ing concentrations in urban areas. The illusion of abundance of 
water on the Earth has clouded the reality that in many coun
tries renewable freshwater is an increasingly scarce commodi
ty (Postel, 1992; Worid Bank, 1992, 1994; Engelman and 
LeRoy, 1993). Climate change is likely to have the greatest 
impact in countries with a high ratio of relative use to available 
renewable supply. Regions with abundant water supplies are 
unlikely to be significantiy affected, except for the possibility 
of increased flooding. Paradoxically, countries that currentiy 
have little water—for example, tUose that rely on desalina
tion—may be relatively unaffected. 

One study (Strzepek et a l , 1995) suggests that, although glob
al water conditions may worsen by 2025 due to population 
pressure, climate cUange could have a net positive impact on 
global water resources. This resuh, presented in Figure 14-1, is 
based on ranoff characteristics obtained for one particular cli
mate scenario (MUler and Russel, 1992) and should be inter
preted with caution. Another macroscale study (Kaczmarek et 
a l , 1995)—^based on three transient climate scenarios—leads 
to a similar conclusion for the Asian continent, while suggest
ing that in Europe changed climatic conditions will be associ
ated with some decrease of per capita water availability. 

Following the concept of Falkenmark and Widstrand (1992) of 
a water stress index based on an approximate minimum level of 
water required per capita, Engelman and LeRoy (1993) use 
1,000 w? per person per year as a benchmark for water scarcity 
around the world. They found that in 1990 about 20 countries, 
with a total population of 335 million, experienced serious 
chronic water problems and that by 2025, 31 countries with 900 
million inhabitants could fall into tUis category because of 
expected population growth. Table 14-3 summarizes the com
bined impact of population growth and climate change on water 
availability in selected countries, based on the IPCC (1992a) 
socioeconomic scenarios and the results of three transient G C M 
rans. The second column hsts per capita water availability for 
the present (1990); the third column shows water availabihty 
for curtent climatic conditions, reflecting population growth 
alone to tiie year 2050. The last column shows the range of 
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Table 1 4 - 3 : W a t e r a v a i l a b i l i t y (mVyr) i n 2 0 5 0 f o r t h e present 
c l i m a t i c c o n d i t i o n s a n d f o r t h r e e t r a n s i e n t c l i m a t e s c e n a r i o s 
( G F D L , UKMO, MPI). 

Present Present Scenario 
Climate Climate Range 

Country (1990) (2050) (2050) 

China 2,500 1,630 1,550-1,780 
Cyprus 1,280 820 620-850 
France 4,110 3,620 2,510-2,970 
Haiti 1,700 650 280-840 
India 1,930 1,050 1,060-1,420 
Japan 3,210 3,060 2,940-3,470 
Kenya 640 170 210-250 
Madagascar 3,330 710 480-730 
Mexico 4,270 2,100 1,740-2,010 
Peru 1,860 880 690-1,020 
Poland 1,470 1,250 980-1,860 
Saudi Arabia 310 80 30-140 
South Africa 1,320 540 150-500 
Spain 3,310 3,090 1,820-2,200 
Sri Lanka 2,500 1,520 1,440^,900 
Thailand 3,380 2,220 590-3,070 
Togo 3,400 900 550-880 
Turkey 3,070 1,240 700-1,910 
Ukraine 4,050 3,480 2,830-3,990 
United Kingdom 2,650 2,430 2,190-2,520 
Vietnam 6,880 2,970 2,680-3,140 

of water resources systems are shared by two or more nations. 
In several cases, there have already been intemational con
flicts. As a result of population pressure, and in cases of nega
tive impacts of climate change, tensions are likely to increase. 
In order to avoid future conflicts over water use among ripari
an countries, joint legal agreements should be established. One 
possibility is to form intemational water agencies or commis
sions, with terms of reference including inventory, assessment, 
monitoring, and apportionment of water resources and due 
account for possible changes caused by climatic trends. Joint 
planning is essential for basin-scale water resources develop
ment and management in order to cope with negative conse
quences of climate change. Intemational water agencies should 
arbittate on regional water issues and be supported by national 
legal frameworks to back the regional arbitration accordingly. To 
be able to fulfill this task, intemational water agencies in devel
oping countties reqmre well-trained people with knowledge of 
global-scale processes and, in some cases, external funding for 
research and development. 

1 4 . 2 . 4 . I m p l i c a t i o n s of Changes i n Water Q u a l i t y 

Water management is concemed not merely with the supply of 
water but with the supply of water of appropriate quality as 
well. The definition of "appropriate" varies among uses. 

Potable water has to be of the highest quality, whereas industry 
and, to a lesser extent, agriculture can use lower-quality water. 
Irtigation increasingly employs recycled "dirty" water, raising 
concem about salinity and public acceptance of wastewater 
use. Many water management problems around the world 
today, in fact, relate to the quality of surface water and ground
water. Climate change might exacerbate some of these prob
lems by complicating an already expensive, evolving manage
ment process. Water-quality problems usually stem from some 
form of pollution, ranging from the discharge of untreated 
sewage into watercourses to the discharge of treated sewage 
effluent, the leaching of agricultural chemicals, and chemical 
and thermal pollution from industry. There is a considerable 
range of experience in dealing with water quality. In some 
countries, the focus is on preventing poor water quality; in oth
ers, effort is directed toward rehabilitation, treatment, sanita
tion, and public health. In many countries, water quality is 
hardly addressed at all. 

The potential effects of climate change on aquatic ecosystems 
are reviewed in Chapter 10. Of particular concem for water 
users are dissolved oxygen content, nitrate and organic pollu
tion concentrations, sediment load, and salinity. The main con
clusion is that rivers that presentiy have poor water quality are 
likely to be those most affected by changes in temperature, 
lower flow rates, and increased input of pollutants; climate 
change is therefore likely to exacerbate water-quality problems 
in places where such problems already are potentially severe. 

Water management agencies in many countties are spending 
significant sums on maintaining and improving surface and 
groundwater quality. Although approaches vary, improvement 
plans tend to include target water-quality and effluent stan
dards, infrastmcture for treating effluent returns and polluted 
water, policies to prevent pollution, and policing. These actions 
also can be used to maintain and improve water quality under 
climate change, obviously at some additional cost. For exam
ple, it may be necessary to reduce the quantity of treated efflu
ent that can be discharged to a stteam with reduced flows, with 
consequent imphcations for the discharging organization. 

14.3. Impact of Climate on Water Demands 

Section 14.2 considered changes in the ability of water 
resources systems to supply water; this section looks at the 
demand side. It is useful to distinguish between offstream 
demands—specifically domestic, industtial, and agricultural 
demands—and instream demands, such as power generation, 
navigation, recreation, and ecosystems protection. Increases in 
water demand are driven by population and economic growth. 
Demand management has two dimensions: the first long-term, 
the second in response to short-term shortages. In the long 
term, one can reduce offstream water demands substantially 
through technological, economic, legal and administrative, and 
educational measures. In the short term, demand during tem
porary supply shortages can be managed through deinand 
reduction measures (such as rationing) and public education. 
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1 4 . 3 . 1 . A g r i c u l t u r a l Water Demands 

At present, more than 65% of global water withdrawals is for 
agricultural use; much of this is evaporated and consequently 
lost to catchment runoff. Irrigation increased significantly until 
the 1970s, when the rate of expansion fell sharply; since 1980, 
the annual rate of expansion has been less than 1%—less than 
the rate of population increase (Postel, 1992). Rapid expansion 
in the future is unlikely as the cost of developing new schemes 
increases and investments in irrigation decline. Agricultural 
irrigation practices are inefficient in many areas of the world. 
Changes in irrigation technology (such as the use of drop irri
gation) often can compensate for anticipated increases in food 
demands. The effects of climate change on agricultural policy 
and irrigation requirements are discussed in Chapter 13. It is 
important to emphasize that the effects of chmate change on 
agricultural demands for water, particularly for irrigation, wil l 
depend significantly on changes in agricultural potential, 
prices of agricultural produce, and water costs. 

Both rainfed and irrigated crops will require more water in a 
warmer world, and this water may not be available through 
increased precipitation. Allen et a l . (1991) simulate changes in 
irrigation demand in the Great Plains region of the United 
States, showing that the demand for water to irrigate alfalfa 
would increase, due largely to increases in the length of the crop 
growing season and crop-water requirements during summer. 
Another U.S. study—^based on a Thornthwaite water-balance 
model (McCabe and Wolock, 1992)—indicates that, for a broad 
range of increases in temperature and precipitation, annual irri
gation demand increases, even with a 20% increase in precipi
tation. In a study in Lesotho, Amell and Piper (1995) simulate 
an increase in irrigation demands of 7% with a 10% decline in 
mnoff and an increase of more than 20% with a 2°C increase in 
temperature. They also examine die performance of a hypothet
ical reservok supplying irrigation water and find major changes 
in the rehability of supply. Studies in the U K lead to die con
clusion that an increase in temperature of 1.1 °C by 2050 may 
result in an increase in spray irrigation demands of 28%, over 
and above a projected 75% increase to meet growing demands 
(Herrington, 1995). Similar calculations in Poland result in a 
12% increase in irrigation demands with a 1°C temperature 
increase and a 1.8% change in water requkements with a 1% 
precipitation change during the vegetation season. Irrigation 
demand seems to be more sensitive to changes in temperature 
than to changes in precipitation. Model results indicate that 
increased stomatal resistance to transpiration counteracts the 
effects of temperature increases on krigation demand. 

of domestic demand in southem England, with and without cli
matic change and assuming no change in water pricing policies. 
An increase in per capita demand of 21% is projected between 
1991 and 2021 without climate change, with an additional 5% 
increase due to global warming—largely due to an increase in 
garden water use. Other studies have found a similar percentage 
change in domestic and municipal demand due to global warm
ing (Cohen, 1987; Kaczmarek and Kindler, 1989; Kkshen and 
Fennessey, 1993; Hanaki, 1993; Steiner et a l . , 1995). Little is 
known about the impact of climate change on domestic water 
use in developing countries, but nonclimatic factors—popula
tion growth, economic development, water-use efficiency, and 
water pricing—probably wiU dominate in shaping ttends of 
future water use in most African and Asian regions. 

1 4 . 3 . 3 . I n d u s t r i a l Water Use and T h e r m a l and 
Hydropower Generation 

In most developed countties, the demand for water for indus
trial purposes is declining as traditional major water users such 
as the steel industry decline in significance and as water is used 
more efficiently. It should be added, however, that in many 
cases these water-consuming industrial users are relocating to 
the developing world, complicating the water resource situa
tion in those regions. Sttzepek and Bowling (1995) have found 
that under a moderate growth assumption, global industtial 
water use in 2025 may increase by 1.7 to 2.3 times 1990 lev
els, and most of this growth wil l occur in the developing world. 
Climate change is expected to have httle direct impact on 
industrial water use. 

A change in water quantity may affect the degree to which 
demands for coohng water can be satisfied, and a rise in water 
temperature wil l reduce the efficiency of coohng systems 
(Dobrowolski et a l , 1995). It also might be more difficult to 
meet regulatory constraints defining acceptable downstream 
water temperatures, particularly during extreme warm periods. 
Several French nuclear power stations were forced to close 
down or operate well below design capacity during the drought 
of 1991. A reduction in water availabihty might lead to an 
increase in the use of closed-cycle cooling systems as simulat
ed in the Tennessee Valley Authority system (Miller et a l , 
1993). Changes in water availability and temperature may not 
cause significant impacts on long-term or annual total produc
tion potential—only a 2% decline in annual net system gener
ation was found in the Tennessee Valley—but they could cause 
short-term operational problems during critical periods. 

A change in hydrological regimes has an obvious potential 
1 4 . 3 . 2 . M u n i c i p a l Demands impact on hydropower production but also may affect thermal 

power generation and general industrial demands for cooling 
Municipal demands are essentially for domestic and commer- water. Mimikou et aZ. (1991) show a very large change in the 
cial uses. In many developed countries, some components of risk of being unable to generate design power from hydropow-
demand are decreasing due to greater apphance efficiency, but er reservoks in central Greece. In Norway, Saelthun et a l . 
others are increasing as new apphances, such as waste disposal (1990) find increased generation potential due largely to a shift 
uttits and automatic washing machines, become more wide- in the timing of inflows, mainly as a result of reduced snowfall; 
spread. Herrington (1995) estimates changes in the components the current "waste" of power in the spring is much reduced. 
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Riebsame et al. (1995) examine hydropower generation in four 
developing-country basins. In the Zambezi basin, the possible 
reduction of hydropower at Lake ICariba could be replaced by 
the construction of a new plant at Batoka Gorge, but for a sig
nificant cost. Hanemann and McCann (1993) examine the eco
nomic cost of changes in hydropower potential in northern 
Califomia. Under a scenario based on the G F D L equilibrium 
G C M , annual hydropower production would decrease by 
3.8%; production would be 48% higher in January but as much 
as 20% lower during the peak-load sununer months. Water 
would have to be released during the spring to leave room for 
flood control. As a result of the reduced hydropower genera
tion, production of power by natural gas would have to 
increase by 11% to meet the same demands, leading to a $145 
million (1993 prices) increase in annual system costs (12.5%). 
In some cases, the expected shift in the ronoff hydrograph, 
combined with changes in the disttibution of irrigation water 
demands, may lead to reduced energy generation. 

1 4 . 3 . 4 . N a v i g a t i o n 

Changes in flow regimes and lake levels can be expected to 
affect navigation potential, but there have been very few stud
ies on this topic. The sensitivity of river navigation to extreme 
conditions was well illusttated on the Mississippi River during 
the drought of 1988, when river traffic was severely restticted 
(with consequent effects on the agricultural sector due to diffi
culties in transporting the grain harvest). High river flows also 
restrict navigation by increasing energy costs and flooding 
riverside facilities. Navigation on the river Rhein, for example, 
is consttained by periods of both high and low flows, and con
siderable sums are spent on dredging and maintaining chan
nels; a change in sediment load could have major implications 
for these activities. A n increase in temperature, however, 
would increase the duration of the navigation season on rivers 
affected by seasonal ice cover. Studies in the Great Lakes 
(Chao et a l , 1994) suggest that a longer shipping season due to 
a reduction in ice cover would just compensate for lost draft 
due to lower levels; shipping companies would be able to 
adjust their operating season in the Great Lakes because many 
of the raw materials ttansported are stockpiled. 

1 4 . 3 . 5 . Recreation and Other I n s t r e a m Water Uses 

There have been very large investments in water-based recre
ation in many countries, and many large facilities are operated 
to maximize recreation potential. The effects of global warm
ing on recreation are difficult to determine. Changes in the vol
ume of water stored in a reservoir might affect the use of the 
reservoir for recreation (Frederick, 1993), and a change in 
water quality might also affect the recreational use of the water. 
There are established procedures for estimating the economic 
benefits of access to recreation, but the sensitivity of recre
ational use to hydrological characteristics—reservoir storage 
volume, water quality, and so forth—is not well known; the 
effects of possible changes therefore are difficult to quantify. 

One exception is the Great Lakes, where there are clear rela
tionships between beach area, length of recreation season, and 
recreational benefits: Both beach area and recreation season 
length would increase under cUmate warming, resulting in an 
estimated doubling of recreational benefits, according to Chao 
et a l (1994). 

One-tenth of the world's conunercial fish yield is obtained 
from inland waters (Covich, 1993), and recreational fishing 
also has high economic value. The effects of changes in water 
temperature, water quality, and river flow regimes on fish pop
ulations are outiined in Chapter 10; this section focuses on 
impUcations of changes for sport fishing and aquaculture. 
Hanemann and Dumas (1993) simulate the effects of one glob
al warming scenario on Chinook salmon runs in the 
Sacramento River, CaUfomia, and find a reduction in die 
salmon population largely due to reductions in spawning habi
tats. Loomis and Ise (1993) estimate the change in the eco
nomic value of recreational fishing in the Sacramento River 
based on an empirical relationship between the number of fish 
caught and the number of fishing trips made. The reductions in 
fish population result in an annual loss of recreational benefit 
of $35 million (1993 values)—a 23% decrease (assuming no 
change in anglers' willingness to ttavel to the river). 

Stefan et a l (1993) conclude that, for the state of Minnesota, 
the impact of climate change on fishery resources may be sig
nificant. Overall fish production may increase, but cold-water 
fisheries will be replaced in part by warm-water fisheries. This 
coincides with findings in Poland and Hungary related to the 
impact of thermal pollution. The comprehensive study of fish 
yields performed by Minns and Moore (1992) in several hun
dred watersheds in eastem Canada shows considerable redis
tribution of fishery capability. 

The final instream use to be considered in this section is 
ecosystem protection. Instream ecosystems demand a certain 
minimum quantity of water (which may vary throughout the 
year), and water managers in many countries increasingly are 
balancing these demands with those of more traditional water 
users. Several techniques are being developed to estimate 
instteam demands (Stalnaker, 1993); these techniques can be 
used in principle to estimate the effects on these demands of 
changes in water availability. However, this has not yet been 
done, largely because the instteam demand models are very 
uncertain. In principle, it might be possible to maintain certain 
aquatic ecosystems by managing river flow regimes to mini
mize changes, but this is perhaps not desirable in an ecological 
sense because it would create a system that would not be sus
tainable without human intervention. The general issue of man
aging the impacts of cUmate change on natural ecosystems is 
discussed in Chapter 10 and elsewhere. 

1 4 . 3 . 6 . Competition Between Demands 

Water demand in general increases in all sectors with an 
increase in temperature; this is a well-accepted consequence of 
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climate change. At the same time, regional and local precipita
tion changes, which will have important impacts on water 
demands, are much less clear. Studies of individual sectors and 
systems show great potential for adapting to water conditions 
in a changed climate. However, as we move into the 21st cen
tury, population and economic pressures may create water-
stressed conditions in many parts of the world. Many of the 
responses being proposed to adapt to climate change require 
reduction of demands and reallocation of water among water-
use sectors. 

Present water management is concemed with reconcihng com
peting demands for limited water resources. Currently, these 
conflicts are solved through legislation, prices, customs, or a 
system of priority water rights. Change in the amount of water 
available and water demands is likely to lead in many cases to 
increased competition for resources. Conflicts may arise 
between users, regions, and countries, and the resolution of 
such conflicts will depend on political and institutional 
arrangements in force. The challenge will be to create integrat
ed demand/supply management systems, as discussed below. 

14.4. Management Implications and Adaptation Options 

1 4 . 4 . 1 . Considerations for Response Strategies 

In general, most countries and civilizations have faced water 
shortages due to natural chmate variability, anthropogenic 
changes and desertification, or overexploitation and pollution of 
tiie resource base. Management of water resources inherently 
entails mitigating the effects of hydrological exttemes and pro
viding a greater degree of rehability in the delivery of water-
related services. Because different uses have different priorities 
and risk tolerances, the balance points among them after climate 
change could be quite different from the present (e.g., 
hydropower and instream uses may be lost disproportionately 
compared to water supply). No enterprise is risk-free: Society 
decides on tiie level of risk-bearing through the acceptance of 
certain levels of risk and rehability, as expressed by cost-eff'ec-
tive standards and criteria. The marginal cost of reducing each 
additional increment of risk typically rises rapidly as rehability 
approaches 100%. Hence, water managers usually deal with 
90%, 95%, and 99% levels of rehability as useful performance 
measures of the available quahty and quantity of water. 

The same is trae in mitigating other natural hazards, especial
ly in traditional approaches to drought mitigation, flood con
trol, and damage mitigation. Given some of the preliminary 
results of G C M experiments regarding potential changes in 
rainfall intensity and frequency (Gordon et a l . , 1992; Whetton 
et a l . , 1993), it appears that flood-related consequences of cli
mate change may be as serious and widely distributed as the 
adverse impacts of droughts. This should raise concems about 
dam safety and levee design criteria and spur reconsideration 
of flood plain management policies. The devastating floods of 
1993 in the upper Mississippi River basin have resulted in a 
U.S. Interagency Floodplain Management Review Committee 

report (1994) on just such policy issues, exemplifying tiie need 
for constant adaptation in the field of water resources manage
ment. Comparable adaptations are anticipated in the wake of 
the most recent European floods of January 1995. 

To alleviate human-induced droughts occurring at a regional 
scale as a consequence of inappropriate land-use practices, wise 
criteria for land use should be developed to minimize storm-
induced ranolï and, consequently, minimize erosion and nutri
ent loss and maximize interception and infilttation. Such strate
gies would maintain or enhance the recycling of moisture, 
which at a (sub)continental scale is necessary to sustain rainfall 
in the region. Most watershed management practices for erosion 
control and water harvesting do contiibute, albeit uitintentional-
ly, to the reestabhshment of moisture feedback to the atmos
phere and, consequentiy, to tiie recycling of moisture and rain
fall. In view of tiie vulnerability of regions presently affected by 
anthropogenic droughts and the dhe consequences of resulting 
desertification, this field of research merits full attention. 

The fu-st IPCC reports (1990a, 1990b) contain a discussion of 
the philosophy of adaptation and a list of adaptation options suit
ed to the range of water management problems tiiat are expect
ed under climate change. Based on a review of tiie most recent 
literature, no additional water management actions or sttategies 
unique to climate change have been proposed as additions to the 
hst, other than to note that many nations have pledged to imple
ment action plans for sustainable water resources management 
as part of tiiek obhgation toward Agenda 21. In that respect, the 
principles laid out in that document would serve as a useful 
guide for developmg a sttategy tiiat would enable nations, river 
basin authorities, and water utilities to prepare for and partially 
accommodate the uncertain hydrologie effects that might 
accompany global warming. The World Bank (1993) lays out a 
framework for water resources management that is expected to 
serve the needs of developmg nations well into the next cenhiry 
and to meet the objectives of Agenda 21. 

There are many possibihties for individual adaptation mea
sures or actions. An overview of water supply and demand 
management options is presented by Frederick (1994) as part 
of an attempt to develop approaches for dealing with increas
ing water scarcity. A long-term sttategy requires the formula
tion of a series of plausible development scenarios based on 
different combinations of population growth assumptions 
along with economic, social, and environmental objectives 
(Carter et a l . , 1994). After these scenarios are estabhshed, tak
ing into account the possibility of cUmate change, a set of 
altemative long-term sttategies for water management must be 
formulated that consists of different combinations of water 
management measures, poUcy instmments, or institutional 
changes, and is designed to best meet tiie objectives of a par
ticular growth and development scenario and its consequent 
C O 2 emissions rate. The range of response sttategies must be 
compared and appraised, each with different levels of service 
reliability, costs, and environmental and socioeconomic 
impacts. Some will be better suited to dealing with climate 
change uncertainty (i.e., more robust and resilient), and others 
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will focus on environmental sustainability. Some are likely to 
emphasize rehability of supply. The reality is that, after the 
appUcation of engineering design criteria to various alterna
tives, the selection of an "optimal" path is a decision based on 
social preferences and political realities. Engineering design 
criteria, Uowever, also evolve over time and are updated as new 
meteorological and hydrological records are extended and the 
performance of water management systems is tested under 
varying conditions. 

A l l major institutions that deal with water resources planning 
and management agree that future water management strate
gies should include various cost-effective combinations of the 
following management measures: 

• Direct measures to control water use and land use 
(regulatory, technological) 

• Indnect measures that affect behavior (incentives, taxes) 
• Institutional changes for improved management of 

resources 
• Improvement in the operation of water management 

systems 
• Direct measures that increase the availability of sup

ply (reservoirs, pipelines) 
• Measures that improve technology and the efficiency 

of water use. 

Different strategies apply to different circumstances. 
Watersheds that have little or no control over natural flows and 
are largely dependent on precipitation must implement a differ
ent set of water management strategies than river basins with a 
high degree of control in the form of reservoirs, canals, levees, 
and so forth. Similarly, rapidly urbanizing areas wiU require dif
ferent responses than agricultural regions. There is no standard 
prescribed approach. However, a rational management strategy 
undertaken to deal with the reasonably foreseeable needs of a 
region in the absence of climate change, according to the prin
ciples espoused in Agenda 21, also will serve to offset many of 
the possible adverse consequences of climate change. 

1 4 . 4 . 2 . I m p l i c a t i o n s f o r P l a n n i n g a n d D e s i g n 

The nature of contemporary water resources management is 
such that countless numbers of principal factors, economic cri
teria, and design standards are incorporated simply because 
of the complexity of integrated water management (e.g., 
hydropower, ecosystem support, water supply) and objectives 
(e.g., reliabUity, costs, safety). Some factors that are routinely 
assessed inherently represent design thresholds such as the min
imum instream flow required for maintaining an aquatic 
ecosystem or the "probable maximum flood" that is used for 
most dam-safety risk analyses. The accepted level of water sup
ply reliabUity of a system is a threshold as well, determined 
essentially by public preference, economics, and engineering 
analysis. Planning, by its nature, has inherent risks and develops 
altemative plans that are packages of complementary actions, 
project regulations, and management measures that reduce risks 

in different water-use sectors (with a variety of socioeconomic 
and envnonmental impacts and a range of benefits and costs). 

Engineering design is largely concemed with performance and 
rehability. Once a particular plan is selected, engineers ensure 
that each of the separate components functions as planned and 
that, collectively, the water management system performs reli
ably. This was true in Roman times (Frontinus, 98 AD) as weU 
as in contemporary times. Water resources systems are 
designed to perform reliably over most but not all of the range 
of anticipated hydrological variability. That rehability criterion 
is determined through a combination of risk, costs, benefits, 
environmental impacts, and societal preference. Hence, if cl i 
mate change alters the frequency, duration, and intensity of 
droughts and floods, new reliability criteria will evolve over 
time to adjust for the perceived changes in both availabihty and 
use—as will the corresponding types of adaptive behavior. 

It also is useful to think of hydrological or watershed response 
sensitivity to change measured in terms of physical effects. A 
complementary notion is the susceptibility of various water-
use sectors (e.g., hydropower, irtigation, recreation) to incre
mental changes of outputs (e.g., kilowatt-hours, revenues, vis
itors). Finally, the vulnerability to failure of a water manage
ment system itself—consisting of pipes, pumping stations, 
reservoirs, and delivery rates—also must be appraised in terms 
of reliability targets measured as changes in quality, quantity, 
and probability. To that end, water resources planners, hydrol-
ogists, and design engineers have developed a set of practices 
that explicitly address a range of hydrological, economic, and 
engineering risk and uncertainty factors and implicitiy encom
pass some notion of sensitivities and tiiresUolds. Fiering (1982) 
and Hashimoto et a i (1982a, 1982b) developed the concepts of 
robustness (sensitivity of design parameters and economic 
costs to variability); reliabUity (a measure of how often a sys
tem is likely to fail); resUiency (how quickly a system recovers 
from failure); vulnerability (the severity of the consequences of 
failure); and brittleness (the capacity of "optimal" solutions to 
accommodate an uncertain future). Many if not most of these 
concepts are analyzed as part of contemporary hydrological 
and water resources management decisions (Kundzewicz and 
Somlyody, 1993; Kaczmarek et a l . , 1995). Riebsame et a l . 
(1995) analyze the sensitivities and adaptabilities of five inter
national river basins in the context of the criteria discussed 
above. The results are presented in Table 14-4. 

T a b l e 1 4 - 4 : O v e r a l l b a s i n s e n s i t i v i t y a n d a d a p t a b i l i t y 
(Riebsame et a l . , 1 9 9 5 ) . 

НуагхЛофЫ Structural Structural Adaptive 
Ваяп Sendtivity Robustness Resiliency Capacity 

Umguay moderate high high high 
Mekong low low high low 
Indus moderate high moderate high 
Zambezi high low low low 
NUe high high low low 
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There is a growing tendency to devise management systems that 
complement supply development with demand management. 
Nonsfructural management measures are increasingly relied on 
to provide needed robustness without decreasing the overall reli
ability of a system. Hence, flood-control levees in the United 
States are now designed to provide varying levels of protection, 
whereas in the past there was a fixed level of flood protection 
based on a calculation of the "standard project flood." Today, a 
levee can be designed to offer protection against a flood with a 
2% chance of occurrence (a 50-year retum period) in conjunc
tion with a weU-organized flood waming and evacuation plan. 
For example, all 360 U.S. Corps of Engineers reservoirs have 
both drought contingency plans and flood waming and dam-
safety evacuation plans. However, it is important to remember 
that the combination of numerous design factors, operating 
mies, reservoir storage allocation decisions, flood forecasting 
and evacuation planrting, and drought contingency plaiming pro
vides a considerable degree of robustness, resiliency, and flexi-
bihty to contend with uncertainty and surprises. Coupled with 
demand management and institutional and regulatory changes 
that are needed to cope with anticipated changes in population 
and demands, water management systems of this scale, if prop
erly managed, offer a well-balanced sttategy for dealing with 
risk and uncertainty, including many of the impacts of climate 
change. The purpose is to reduce, if not minimize, the adverse 
social, economic, and environmental consequences of changes 
in water resources regardless of tiie agent of change (Stakhiv, 
1994), although the costs of adaptation to climate change could 
be substantial. Most important is the reahty that water resources 
management is an inherently continuous adaptive endeavor at 
many different levels and spatial scales. 

This is not to suggest that we can become complacent in our 
response to climate change. The challenges and barriers to imple
menting the water management principles of Agenda 21 are dif
ficuh enough to overcome. The water situation in the Middle East 
and North Africa is precarious and projected to deteriorate as a 
consequence of population growth and unplanned development. 
In sub-Saharan Africa (World Bank, 1994), the water situation is 
expected to worsen due to desert encroachment and drying up of 
water sources as a result of increased deforestation. Droughts, 
desertification, and water shortages are a permanent feature of 
daily life m those countiies. The hst of nations with water supply 
problems wiU expand witii the accelerated pace of urbanization. 
By the year 2030, urban populations wiU be twice the size of rural 
populations. By 2000, there wiU be 21 cities in the world with 
more than 10 million inhabitants, 17 of which wiU be in devel
oping countries. It is expected tiiat tiie population without safe 
drinking water will increase from 1 billion people m 1990 to 2.4 
billion by 2030, assuming a "business-as-usual" scenario. 
Similarly, population witiiout adequate sanitation will grow from 
1.7 bilhon to 3.2 billion by tiie year 2030 (World Bank, 1992). 
Addressmg these issues would make it easier to cope witii the 
impacts of climate change when and if they become significant 
(IPCC, 1992; Goklany, 1992). 

On the other hand, tiie picture may not be as bleak as it appears, 
in the sense that it is easier and more efficient to organize a 

water supply, treatment, and delivery system for urban areas 
with concentrated populations. Also, demands can be more 
easily managed to promote water-use efficiency. Although 
municipal and industrial water use wil l grow, per capita use is 
likely to decrease and the quality of drinking water will 
increase with centralized treatment. Many future urban water 
demands are likely to compete with the irrigated agricultural 
sector—which uses about 88% of all water withdrawn in 
Africa, 86% of all water withdrawn in Asia, and 87% of all 
water withdrawn in the arid Middle East and North Africa 
(World Bank, 1994). New sources of supply wiU have to be 
developed, but existing water use wil l have to be more effec
tively managed and efficiently used. 

The reality is that increasing water demands will intensify 
competition for scarce water and further concentrate water use 
in urban centers. During the next 30 years, these real and com
plex needs will preoccupy water managers. Water management 
planning will address these needs, which precede the climate-
change signal and thereby serve as a d e f a c t o adaptation mech
anism. Climate change, in its many manifestations, is likely to 
be a perturbation on what are already difficult and complicated 
water management problems. Existing drainage systems, 
water-control stmctures, and conveyance and distribution sys
tems typically are designed on the basis of design floods or 
droughts of different retum periods and/or annual exceedance 
probabilities, which are derived from past failures and associ
ated perceived degrees of tolerable risk and economic costs. 
Because there is a significant tumover in water management 
infrastmcture, with considerable maintenance and major reha-
bihtation occurting in most countries about every 30 years, it 
can be expected that the operating capacity of such stractures 
can be made to conform to evolving changes in climate. 
Analytical tools are available to provide the necessary degree 
of confidence in the design and operation of such systems in a 
reliable manner. 

1 4 . 4 . 3 . I m p a c t o n F l o o d R i s k a n d M a n a g e m e n t 

Although the potential impact of global warming on the occur
rence of flood disasters has been alluded to frequentiy in pop
ular accounts of global warming, there have been very few 
studies addressing the issue explicitly. This is largely because 
it is difficult to define credible scenarios for changes in flood-
producing climatic events (Beran and Amell , 1995). Chapter 
10 outlines the potential effects of global warming on riverine 
floods, and Chapter 9 reviews the effects of a rise in sea level 
and changes in storms on coastal flooding. This section con
siders the implications of changes in flood occurrence for flood 
risk and management. There are four major implications: a 
change in flood loss, a change in flood risk and the standard of 
service curtentiy provided by flood management and protec
tion schemes, a change in the cost of protecting against floods, 
and impacts on public and private financial institutions. 

The effect of a change in the frequency of floods on flood loss
es has to be set against many other factors, including population 
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growth, economic development, and expansion onto flood 
plains. These factors have large impacts, making it diflicult to 
detect climate-related change on flood loss statistics. 

It might be easier, however, to detect a change in the stan
dard of service provided by existing flood management 
schemes. Flood protection works and flood plain land-use 
plans usually are based on either a risk analysis to determine 
the most cost-effective level of protection (balancing costs 
against benefits) or on some legislative or institutional 
guideline for standard of service. Urban-flood-protection 
works, for example, typically provide protection against 
floods with a return period of up to 100 years. A change in 
flood frequency characteristics can have a very significant 
effect on flood risk and hence standards of service: A small 
change in flood magnitudes can have a very large effect on 
the risk of a particular critical value being exceeded. Beran 
and Arnell (1995) have shown that, assuming statistical 
properties similar to those of British rivers, a 10% increase 
in the mean—with no change in the year-to-year variability 
of floods—would result in a current 10-year flood occurring 
on average once every 7 years. 

Increased flood frequencies probably would lead to increased 
expenditures on flood management. Most directly, the costs of 
providing or improving structural flood defenses would 
increase; indirect costs to society also may be incurred if larg
er areas of potentially productive floodplain land are excluded 
from development by flood plain zoning policies. However, 
there have been no quantitative studies of the costs of main
taining flood protection in the face of global warming. 

Finally, an increase in flood losses may place significant strains 
on public finances, i f damages are covered by public funds, or 
on the insurance industry. The amount of aid provided varies 
from country to country, as does the amount of coverage pro
vided by the insurance industry. At the global scale, the inter
national insurance and reinsurance industry may be seriously 
threatened by the occurrence of a few large, closely spaced 
storm events. 

The Mississippi floods of 1993 and the European floods of 
1994/1995 triggered major reviews of flood management poli
cies. It is unlikely that flood management in the 21st century 
will be sinülar to flood management in the 20th century; there 
will probably be an increasing emphasis on adopting nonstruc
tural measures and coping with uncertainty in risk assessments. 
The future effects of global warming on flood risk and flood 
management therefore must be seen against this changing insti
tutional and technical background. 

14.5. Research Needs 

Uncertainties and analytical difficulties confront attempts to 
quantitatively analyze the direct effects of global warming on 
water resources demands. Considerable research investment is 
required in order to improve prediction and adaptive responses 

in the face of these uncertainties and methodological problems, 
including: 

• Uncertainties in GCMs and lack of regional specifica
tion of locations where consequences will occur 

• The absence of mformation on future cUmate variabiUty 
• Uncertainties in estimating changes in basin water 

budgets due to changes in vegetation and atmospher
ic and other conditions likely to exist in the future 

• Uncertahities m die ftiture demands of each water sector 
• Uncertainties in the socioeconomic and envnomnen-

tal impacts of response measures 
• Water management criteria under a potential nonsta-

tionary cUmate 
• Lmkage of water and agricultijral sectors tiirough detailed 

study of the hnpact of chmate change on irrigation 
» The impact of land-use and land-cover changes on 

water management 
• The role and impact on groundwater management and 

conjunctive use. 

It is doubtful whether some of these uncertainties can be com
pletely eliminated, and, as with anytiiing in the future, unfore
seen elements will arise. 
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EXECUTIVE SUMMARY 

The fundamental question on which this chapter focuses 
involves forest resource availability and resource consumption: 
Wil l the resources from future forests be adequate to meet 
future needs? Although all forest amenities are of interest, this 
chapter concentrates primarily upon those for which data are 
most available, reliable, and measurable: wood and wood prod
ucts. A l l of the conclusions depend upon uncertain climate 
model simulations (resource availability), uncertainty in adap
tive changes in forest product use, and uncertain regional 
human population growth scenarios (resource consumption). 
Assuming all of these variables change as projected by their 
respective scenarios, the following forest resource responses 
are likely (note that none of the conclusions sununarized below 
were considered in the 1990-1992 IPCC Assessments): 

• Tropical land use will be much more important than 
change in climate and atmospheric chemistry in 
affecting forest product availability there, at least until 
the middle of the next century (High Confidence). 
Growing stock in the tropics is projected to decline by 
about half from anthropogenic deforestation, while 
consumption is predicted to expand because of a 
threefold increase of population. The projected stand
ing stock decline appears even after calculation of 
concomitant changes in climate and atmospheric 
chemistry, which could increase both productivity and 
the areas where tropical forests can potentially grow. 

• Under these cncumstances, tropical forests of densely 
populated countries in Africa and Asia would be most 
vulnerable to loss (High Confidence). These areas 
contain rapidly expanding human populations and 
concomitant increasing needs for forest products, 
especially but not entirely for fuelwood. Fuelwood 
consumption is expected to increase throughout the 
55-year study period (High Confidence). 

• Temperate-zone wood requkements are likely to con
tinue being met for at least the next century (Medium 
Confidence). This conclusion is based on assumed ch
mate and land use changes that leave temperate forest 
covering about as much land by tiie year 2050 as today. 
Also, current harvests from plantations and wildland 
forests are expected to increase only marginally. 
Additionally, annual growth increments are assumed to 
remain constant tiirough 2050. Finally, an mcreasing 
proportion of requkements for wood is expected to be 
met by imports from outside the temperate zone. 

• Future wood availability in boreal regions is uncertain 
at best, based on curtent data, scenarios, and models 
(High Confidence). Future production is expected to 

be controlled by increases in climate-induced irregu
lar and large-scale mortality events, which cannot be 
simulated or predicted with curtent models. These 
could generate considerable surplus wood from sal
vage fellings, but would severely decrease standing 
stocks over the long term. In addition, current and 
future harvests in boreal forests are expected to be 
largely determined by needs outside the zone. The 
models underlying future projections contain no con
sideration of these forest economic or trade processes 
or their implications, a particularly critical omission 
in boreal regions. Therefore, the available information 
does not support realistic analysis of future boreal for
est product demand. 

• Total global wood consumption will exceed tiie avail
ability expected by the year 2050 (Medium Confidence). 
Analysis of increasing human populations, with the 
assumption of constant per capita wood use, suggests 
tiiat the annual need for timber will exceed the current 
2% annual growth increment before tiie year 2050. 
Although we assume that the annual increment will 
remain constant, it could increase slightiy from warming 
and enhanced atinospheric CO2 concenttations, or it 
could decrease greatly from growth declines and mortal
ity brought on by clhnate change. 

• Future temperate and possibly tropical zone require
ments for boreal forest products may resuh in serious 
shortfalls of boreal industrial roundwood during the 
21st century based on the analysis of temperate and 
tropical zone forest standing stocks and requirements 
(High Confidence). 

• The livelihood of indigenous tropical peoples will be 
adversely affected if climate and land-use change 
induce forest losses (High Confidence). These peoples 
depend on a large diversity of forest products that are 
expected to undergo declines in biodiversity and forest 
regeneration due to climate change and may be subject 
to forest degradation apart from land conversion. 

• Options for adapting to and ameliorating potential 
global timber supply shortages in the future include 
the following actions: In the tropics, the greatest 
progress may be achieved by reducing social pressures 
driving land conversion (e.g., by increasmg crop and 
hvestock productivity on curtent agricultural lands) 
and by development of large tree plantations (High 
Confidence). In temperate areas, use of modern 
forestiy practices to reduce harvest impacts on ecosys
tems, combined with substitution of nontimber prod
ucts for forest products, could reduce climate impacts 



significantly (Medium Confidence). In boreal regions, 
the most useful focus may be on adapting to potential 
climate-induced large-scale disturbances, such as by 
rapid reforestation of disturbed areas with warmth-
adapted seed provenances (Medium Confidence). 
Research needed to conduct a more accurate assess
ment of cUmate change impacts on future forest prod
uct availability includes (1) obtaining new data need
ed to demonstrate and quantify direct effects of 
atmospheric COj on ecosystem productivity and tree 

growth (High Confidence), and (2) uniform reporting 
and assembly of national forest inventory data sets 
(High Confidence). New mathematical models wiU be 
needed especially to (a) simulate transient (lagged) 
responses of forests to rapid cUmate change, (b) inte
grate relationships among cUmate changes, ecological 
responses, and economic forces and responses, and 
(c) simulate regional cUmate changes and their effects 
(High Confidence). 
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15.1. Introduction 

This chapter examines the changes induced in human-valued 
properties and products of forests (primarily wood and wood 
products) by potential shifts in vigor, productivity, and geo
graphic distribution of tree species populations and of forest 
ecosystems. These shifts are expected to arise from global 
changes in climate and atmospheric chemistry. In addition, this 
chapter examines the roles of other forces—particularly of land 
use, which may modify or mask effects of changing climate 
and atmospheric chemistry. The changing commodities and 
amenities derived from forests are a tertiary response to the ini
tial forcing caused by increased atmospheric concentrations of 
greenhouse gases. As such, the commodities cannot be esti
mated rehably until accurate forecasts are made of the inter
mediate processes and outcomes (cUmate, atmospheric chem
istry, and resulting forest density and growth pattems). On the 
other hand, we can and do assess the socioeconomic responses 
to quantitative estimates of changing cUmate, land use, and for
est ecosystem responses that are expected to arise from current 
practices and processes and from potential future ones. 

This chapter focuses on the fundamental question of forest 
resource availability and resource needs: Given that the avail
ability of growing stocks and related amenities from today's 
forests are adequate to meet today's needs under today's cli
mate, will the availability from future forests be adequate to 
meet future needs under predicted future climates? The analy
sis avoids the more complex issues of economic responses to 
changes in potential growing stocks (as expected in decreas
ing prices because of enhanced harvests from use of new tech
nologies, increasing prices from decreasing supplies, and 
changing prices from product substitution resulting from 
increasing prices). It concentrates instead on estimating the 
quantity of growing stock to which economics must be applied 
and the size of the population needing forest products. 

Chapter 1 of this volume evaluates forest geographical, eco
logical, and productivity responses to changing climate and 
atmospheric chemistry. Chapter 24 of this volume examines 
the need for and effects of actions taken to mitigate increas
ing atmospheric COj concentrations. These include forests 
subjected to unplanned and nonsustainable forest manage
ment practices. A third related chapter in the Scientific 
Assessment (Chapter 9, T e r r e s t r i a l B i o t i c Responses t o 
E n v i r o n m e n t a l C h a n g e a n d Feedbacks t o C l i m a t e , of the 
IPCC Working Group I volume) defines expected changes in 
global carbon cycling from shifts in forest geography and 
productivity under future changes in climate and atmospher
ic chemistry. 

This chapter encompasses wood and wood products and 
amenities from all forests, whether or not they can be used by 
humans. Although aU forest amenities are of interest, the chap
ter concentrates primarily upon those for which data are most 
available and reliable: wood products [roundwood (i.e., that 
portion of wood and bark removed from forests), industrial 
roundwood (i.e., that portion of roundwood to be processed 

further), and fuelwood and charcoal (i.e., that portion of round-
wood to be consumed for cooking, heating, and so on)]. 

The term "availability" of roundwood is used throughout this 
report, rather than the economicaUy significant term "supply." 
Roundwood availability (as distinguished from supply or pro
duction) depends on the amount of growing stock and on annu
al growth increments. These are determined by chmate, soils, 
management, and forested area. Only a fraction of growing 
stocks is normaUy considered as commercial forest, and only a 
fraction of commercial forest is available for harvest (supply). 
Even if harvested wood equalled growing stock—say, by appli
cation of advanced technologies—wood products can only be 
harvested up to the amount of avaUable growing stock. Hence, 
growing stock is a more conservative estimator of the funda
mental limit to harvests than is some smaUer quantity, such as 
sustainable harvest level (see Section 15.5.2). 

In the current assessment, we assume that even intensive man
agement will not increase potential harvests beyond the maxi
mum potential natural growing stock. Although the assumption 
is probably safe, the role of management in increasing future 
forest biomass (= growing stocks) is examined in detail by 
Brown et a l . in Chapter 24. They conclude that during tiie next 
55 years, about 20 Gt (Table 24-4) could be added by foresta-
tion to the approximately 1000 Gt (Table 24-1) already present 
in above- and belowground biomass stocks of forests. This 
potential 2% contiibution by management may not be realized 
within the realities of Umited forest management budgets. 

In contrast to variables controlling growing stocks, harvests 
from forests wUl depend on the technology avaüable to harvest 
and market roundwood, and demand for the resulting wood 
products (and hence, price of the products), as weU as the 
amount of growing stock itself Demand for wood products 
("need" and "consumption" are noneconomic terms used in 
this report in place of "demand") and related amenities wil l 
change with shifts in size and geographic distribution of popu
lation, with technological and financial prosperity of end users, 
with price of the products, with availabUity of altemative prod
ucts, and so on. Assessment of these variables is beyond the 
scope of the current chapter, although they could be profitably 
examined in the next IPCC assessment report. Here, we 
assume that per capita consumption remains constant and that 
population size increases as in the IS92A population projection 
(IPCC, 1992). In developed countries (e.g., Australia), per 
capita consumption actually declined during the last decade 
(FAO, 1992) and could do so in other countries in the future. 

1 5 . 1 . 1 . 1 9 9 0 I P C C F o r e s t r y Assessment Results 

The 1990 IPCC assessment of forestry (IPCC, 1990a) was con
fined to managed forests—difficult entities to assess because 
forest areas or volumes are rarely measured as "managed" or 
"unmanaged," and when they are so divided, the definitions of 
"managed" vary widely. As a consequence, the 1990 assess
ment contained few quantitative conclusions. However, it did 
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define uncertainties and issues of importance. In particular, it 
suggested that forest plantations are probably much more vul
nerable to environmental change than are mixed-species and 
mixed-age stands. The latter contain species and developmen
tal stages that may be less vulnerable to chronic climate change 
at any given point in time or space, whereas the former are eas
ier for forest pests to invade. 

The assessment recommended that impact analysis focus upon 
transitional climate and forest responses that may be with us 
for several decades, rather than on a single future long-term 
"equilibrium" climate. Finally, it recommended that "in the 
face of great uncertainties about rates and magnitudes of cli
matic changes, forest responses to potential climate change, 
and socioeconomic repercussions of climate-induced forest 
changes, it is prudent to prepare for severe undesirable impacts 
to ensure that viable and flexible options are implemented to 
maintain sustainable forest ecosystems." The results of our 
report are consonant with these two fundamental recommenda
tions. However, unlike earlier efforts, our assessment was 
developed to go a step further in documenting the level of pre
dictability in future forest production and consumption as con
strained by projected changes in climate and land use. 

1 5 . 1 . 2 . 1 9 9 5 I P C C Forestry Assessment Strategy 

The curtent chapter approaches the assessment fnst by quanti
fying present and future roundwood availabiUty and potential 
consumption as accurately as possible with available data and 
models (Section 15.2). Then the validity of these estimates is 
assessed, first for tiie globe as a whole (Section 15.2), then 
within tropical, temperate, and boreal forest regions (Sections 
15.3,15.4, and 15.5). Both validity assessments are based upon 
less quantifiable but relevant estimators of timber availability 
and consumption that are not included in the models. These 
analyses generate definitions of certainties, uncertainties, and 
unknowns regarding future availability of and needs for timber. 
Adaptation measures to reduce effects of specific changes are 
then discussed (Section 15.6). Last, monitoring and modeling 
products needed to resolve identified uncertainties and 
unknowns in future IPCC forest product assessments are pre
sented (Section 15.7). 

15.2. Present and Future Global Forests 

Kirschbaum et a l . (see Chapter 1) describe the distribution and 
characteristics of natural forests and discuss the expected 
responses by forest ecosystems to changing atmospheric 
chemistry and climate. In Chapter 24, Brown et a l . examine 
the potential gain in forest area and density that forest man
agement potentially can provide. In addition, we examine the 
possibihty that forestry and forest management, and several 
other kinds of land use, may be as important or more impor
tant than climate in determining the future spatial and tempo
ral distribution of forests. The interactions of these climatic 
and management changes wil l generate impacts that are not 

necessarily intuitively obvious. Therefore, to be useful, the 
assessment must at least quantify the changes in wood prod
ucts should current conditions of change continue unabated 
(business as usual). 

1 5 . 2 . 1 . Present Characteristics of Forests 

GlobaUy, forests in 1990 covered one-fourth to one-thnd of the 
earth's land surface (34 million km^, FAO, 1993a; 41 million 
km2, Dixon et a l . , 1994; see Chapter 1 for a detailed descrip
tion). Although the great majority of these forests can be con
sidered as managed to some degree, only about 4% of forests 
consist of intensively managed plantations (1.35 milhon km^, 
Kanowski et a i , 1990; 1.12 million km^, Dixon, et a l . , 1994). 
WRI (1994) cites a doubhng of forest plantations during the 
decade from 1980 to 1990, with three-fourths of all plantations 
being in Asia. The plantations may produce a disproportionate 
amount of forest products. About 30% of industrial timber pro
duction (industrial roundwood, i.e., non-fuelwood raw logs) in 
Latin America, for example, may have originated on plantations 
(McGaughey and Gregerson, 1982). Brown et a l . (Chapter 24) 
point out that about 11% of tiie world's forests undergo active 
management; tiiis includes 20% of mid-latitude and 17% of 
high-latitude forests but only about 4% of low-latitude forests. 

FAO estimates that globally, forest products were worth about 
$418 billion in 1991; this amounted to 4% of the gross domestic 
product (GDP) of developing countries and 1% of the GDP in 
developed countries (FAO, 1993a). Although most forest prod
ucts were consumed locally, total annual exports of logs and 
wood products between 1986 and 1988 were esthnated at $68 
billion, of which $10 billion was earned by developing countries 
(Sharma et a l , 1992). Many developing (tropical) counhies rely 
heavily on tiien forest resources for obtaining capital. For exam
ple, 1991 forest product exports from Cambodia represented 
43% of all trade; from the Congo, 16%; and from Indonesia, 
12% (FAO, 1993a). 

1 5 . 2 . 2 . Projecting F u t u r e Forest Characteristics 

Numerical projections of forest area and growing stocks require 
us to combine a spatially explicit mathematical model of forest 
response to climate and land use with a quantitative scenario of 
clunate and land-use change. Few vegetation models are avail
able from which to choose. There curtently are no forest response 
models tiiat smiulate the processes conttoUing the change of for
est productivity or geography over time ("transienf ' models), and 
that are globally comprehensive (see Chapter 9, T e r r e s t r i a l 
B i o t i c Responses t o E n v i r o n m e n t a l C h a n g e a n d Feedbacks t o 
C l i m a t e , of the IPCC Working Group I volume). 

Static responses of forests—those that would be expected at 
some time following cessation of dnectional envnonmental 
change (Prentice and Solomon, 1991)—can be projected by 
several available models. Their fundamental flaw is that 
dynamic equilibrium of forests cannot be expected for centuries 
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Box 15-1. Use of Static Models to Estimate Future Forest Production 

The appUcation of the B I O M E or I M A G E model (Tables 15-1 through 15-4) or other static vegetation models (see 
Chapter 1 of this volume, and Chapter 9, T e r r e s t r i a l B i o t i c Responses t o E n v i r o n m e n t a l C h a n g e a n d Feedbacks t o 
C l i m a t e , of the IPCC Working Group I volume) to estimate potential forest changes under different but stable modeled 
climate omits potential variables that could be critical to future forest distributions and productivity. The following weak
nesses are most important: 

• There is no indication that a stable climate will appear in the foreseeable future. Indeed, the global change prob
lem to be assessed involves rapidly changing climate, not stable climate, during the next 50 to 100 years. The 
static models do not simulate impacts of rapid chmate change on slowly responding forests, and curtent efforts 
aimed at parameterizations of the process will beg the question. 

• Static models do not shnulate tree mortality. In a warmer and potentially drier world, the geography of forest 
ecosystems is expected to shift, as it has many times during climate changes of die past (e.g., Huntley and Webb, 
1989). This may be detected initially as negative or positive changes in seedling survival, growth and productivity 
of estabhshed trees, and eventually by forest decline as the enviromnental variables exceed species tolerances. 
Such forest decline is likely to be amphfied by increases in tree mortality events (dieback), disease and insect out
breaks, fu-e, and damage associated with extremes in weather, none of which are simulated by the static models. 

• Static models assume that trees instantaneously occupy new, climatically suitable areas. However, current pro
jections of climate change appear to be too rapid to allow population geography to adjust: If the Holocene tree 
species migration rate of 0.2-0.4 km/yr (Davis, 1976, 1983; Huntley and Webb, 1989, suggest 0.1 to 1 km/yr 
based on examination of extant paleoecological data) records maximum tree migration rates, trees may be 
unable to attain the 4-6 km/yr rate of climate change expected (Solomon et a l . , 1984). As a resuh, large areas of 
low productivity or degraded forest (forest lacking a full complement of growing stock and tree species, con
sisting instead of slowly growing and dying trees made ecologically inappropriate by climate change) could be 
present for centuries. 

• Static models assume that new forested areas instantaneously grow to maturity and can be harvested. Thirty to 
50 years or more of relatively stable climate are required to reach a harvestable condition of most species once 
the tree is established. Therefore, most of the new areas capable of supporting forests may consist of young, 
immature trees. Establishment of these trees under the expected regeneration-unfriendly conditions is potential
ly an even more serious problem. 

• Static models do not account for differences in short- and long-term forest productivity. However, a forest in 
dechne in the short run (50-70 years) will increase the available wood supply. If there are large areas of dead or 
dying trees, much of this wood probably will be harvested or salvaged. In the long run (>75 years), however, 
roundwood availability could decrease because of the immaturity of new species populations. 

• Static models assume that the soil conditions wil l be suitable for new tree invasions. However, in boreal 
regions, permafrost and excess surface water dominate many landscapes, prohibiting uptake of nitrates. Recent 
glaciation at high latitudes has endowed large areas with thin soils or bare rock. In many tropical areas, prior 
intensive agriculture has so depleted the soil of phosphorus that tree growth is exceedingly slow. These soil fea
tures could form major barriers to inrnnigration and growth even at the slow rates projected by models, making 
it unlikely that the forest tree populations will be able to migrate at their measured rate of 0.2-0.4 km/yr or 
reach maturity at their natural rate of 20 to 50 years. 

(e.g., Solomon, 1986; Bugmann, 1994), following an environ
mental equilibrium which itself is not likely in the foreseeable 
future (see Box 15-1). 

Although the static models cannot be used to identify what 
vegetation units wi l l replace current ecosystems, the models 
can define which ecosystems wil l be inappropriate for the 
new climates and hence are vulnerable to climate change 
(e.g., Solomon and Leemans, 1990; Chapter 1). This requires 
only the very simple and robust assumption that climatic l im
its to forest growth implied by curtent geography wil l operate 
similarly in the future as well. Even this simple assumption 
may not be entirely correct because of potential changes in 

climate response pattems of plants induced by increased 
atmospheric CO2. 

One static model (BIOME 1.1, hereafter BIOME; Prentice et 
a l , 1992,1993) was conceived specifically for assessing 
geographically distributed responses of vegetation types to 
expected climate changes. B I O M E is unlike other static mod
els in that it is based on specific physiological responses of 
plants to climate. These responses define a set of plant func
tional types (PFTs). Each PET is characterized by a minimal 
(and different) set of known climate thresholds (minimum 
winter temperatures, summer warmth, évapotranspiration). 
B I O M E was modified to include climate-dictated potential 
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agricultural land use as a plant functional type (Cramer and 
Solomon, 1993). 

BIOME cannot be used to assess interactions among forestry, 
land use, and climate change. However, the BIOME vegetation 
classification has been incorporated into a model of interacting 
population (including associated natural resource utilization), 
land use, vegetation, and climate ( IMAGE 2.0, hereafter 
I M A G E ; Alcamo, 1994). Land use (agriculture) is modeled as a 
function of food demand by populations that vary in density 
over time, and in resource demand from one region to another. 
Land use is ftirther modeled as constrained by climate and soils. 

I M A G E has been used to project die implications of these pop
ulation-land use-cUmate interactions on the geography of forests 
(Zuidema et a l , 1994; Leemans arid van den Bom, 1994). The 
I M A G E projections generate an annual climate change from 
greenhouse gas concentrations; by tiie year 2050, this produces 
a chmate essentially indistinguishable in its forest effects from 
tiiose produced by the IS 1992a future scenario (IPCC, 1992). 
However, I M A G E has been applied without feedbacks between 
changed climate and changed wildland vegetation (i.e., BIOME-
dictated wildland vegetation does not respond to climate 
change). Therefore, its effectiveness is reduced where land use is 
unimportant. Hence, we projected global wood product avail
ability into the future with both BIOME vegetation responses 
from Solomon et a l . (1993) and I M A G E land cover change sce
narios from Zuidema et a l . (1994). 

1 5 . 2 . 3 . Projecting F u t u r e A v a i l a b i l i t y of Forest Products 

The forest area of ecosystems projected by B I O M E for the pre
sent and for the year at which climate reflects a doubhng of 
greenhouse gases (GHGs) is shown in Figures 1-5 and 1-8 (see 
Chapter 1) and is presented in Table 15-1. Note that estimated 
present forested areas (Dixon et a i , 1994) and modeled present 

T a b l e 1 5 - 1 : T r o p i c a l , t e m p e r a t e , b o r e a l , a n d g l o b a l f o r e s t e d 
areas i n 1(P km^ u n d e r different f u t u r e c l i m a t e s c e n a r i o s , a t 
t h e y e a r of a d o u b l i n g of a t m o s p h e r i c CO2, a n d p e r c e n t a g e 
differences between c u r r e n t a n d f u t u r e c l i m a t e s — p r o j e c t e d by 
t h e B I O M E 1.0 m o d e l 

PresentArea GFDL GISS OSU UKMO 
Estl Modeled^ Area Area Area Area 

Tropical 
Forests 17.6 36.8 40.6 42.9 41.3 41.4 

Temperate 
Forests 10.4 10.6 15.7 15.7 13.3 16.1 

Boreal 
Forests 13.7 16.7 8.4 II.5 13;5 9.1 

A l l Global 
Forests 41.7 64.1 64.7 70.1 68.1 66.6 

iprom Dixon ei aZ., 1994. 
2From Solomon et a l , 1993. 

Table 1 5 - 2 : Tropical t e m p e r a t e , b o r e a l a n d t o t a l g l o b a l f o r e s t e d 
areas i n 10^ km^ u n d e r a s i n g l e , self-generated j u t u r e c l i m a t e 
a n d l a n d - u s e s c e n a r i o , a t different y e a r s , p r o j e c t e d by t h e 
I M A G E 2.0 m o d e l (from d a t a of Z u i d e m a et a l , 1 9 9 4 ) . 

Area of Forest at Year 
1990 2000 2020 2050 

Tropical Forests 27.6 25.0 21.0 14.4 
Temperate Forests 5.4 4.1 4.9 5.3 
Boreal Forests 13.8 14.3 15.2 15.3 

A l l Global Forests 46.8 43.4 41.1 35.0 

forested areas (Solomon et a l , 1993) are similar except for a 
serious discrepancy in the tropics. There, the differences are in 
both definition (each defines "forest" differentiy) and in model 
capability (BIOME is less accurate at distinguishing between 
tropical forest and tropical savanna; Prentice et a l , 1992). 

The major pattem to emerge from comparison of all four cli
mate scenarios with modeled present area is a moderate 
increase in area occupied by tropical forests, a strong increase 
in area occupied by mid-latitude temperate forests, and a simi
larly severe decline in area occupied by boreal forests. The 
simulated increase of temperate forest area is almost entirely at 
the expense of boreal forest area, which is reduced by a lack of 
very high latitude area to occupy, by loss of area to invading 
temperate forests at lower latitudes, and by the expansion of 
agriculture into areas now possessing too short a growing sea
son to allow agriculture. 

Table 15-2 presents forested areas in tropical, temperate, and 
boreal zones projected by M A G E at 1990 and at 2000,2020, and 
2050. The singular climate scenario is generated within IMAGE, 
based on annual increments of GHGs generated by modeled 
energy use, land use fluxes, ocean uptake of CO2, and so on. 

The areas of tropical, temperate, and boreal forests estimated 
for the present by the two models differ substantially. B I O M E 
initially estimates that 37% more land is in forests than does 
I M A G E . The differences appear to arise from a much larger 
agricultural area calculated in I M A G E than in BIOME. It 
seems likely that B I O M E results are less accurate in temper
ate and tropical areas because I M A G E agricultural area of 
1990 is very similar to that measured in FAO statistics 
(Zuidema et a l , 1994), and the current forested area of 
I M A G E is much closer to that estimated by Dixon et a l . 
(1994; see Table 15-1). As one would therefore expect, the 
greatest difference in 1990 zonal composition between 
B I O M E and I M A G E areal projections is in temperate regions 
(16.5% vs. 11.6% of forests, respectively) where the greatest 
density of agricultural land use is found, followed by boreal 
regions (26.1% vs. 29.6% of forests, respectively) where the 
lowest density of agricultural land is found. Even if land use 
were simulated similarly in both models, one would expect the 
proportions of land in each zone to differ because I M A G E 
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defines Ше current zones based on national boundaries as well 
as on the climatic criteria used by BIOME. 

The area and geographic dishibution of forest changes projected 
by I M A G E at the year 2050 (Table 15-2) are in shaiç contrast to 
those generated by BIOME at a doubling of GHGs (a point that 
might be reached by the year 2050; Manabe and Wetherald, 
1993). Where BIOME indicates a total global increase in forest
ed area from 1 to 9%, I M A G E calculates a decline of 25%. The 
large increase in temperate forest area in BIOME simulations 
becomes a slight decline in IMAGE. Both models project forest 
gains in temperate regions of North and Souüi America and 
Europe, but in IMAGE, much land is lost to increased agriculture 
in Asian temperate regions. A decreasing demand for agricultural 
land in the developed countries of temperate regions results from 
slow population growth in Europe and North America and the 
projection into the future of increases in agricultural efficiency 
encountered during the past few decades (Zuidema et a l , 1994). 

The conttast between I M A G E and B I O M E projections for the 
future is greatest in the ttopics. Tropical Africa and Asia, where 
human population growth is greatest, are simulated by I M A G E 
as losing large amounts of tropical forests and woodlands 
(Table 15-2). Moderate increases in tropical forests projected 
by BIOME (Table 15-1) disappear when the need for agricul
tural land is factored into the calculation, as h is in I M A G E . 

Differences in projected boreal forest area are also great. The 
BIOME losses of 20-50% (Table 15-1) become increases of 
10% in boreal forest land (Table 15-2) by I M A G E . BIOME 
assumes that 50% of the area in which climate permits agricul
ture will be farmed and that chmate changes redistribute mature 
biomes on the remaining land. I M A G E assumes that declining 
agricultural demand wiU allow regrowth of climatically appro
priate forests on abandoned farmland but that forests will not be 
redistributed on undisturbed lands regardless of new chmate 
conditions. This has the effect of eliminating instant forest 
migration/maturation on lands undisturbed by intensive land 
use—which are the vast majority of lands in boreal regions, 
much less in temperate regions, and the minority of lands in 
many tropical regions. This assumption should be more correct 
than the assumption of instantaneous migration during the sim
ulated 60 year period (see Box 15-1). Few tree populations in 
the past 10,000 years have requked less than a century to 
migrate latitudinally across even one of the 55 km pixels simu
lated by both BIOME and I M A G E (Davis, 1976,1983; Huntley 
and Webb, 1989; Huntley, 1990). Fewer stiU can be expected to 
form mature, dense populations and forest ecosystems in new 
locations during that same 55 years. 

The land cover and use changes projected by I M A G E appear 
far more important during this transition period of 60 years 
than do the effects of concurrent climate change in BIOME. 
This reflects in part the weak response to climate that I M A G E 
generates and its assumption that a significant amelioration of 
climate impacts will result from strong effects of carbon fertil
ization, water use efficiency, and other feedbacks (Zuidema et 
a l , 1994). This assumption is not included in BIOME. 

Although there is no definitive evidence that this effect occurs 
in forest ecosystems, even the greatest benefits claimed for the 
effect may not be significant (Chapter 1). 

Instead, land use must be the most important agent of change 
in any vegetation replacement scheme based on the relation
ship between the large magnitude of curtent global vegetation 
replacement induced by the current population and the dou
bling of human population every 3 5 ^ 0 years. We know of no 
processes (technological or natural) that have been quantified 
(i.e., that can be included in a simulation) that would amelio
rate this enormous impact. Using "back of the envelope" cal
culations, Sharma et a l (1992) conclude that population pres
sures could reduce forest area 30% by 2025, a value similar to 
the 24% decline by 2020 estimated by I M A G E (Table 15-2). 
No other published research of which we are aware takes this 
land use impact into account in projecting future characteristics 
of the global terrestrial biosphere. 

In sum, without accounting for human demographics and agri
cultural land use, climate change alone would be responsible 
for an increase of 1-9% in land suitable for forests, with the 
largest gains in temperate regions. Projections that simulate 
future human needs for agricultural land but lack significant 
impacts of concomitant chmate change generate a dechne of 
25% in forest area by the year 2050, with the greatest losses in 
the tropics. Because vegetation presence or absence within the 
envelope of appropriate future climate will be determined by 
land use at that time, it is the land use projections that must be 
given the most serious consideration. 

The I M A G E projections of forest area have been used to esti
mate the potential supplies of forest products (from growing 
stock volume) by assuming that the ratio of forest area to grow
ing stock today will also apply in the future (Table 15-3). We 
emphasize that the inaccuracies induced by the transient 
processes discussed in Box 15-1, and those detailed in the fol
lowing paragraphs, are likely to change this ratio in the future. 
It is impossible to estimate, however, whether growing stock 
per unit area will increase or decrease. 

Because the volumes in Table 15-3 are related to areas in Table 
15-2 (data for the tropical, temperate, and boreal regions in 

T a b l e 1 5 - 3 : C u r r e n t a n d f u t u r e t i m b e r a v a i l a b i l i t y ( g r o w i n g 
s t o c k ) i n 10^ m^ based o n 1 9 8 0 p r o d u c t i v e f o r e s t v o l u m e 
( S h a r m a , 1 9 9 2 ) a n d p e r c e n t a g e changes i n f o r e s t a r e a i n 
I M A G E ( Z u i d e m a et a l , 1 9 9 4 ) . 

Volume of Forest at Year 
Region 1980 2000 2025 2050 

Tropical Forests 146.7 132.8 111.6 76.5 
Temperate Forests 41.3 31.4 37.5 40.6 
Boreal Forests 90.0 93.2 99.1 99.7 

A l l Global Forests 278.0 257.4 248.2 216.8 
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Table 15-2 are drawn from individual countries, and in Table 
15-3 from the 13 groups of countries), pattems of change are 
also similar: tropical forest growing stocks decline by almost a 
half; temperate forests initially decline, then recover by the 
year 2050; and boreal forests increase shghtly over time, with 
global growing stock volume down by about 22% in the year 
2050 (Table 15-3). 

The estimates of potential wood availability do not include 
enhancement of standing stocks from annual forest growth and 
from tree plantations developed to mitigate atmospheric COj 
concentrations (see Chapter 24). Measurements of current 
annual forest growth in tropical regions average 2% of stand
ing stocks (DeBacker and Openshaw, 1972), about 3% of 
exploitable growing stock in temperate countries, and 1.5% in 
boreal countries (FAO, 1992). These values would result in an 
increase in availability of wood products of about 2% (4.24 x 
109 щз) above the 216.8 x 10' т з presented in Table 15-3 by 
the year 2050. 

The annual growth increment assumed in the wood availability 
projection is unlikely to remain constant. For example. Chapter 
24 points out that tropical forest productivity may continue to 
be degraded by illicit and selective fellings. Also, forest growth 
may decline and mortality may increase from increasingly inap
propriate chmate (Solomon and Leemans, 1990; see also 
Chapter 1). This growth loss also was not included in the cal
culations that produced Table 15-3. Solomon (1986) used a 
transient forest response model to calculate an approximate 
10% decrease in annual biomass increment at 21 locations in 
temperate and boreal forests of eastem North America at the 
time of CO2 doubling. There were 50% decreases in simulated 
temperate forests, while boreal sites had increases of several-
fold where forests replaced open shmblands. 

The opposite effect on aimual growth increment is also quite 
possible (see Chapter 9, T e r r e s t r i a l B i o t i c Responses t o 
E n v i r o n m e n t a l C h a n g e a n d Feedbacks t o C l i m a t e , of the IPCC 
Working Group I volume). Annual growth increment may 
increase in all zones from the fertilization effect of increasing 
atmospheric CO2; increased efficiency of water use; and, partic
ularly at high latitudes, globally warmer temperatures. These 
enhancements are discussed in detail in Chapter 1, which pro
vides no estimate of the impact on growth increment. However, 
otiiers (e.g., Melillo et a l , 1993) have calculated from carbon 
flux models that growüi increases of 16% may accme by the 
time a doubling of atmospheric CO2 concentrations is reached. 

Growing stock volume also might be signifícantly enhanced 
through concerted national and intemational programs to miti
gate atmospheric carbon emissions through development of for
est plantations for carbon storage and for substitution of fossil 
fuels with biomass. The maximum increments would vary each 
year over the life of any proposed program. Chapter 24 uses 
these estimates, aimed at generating the maximum possible bio
mass increment (Nilsson and Schopfhauser, 1995), to project 
potential carbon storage from mitigation measures. Nilsson and 
Schopfhauser (1995) estimate that about 1.8 x 10» т З could be 

incremented annually by the year 2025 (0.7% of supplies shown 
in Table 15-3), witii a peak value of 3.11 x 10» т З by tiie year 
2055 (1.4% of supplies in year 2050, Table 15-3). This assumes 
that annual increments will remain constant rather than declin
ing from sti:ess or increasing from CO2 fertihzation. 

If the growmg stock enhancement for the year 2050 produced by 
extension of curtent annual growtii increment (4.24 x т З ) 
were combined with that produced by optimum management for 
tiie year 2055 (3.11 x lO» тЗ), forest volumes would dechne 
19% from 1980 levels by about 2050, ratiier tiian declining 22% 
as calculated in the absence of these factors. Present research 
results are madequate to determme whether one should accept or 
reject either or both of the enhancement factors. 

1 5 . 2 . 4 . P r o j e c t i n g F u t u r e Need f o r F o r e s t P r o d u c t s 

The annual need for forest products must be determined differ
ently from the availability of forest products. One can assume tiiat 
the need for forest products will be largely independent of climate 
change and land use eflects, at least until available timber sup
pUes have been nearly consumed, forcing prices so high tiiat 
users cannot afford to purchase them. The simplest assumption is 
that die need for wood is proportional to population size and asso
ciated regional prosperity, although FAO (1993a) depends on 
gross domestic product (GDP) in more complex and assumption-
laden demand models for forest products (Baudin, 1988). 

Considering the uncertainties associated with projecting for
est product needs to the year 2050, we chose the simpler 
assumption. Future need for fuelwood/charcoal and industri
al roundwood (the two components of roundwood) was cal
culated (Table 15-4) based on future population estimated for 
each of the 13 global regions in the I M A G E conventional 

T a b l e 1 5 - 4 : C u r r e n t a n d f u t u r e need f o r f o r e s t p r o d u c t s i n 
1(P m^, based o n r e g i o n a l p o p u l a t i o n p r o j e c t i o n s ( A l c a m o et 
a l , 1 9 9 4 ) a n d r e g i o n a l f o r e s t p r o d u c t c o n s u m p t i o n (FAO, 
1 9 9 3 a ) . 

Year 
1990 2000 2025 2050 

Industrial Roundwood 
Tropical Regions 0.28 0.35 0.52 0.65 
Temperate Regions 0.89 0.95 1.04 1.04 
Boreal Regions 0.43 0.45 0.49 0.49 
Total Global Volume 1.60 1.75 2.05 2.19 

Fuelwood and Charcoal 
Tropical Regions 1.37 1.70 2.63 3.41 
Temperate Regions 0.37 0.42 0.49 0.51 
Boreal Regions 0.01 0.01 0.01 0.01 
Total Global Volume 1.75 2.12 3.13 3.93 

Total Volume 3.35 3.88 5.18 6.12 
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wisdom scenario (Alcamo et a l . , 1994; Table 3), and the cur
rent per capita consumption of forest products in each of 
these regions (FAO, 1993a). 

Current annual global need is approximately 1% of potential 
global growing stocks (derived from values for product avail
ability in Table 15-3 and for product need in Table 15-4), com
parable to values for individual regions calculated by others 
(e.g., Kauppi et a l . , 1992; Dixon et a l . , 1994; Nilsson and 
Schopfhauser, 1995). Need is projected to reach nearly 3% of 
global productive standing stocks by the year 2050 (6.12 x lO^ 
m3), as need almost doubles and global growing stock declines 
by one-fourth or one-fifth. In tropical regions, where as much 
as 90% of forest production is consumed as fuelwood (FAO, 
1993a), need for fuelwood reaches nearly 5% (34.1 x 10^ т З ) 
of growing stocks by 2050. 

The projected annual need for industrial roundwood and fuel-
wood/charcoal is well within annual increments projected for 
growing stocks in boreal and temperate countries. In tropical 
countries, however, a wood product availabihty shortfall of 
some 2% of total standing stocks occurs by 2050; that is, 2% 
more wood is needed than is being grown each year. If fossil 
fuels are substituted with fuels from biomass, the shortfall is 
likely to be more severe. The need for forest products will not 
necessarily coincide with demand for forested land for agricul
ture. For example, trees felled for agriculture in Table 15-3 wil l 
not all be used to meet the need for forest products in Table 15-
4. Hence, the need estimated here is a minimal value and is 
probably a significant underestimate of growing stock losses to 
consumption of both roundwood and agricultural land. 

Shortages will be more severe ui densely populated countries hke 
India, Bangladesh, Pakistan, and СЫпа. Shortages may be msigmf-
icant m sparsely populated countries such as Brazil, Zake, and 
Tanzania. Obviously, continuation of the shorti'aU would eventual
ly consume the tiopical forests in tiie most hnpacted regions. 
Before tiiat occurted, mcreased value from decreased availabihty 
would drive fuelwood prices beyond tiie reach of all but tiie richest 
users, resultmg in replacement of fuelwood by less satisfactory 
products (crop residues, dried Uvestock dung, etc.) in those areas. 

A more sophisticated approach to estimating need—utilizing 
economic, technological, and political developments to define 
economic supply and demand, excluding effects of climate-
contioUed standing stock changes—was generated for the cur
rent chapter based on several data sources (Table 15-5). 

The economy-based estimates of demand include only industri
al roundwood, projected to the year 2020. The approach began 
with the same curtent global need (1.60 x l(P т З ) as did Table 
15-4. By the year 2010, however, economy-based estimators 
project a much greater need for industrial roundwood than does 
Table 15-4 (1.75 xlO^ тЗ), amounting to 2.15-2.67 x 10^ тЗ 
(FAO, 1993a, also projected a consumption of 2.67 x 10* т З by 
the year 2010). Need projected by the economy-based method 
is 2.55-3.16 X 10^ m3 by 2020 (compared with tiie much lower 
estimate of need of 2.05 x 10' т З by 2025 in Table 15-4). 

T a b l e 1 5 - 5 : E c o n o m i c supply a n d d e m a n d f o r i n d u s t r i a l 
r o u n d w o o d t o t h e y e a r 2 0 2 0 i n 1Œ m^, based o n a n a l y s i s of 
s e v e r a l a u t h o r s by N i l s s o n ( 1 9 9 4 ) . ^ 

Year 
1991 2010 2020 

Global Demand 1.60 2.15-2.67 2.55-3.16 
Tropical Supply 0.28 0.27-0.29 0.31-0.33 
Temperate Supply 0.81 1.0-1.12 1.14-1.18 
Boreal Supply 0.51 0.56-0.73 0.64-0.79 
Global Supply 1.60 1.83-2.14 2.09-2.3 

1 Amold, 1992; Backman, 1994; Backman and Waggener, 
1991; FAO, 1991, 1993a, 1993d, 1994; ITTO, 1993; Kallio 
e t a l . , mi; Kuusela, 1994; Nilsson e t a l . , 1992a, 1992b, 
1994; Perez-Garcia, 1993; Sedjo and Lyon, 1990; 
Shvidenko and Nilsson, 1994; Thunberg, 1991, 1993; 
U S D A Forest Service, 1990, 1993. 

Although the FAO (1993a) consumption projections only 
extend to the year 2010, they also are based on economic, tech
nological, and political criteria. The FAO generated global 
fuelwood and charcoal need increases of 31% by 2010 (com
pared to the 21 % increase at 2000, and a 79% increase by 2025 
derived from data in Table 15-4). Thus, the economy-based 
estimates 'do not disagree, and suggest that population-based 
estimates of need may be conservatively low. 

In summary, tiie availability of forest products in the year 2050, 
as Umited by climate and land use, appears to be adequate to 
meet projected needs in temperate and boreal regions but not in 
ttopical regions. There, calculated consumption appears to 
define a serious shortfaU of future availability. This conclusion 
is based on an obvious increase in demand, especially for fuel-
wood. Also, an increasing population may convert forests to 
farms to provide food and may be forced to rely on industrial 
roundwood for export income. The fuelwood forest resources 
are primarily of benefit to less-developed ttopical countries, and 
their loss may well be important for populations in the most 
crowded countries. The developed countries of temperate and 
boreal regions may not be significantly affected by losses of the 
roundwood supplies they purchase from the ttopics because 
these can be obtained from regions of low population density 
(and, hence, of low fuelwood consumption). Additionally, the 
developed countries are able to substitute other products for the 
wood products in curtcnt use. For example, timber in residen
tial and commercial buUdings curtently is being replaced by 
styrofoam blocks filled with reinforced concrete and by steel 
stmctures in some parts of the United States and Europe. 

15.3. Evaluation of Tropical Wood Availability 
and Consumption 

Analyses of environmental change scenarios presented in 
Section 15.2 indicate that land use wiU be very important for 
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tropical forest product availability during the next century. 
They suggest that the availability of forest products could 
decline by about one-half from land-use pressures, even 
though changes in climate and atmospheric chemistry during 
this period appear likely to increase the area where tropical 
forests can potentially grow. The analyses in Section 15.2 con
trast the potential decline in forest volume with the more than 
three-fold increase in need for forest products, especially, for 
fuelwood, to support local subsistence. The scenario indicates 
that by the year 2050, tropical regions could be subject to seri
ous deficiencies—up to 2% of standing stocks—^between annu
al availability and need. The discussion in Sections 15.3.1 
through 15.3.3 evaluates those conclusions. 

1 5 . 3 . 1 . C r i t i c a l Considerations 

Two primary forces are currently involved in tropical forest 
change and are likely to continue in importance in the future. 
First, human population growth in developing countries, which 
are primarily tropical countries, is 2 to 3% annually, and popu
lation is expected to reach 8.7 billion by the middle of the next 
century (UNFFA, 1992). If tropical regions undergo economic 
prosperity during the twenty-first century, the need for forest 
trees and products could increase drastically to generate urban 
structures and jobs for increasing urban populations. On the 
other hand, i f prosperity falters and large numbers of destitute 
people seek subsistence unavailable in cities and urban areas, 
forests and wood supplies are likely to undergo considerable 
degradation as humans migrate into forests. No matter what 
future changes in climate and uses of tropical forests occur, 
effects of the rapidly growing and dense populations in tropi
cal regions will amplify those changes. 

Second, the rate of deforestation is very rapid and likely to con
tinue so. It was 15.4 Mha annually (of 1,756 Mha, or 0.8%) for 
die period 1981-90—higher than in the previous decade (FAO, 
1993b). Degradation of remaining forests (such as change from 
closed to open forests) due to grazing, fires, excessive logging, 
and fuelwood gathering leads to loss of plant diversity and 
standing biomass (i.e., forest degradation; Brown et a l . , 1991; 
FUnt and Richards, 1991). For example, in Africa, much of the 
change in closed forest cover of 1.5 Mha from 1981 to 1990 was 
dkectly attributable to local population growth (FAO 1993b): 
34% was from conversion of forests to short fallow agriculture, 
wUich reflects the needs of rural populations; 25% was change 
of closed forests to open forest or forest degradation resulting in 
loss of tree canopy due to human pressure; 19% was change 
from forests to fragmented forest interspersed with agrarian 
land uses, which represents gradual deforestation because these 
fragments are eventually converted to agriculture; and 16% was 
change of forest area to other forest cover. 

1 5 . 3 . 2 . A v a i l a b i l i t y of T r o p i c a l Forest Products 

Estimates of deforestation rates vary but are uniformly large. 
FAO (1993a) calculated annual deforestation of 15.4 Mha 

1981-90. The IS 1992a scenario projected a forest clearing 
rate of 20 to 23.6 Mha per year by 2025. In that scenario, 73% 
of all tropical forests were expected to be cleared by 2100 
(IPCC, 1992). 

In addition, future forest decline may be accelerated by state 
control over forests and the collapse of traditional community 
control and management systems over forests (Gadgil and 
Guha, 1992). This has contributed to forest degradation in the 
past, and there is no reason to suspect that it wUl decline in the 
future. These forces will shape the expected uses of tropical 
forests for hundreds of years. 

The increasing human activity in tropical forests will affect 
more than just the current standing stocks. Tree felling and 
wood extraction in the tropics commonly destroy one-tenth to 
one-third of the advance regeneration and growth in remaining 
trees (FAO, 1993b). Fragmentation and degradation of forests 
due to expanding agriculture, need for wood by human popula
tion, and livestock grazing pressure will seriously affect forest 
regeneration, particularly in tropical Asia and Africa. Soil mois
ture deficits projected for Africa and part of Brazil (IPCC, 1992) 
wUl severely hamper forest succession. Increased frequency of 
forest fire will also reduce the chances of forest regeneration. 

Domestic animals are an important factor, reducing forest 
regeneration by browsing on seedlings and by trampling 
seedhngs and compacting soils. Livestock, including cattie, 
sheep, and goats, are increasing in Africa and Latin America. In 
India, for example, the density of domestic livestock is 6 ani
mals/ha of forest (405 million animals in 1982 on 64 Mha). In 
Africa there is 1 animal/ha of forest (see Figure 15-6 and FAO, 
1993b). The total livestock population globally is expected to 
increase by a factor of three by 2050 (Zuidema et a i , 1994). 
Thus, the total livestock population in Africa would be 1.69 bil
hon by 2050, grazing on declining forests and pasture land. 

The IPCC (1992) Response Strategies Working Group has esti
mated that the need for cropland will increase along with the 
world's rising population. Such an increase might require 
about 50% more land to be in crop production by 2025, a fig
ure considerably higher than the estimates generated by the 
I M A G E model and used in estimating growing stock volume 
in Section 15.2.3. The cropland in Africa alone is projected to 
increase from 163 Mha in 1990 to 347 Mha by 2025 
(Sauerbeck, 1993). 

1 5 . 3 . 3 . Need for T r o p i c a l Forest Products 

Tropical forests provide a range of economic, social, and environ
mental services to humans. For simplicity, only the major eco
nomic products are included below. The product fimctions could 
be classified as subsistence (e.g., wood and charcoal used for 
cooking) and commercial (e.g., industrial wood and sawn wood). 
Among subsistence products, only in Brazil is charcoal used as a 
commercial ftiel m industry on a large scale. The conmiercial 
products, however, are traded witiim and between countties. 
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The forest product consumption values estimated in Section 
15.2.4 have been expanded in Table 15-6. 

Note that estimated need for fuelwood in the tropical countries 
increases by about 2.5 times to 2050, but in Africa it increas
es by 3.3 times (Table 15-6). Yet fuelwood availability in 
Africa, like the rest of the tropics, is expected to decline by 
about half during the same time period (Table 15-3). Hence, 
the projected deficit of need over availability of tropical fuel-
wood may be most critical in tropical Africa. In addition, 
export of industrial roundwood, which might be used to offset 
fuelwood deficits, is already very low (Table 15-6), with 89% 
of African forest harvest being devoted to fuelwood (FAO, 
1993a). Examination of tropical forest area changes projected 
in Table 15-2 and population changes used in the I M A G E pro
jections (Alcamo et a l , 1994) indicates that the fuelwood 
need problem will increase in severity, as the current 0.84 ha 
of forested land per capita (FAO, 1993a) declines to 0.13 ha 
per capita by 2050. 

The projections made in Table 15-6 do not consider various 
factors like tropical forest destruction, much of it for increases 
in livestock, or forest degradation (legal and illicit removal of 
trees). The projections also do not include afforestation/refor
estation, slowing of land needed for agriculture by enhanced 
crop productivities, or changes in rates of use of different for
est products as countties industrialize (such as decline in fuel-
wood use but increase in use of industrial wood). 

Non-timber forest products are particularly important in trop
ical regions. The tribal and rural communities in tropical 
countries gather a large range of non-timber forest products 
for subsistence consumption as well as for commercial pur
poses (e.g., food, fodder, oil seeds, gum, nuts, rattan, bam
boo, and raw material for a range of industrial products, as 
well as locally used products like baskets, mats, tools, leaf 
plates). For example, the value of rattan extraction in 
Southeast Asia was $275 million in 1990; the value of 
Brazilian nuts was $72 million (FAO, 1993c). 

The impacts of climate change itself (forest dieback, retteating 
forest boundaries, increased insect pest and fire incidence; see 
Chapter 1) and the adaptation measures to ntitigate the effects 
of climate change such as short-rotation forestry (Chapter 24, 
this volume), will reduce the availability of non-timber forest 
products. Declines in biodiversity in tropical forest due to cl i
mate change through increased variance in seasonality 
(Hartshorn, 1992) and increased turnover rates (Phillips and 
Gentry, 1994) also may reduce the availability of the large 
diversity of plant and animal products from forestty. This lat
ter process may not occur universally, as shown in certain lim
ited areas of Venezuela (Carey et a l . , 1994). 

The replacement of tropical forests with non-forest land uses, 
coupled with increased need for forest products, will not nec
essarily generate losses in tropical forest volumes. For exam
ple, a conservation and large afforestation effort has stabilized 
the area under forest in India at about 64 Mha since 1980 even 
though the population is growing at more than 2% annually 
(see Box 15-2). 

Plantation forestry for all purposes (mitigation of atmospheric 
CO2, wood for pulp, sawnwood, fuelwood, etc.), using degrad
ed lands, could become one of the most important countera-
gents to deforestation. Estimates in Table 24-4 (Chapter 24) 
indicate that potential added tropical forest wood stocks could 
average 300 Mt/year (16.42 Gt over 55 years beginiting m 1995). 

Section 15.2.3 notes that between 18 and 31 x 10̂  m^ annually 
(0.7 to 1.4 % of standing stock at the time of measurement) is 
the most one can expect from plantations designed to mitigate 
atmospheric carbon. Yet plantations may be much more signif
icant in alleviating the need for forest products in the future. 
The area established as plantation in 90 tropical countries by 
1990 was 44 Mha (FAO, 1993b), with India accounting for 
nearly 40% of the total area, followed by Indonesia and Brazil. 
Tropical countries are implementing large afforestation pro
grams. India averaged 1.44 Mha annually in the decade 
1981-1990 (FAO, 1993b) and now is planting about 2 Mha 

T a b l e 1 5 - 6 : C u r r e n t a n d p r o j e c t e d f o r e s t p r o d u c t needs i n t h e t r o p i c s (10^ m^), based o n per c a p i t a c o n s u m p t i o n estimates 
f r o m FAO ( 1 9 9 3 a ) p r o j e c t e d t o 2 0 2 0 a n d 2 0 5 0 w i t h UN ( 1 9 9 3 ) p o p u l a t i o n estimates. 

Product Region 1991 2010 2020 2050 

Industrial Roundwood A l l Tropics 237 485 555 791 
Africa 39 55 70 113 
Asia 102 172 193 313 
Latin America 96 258 292 365 

Fuelwood and Charcoal A l l Tropics 1348 1829 2164 3389 
Africa 446 729 924 1496 
Asia 619 800 900 1496 
Latin America 283 300 340 424 

Sawnwood A l l Tropics 68 140 159 229 
Africa 5 8 11 18 
Asia 37 59 66 108 
Latin America 26 73 82 103 
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Box 15-2. Forest Conservation in India 

Tropical deforestation for die period 1981-90 is estimated to be 15 Mha annually (FAO, 1993b). In addition, the I M A G E 2 
model projects increasing deforestation (Table 15-2) from the simple assumption that larger populations will increase the 
demand for land, thus increasing deforestation of that land. However, the reality in India presents a contrasting picture. 

Since 1980 India has periodically assessed its area under forests through its National Remote Sensing Agency (NRSA). 
The area under forests was assessed for the periods 1981-83 (FSI, 1988), 1985-87 (FSI, 1990), 1987-89 (FSI, 1992), 
and the latest for 1989-91 (FSI, 1994). 

The area under forest in India since 1982 has been stable at 64 Mha (Table 15-7). The forest conservation achieved in 
India is significant because the population density in India is high (257 persons/km^) with a large rural population (627 
million in 1991) depending on biomass, and an annual population growth rate of 2.12% during 1981-91. 

Notably, the area under dense forest (>40% tree crown cover) increases in each assessment, suggesting an increase in carbon 
stocks sequestered by Indian forests. Responsible factors include the Forest Conservation Act of 1980, which bans all con
version of tropical forest land to non-forest uses, and the world's largest afforestation program (FAO, 1993b). This exemph-
fies the adaptation potential of tropical countries to declines in forest areas and demonstrates the limitations of projections of 
future forest area based on population growth rates, such as those from I M A G E (used to construct Tables 15-2 and 15-3). 

T a b l e 15-7: A r e a u n d e r f o r e s t i n I n d i a , i n 10^ h a , a c c o r d i n g t o assessments of t h e 
N a t i o n a l Remote Sensing Agency ( t h e y e a r refers t o t h e m i d - y e a r of assessment; 
R a v i n d r a n a t h a n d H a l l , 1 9 9 4 ) . 

Forest Category 1982 1986 1988 1990 

Dense Forest 
(Crown Cover >40%) 36.1 
Open Forest 

(Crown Cover 10-40%) 27.7 

Mangrove Forest 0.4 

Total Forested Area 64.2 

annually (IPCC, 1992). The dominant species planted in India 
are largely short-rotation exotics, as they are elsewhere in the 
tropics (Ravindranath and Hall, 1995). 

In India and Brazil, the choice of short-rotation forestry will 
only meet the need for industrial wood and fuelwood (and 
charcoal), not for sawn logs for structural uses. Thus, forest 
plantations (largely softwood) are no substitute for logging in 
forests for hardwoods. Climate change can worsen the situa
tion by affecting forest regeneration due to warming and 
decreased availability of soil moisture. There is a possibility 
that a large area could be planted to hardwoods and long-rota
tion plantations such as teak. 

In summary, the shortfall of wood during the 21st century, pro
jected for tropical areas in Section 15.2.4, appears to underes
timate the potential problem. Tropical countries wiU face seri
ous shortages in forest products required for subsistence (fuel-
wood, wood and fibers for construction, fruits and nuts for 
food). However, wise land-use policy may mitigate some of the 
forest losses. 

37.8 38.5 38.6 

25.7 25.0 25.0 

0.4 0.4 0.5 

63.5 63.9 64.1 

15.4. Evaluation of Temperate Wood Availability 
and Consumption 

The scenarios discussed in Sections 15.2.3 and 15.2.4 suggest 
that temperate forests could cover about as much land by 2050 
as they do today, and that current consumption (3.1% of stand
ing stock, based on Tables 15-3 and 15-4) may increase only 
slightly by 2050 (3.8% of standing stock). With a 3-3.5% annu
al growth increment in temperate zone trees (FAO, 1992), and 
with an increasing proportion of need being met by imports from 
outside the temperate zone (FAO, 1993a), tiie scenario analysis 
in Section 15.2 indicates that temperate-zone forests are likely to 
continue meeting the need for forest products on a sustainable 
basis for at least the next century. The discussion in Sections 
15.4.1 through 15.4.3 examines that conclusion in detail. 

1 5 . 4 . 1 . C r i t i c a l C o n s i d e r a t i o n s 

Perhaps the most important characteristic for defming forest prod
uct availabiUty m temperate zones, now and in the ftiture, is that 
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temperate zones are most appropriate for mechanized agriculture 
of monospecific crops; hence, mankmd has altered the naüiral 
vegetation there both mtensively and over a relatively long thne. 
Consequentiy, at 0.71 bilhon ha (compiled from FAO, .1993a; Puri 
et a l , 1990; Worid Bank, 1993; Chadha, 1990; Khattak, 1992; 
Helvetas and Swiss Development Corp., 1989; Goskomles SSSR, 
1990; Kurz et a l , 1992; Xu, 1994), temperate forests cover only 
about half of theh potential area, and the remaining forests often 
differ quite considerably from the origmal state (Steams, 1988; 
Deutscher Bundestag, 1991; Rohrig, 1991). 

The prosperity of the developed countiies which permits develop
ment of mechanized agriculture also gives most countiies of the 
temperate zone greater capabiUty tiian tiiose m other zones to 
manage forests to avoid fuhire disturbances (fu-e, insect attack, 
mortahty from rapid and chronic chmate change, and so forth) and 
to enhance growtii (artificial ttee migration, plantation estabhsh
ment, post-estabhshment tiiinning and fertiUzation, and so on). 

The capabUities of developed nations which buffer temperate 
forest product availability from environmental threats also pro
vide a buffering of need for forest products from shortfalls in 
availability. First, these countries have the wealth to purchase 
wood products outside the temperate zone. Today, temperate 
countries consume 80% of the total value of world imports of 
forest products but supply only 50% of the value of its exports. 
Second, temperate countties have access to technology that 
allows product substitution when local avaUability is inade
quate and interzonal trade is too expensive. Pressed fiberboard 
replaced some weak plywood supplies during the 1970s in the 
United States (Rose et a l , 1987), for example, and curtently, 
increasingly expensive lumber is being replaced in some resi
dential stmctures with steel, concrete-filled plastic foam, or 
similar non-forest products. 

1 5 . 4 . 2 . A v a i l a b i l i t y of T e m p e r a t e F o r e s t P r o d u c t s 

Harvests from temperate-zone forests of all types are used main
ly for industiial purposes (Table 15-8), although there are great 

differences between the two Asian regions in Table 15-8 and the 
other regions. In Europe, the United States, and the temperate 
Southem Hemisphere, the industrial wood portion of the total is 
about 80%, whereas m Asian temperate regions it is only 8.6% 
(ttopical) and 38.0% (temperate) (Table 15-8). Overall, temperate-
zone use of forest products focuses on industiial wood. 

The scenario analysis above defined no significant climate or 
land-use related declines in future forest availability. Forest 
survey measurements are consonant with this analysis. 
Considering that carbon storage from net ecosystem produc
tion in European forests increased about 30% between the 
early 1970s and the late 1980s and is further increasing, the 
wood resource is seen as plentiful for the foreseeable future, i f 
no unexpected catastrophic events occur (Kauppi et a l , 1992). 
The remarkable net ecosystem production (NEP) increment in 
tiie last two decades may relate less to inttinsic productivity of 
forests than to increased forest area generated as European 
agriculture decreased while imports of less-expensive foreign 
lumber increased (more than one-third of global industrial 
roundwood imports in 1990; approximately 10% less than 
Japan imported, and six times the imports by North America; 
FAO, 1993a). If so, change in land-use policy or in costs of 
imported roundwood would have a great impact on European 
NEP and forest availabihty. 

CUmate effects may be indirect. In Europe, migration of the 
Meditertanean tree species to the north may be hampered 
because most of them are not adapted to the prevailing acidic 
soU conditions in the northem areas (Ulrich and Puhe, 1993). 
In the worst case, this may result in losses of some species, 
with negative effects on biodiversity and wood availability. 

Frequent extreme events affecting wide regions—like storms 
or insect infestations—leading to great amounts of wood that 
must be harvested, may have a great influence on annual cut 
and the economic situation of forestry. For example, the price 
index for timber in the Federal Republic of Germany (FRG) 
declined from 116% in 1990 to 79% in 1991 as a result of hur
ricane Wiebke, which caused large windfalls in many parts of 

Table 1 5 - 8 : C u r r e n t p r o d u c t i o n a n d c o n s u m p t i o n , a n d p r o j e c t e d need f o r i n d u s t r i a l r o u n d w o o d a n d f i i e l w o o d i n 10^ m^ (FAO, 1993a). 

Region 

Production 1991 
Industrial Fuelwood 

Roundwood and Charcoal 

Need 1991 and 2010 
Industtial Roundwood Fuelwood and Charcoal 
1991 2010 1991 2010 

West Europe^ 138 28 
East Europe 338 160 
Temperate/Tropical South Asia 28 299 
Temperate East Asia 118 193 
North America^ 410 86 
Temperate Southem Hemisphere 42 10 

Total 1074 776 

144 207 29 30 
323 494 160 102 
29 40 299 413 

176 345 193 208 
382 582 86 130 

28 44 1 11 

1082 1712 768 894 

lExcludes Finland, Norway, and Sweden. 
^Excludes Canada. 
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western Europe (Stat. Bundesamt, 1992). Pests can largely dic
tate where and how many trees must be harvested. If climate-
induced changes cause extensive sanitary fellings, this may 
reduce revenue per unit of wood and hence reduce incentives 
for intensive management and investment (Pollard, 1993). 

One of the most important anthropogenic effects on forest 
product availability in temperate zones in the past has been 
intensive land use. Nevertheless, until now in Europe, stable 
food demand, substantial producer subsidies, and high produc
tivity increases have generated enormous surpluses of agricul
tural products. As a consequence, the use of arable land 
decreased substantially in these regions. The situation is simi
lar in the United States and Japan. In the European Community 
(EC) up to 44 Mha could go out of agriculture without sub
stantial decreases in productivity (Eisenkramer, 1987; 
Delorme, 1987). Therefore, in western Europe the common 
agricultural policy of the EC will be a more important driving 
force for future changes in land use than climate-induced 
ecosystem changes (Kitamura and Parry, 1993). This phenom
enon is abstracted in IMAGE model projections (Table 15-2) 
and is responsible for the simulated increase in temperate for
est area in Europe (Zuidema et a i , 1994). 

IMAGE projections suggest a 2% decrease in total area of tem
perate forests between 1990 and 2050 (Table 15-2). However, if 
only the temperate deciduous forests are considered, the forest
ed area increases by 60.5 Mha (89%) from 1990 to 2050 
(Zuidema, 1994). In contrast, temperate forest area projected by 
BIOME under four different climate scenarios increases 
between 25 and 52% by the time the climate resulting from a 
doubled C O 2 concentration occurs (Table 15-1). If either the 
BIOME projections for all temperate forests or the IMAGE pro
jections for temperate deciduous forests becomes reality, a 
wood availability increase of one-tenth to one-half will result. 

15.4.3. Need for Temperate Forest Products 

Current production and consumption of roundwood in the 
temperate zone are fairly balanced (Table 15-8). Nevertheless, 
there are also countries where consumption greatly exceeds 
production (e.g., Japan, China, Austria, Italy). Projections for 
2010 (FAO, 1993a) indicate that the need for industrial round-
wood will increase between 38% (temperate South Asia) and 

96% (temperate East Asia). It is likely that need will increase 
everywhere for particular wood types (softwood logs and 
pulpwood), whereas in some regions (Japan and western 
Europe) need for all kinds of wood products will increase. As 
a consequence, future increases in consumption must be met 
partly by increases of imports. A great portion of these may 
come from other temperate forested countries, such as 
Canada, New Zealand, and Chile, but also from plantations in 
the tropical zone. 

Fuelwood consumption in temperate zones is not as important 
as it is in tropical and subtropical countries. The only exception 
to this may be China, where 32.5% of the wood production in 
1988 was consumed for fuelwood (Xu, 1994). Nevertheless, in 
temperate South Asia and North America, significant increases 
(38% and 51% respectively) in fuelwood consumption by 2010 
are expected (Table 15-8). 

In the developed countries of the temperate zone there is a high 
and growing need for assets that support a high quality of life. 
This has produced a change from the wood production point of 
view to a multiple-use perspective (FAO, 1993c). These needs 
are not considered in the scenario analysis of Section 15.2 but 
will generate considerable change in wood availability (much 
of it being removed from accessibility) and need. The non-
wood functions (soil protection, recreation, biodiversity, and 
cultural uses) and goods and services (fruits, honey, water sup
ply, and so on) are of very high importance. Table 15-9 gives 
an overview of the importance of main forest functions in some 
temperate regions. 

Table 15-9 shows that in Europe and the United States, other 
functions than wood production have high importance in rele
vant areas. For most of the developed temperate-zone coun
tries, it is the explicit policy to emphasize non-wood functions 
of their forests, especially functions of water protection and 
recreation (FAO, 1993c). The economic evaluation of these 
benefits is much more complex than that of wood production 
because, for most of these values drawn from the forests, sup
ply and demand generally are not regulated by market mecha
nisms. There are only a few non-timber products that have a 
direct economic importance for individual countries—for 
example, cork in Portugal and Spain, chestnuts in Italy, or 
Christmas trees in Denmark—but they have immediate effects 
on local people and communities. 

Table 1 5 - 9 : Importance of forest f u n c t i o n s by area as a p e r c e n t a g e of total forest land (FAO, 1993c). 

Europe USA Former USSR 
Function High Medium Low High Medium Low High Medium Low 

Wood Production 54 24 22 36 41 23 0 18 82 
Protection 11 17 72 36 30 34 9 15 76 
Water 9 17 74 16 79 5 7 17 76 
Hunting 27 55 18 9 45 46 - - -
Nature Conservation 4 37 59 8 42 50 0 19 81 
Recreation 12 39 49 19 33 48 2 11 87 
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15.5. Evaluation of Boreal Wood Availability 
and Consumption 

The scenario analysis of Section 15.2 presents a dichotomy in 
expectations for wood availability in the boreal zone. The cH-
mate-only scenarios (Table 15-1) assumed that agriculture 
occupies 50% of the land permitted by its climatic potential, 
boreal forest displaces nonforested tundra, and temperate veg
etation replaces much of the current lower-latitude range of 
boreal forests. This scenario suggests that boreal forest areas 
will shrink between 20 and 50%, depending on the climate 
change scenario used, by the time a doubling of GHGs occurs 
sometime in the next century. The scenario driven primarily by 
land use (Table 15-2) included agricultural land area that was 
linked to a declining population and demand for food, and 
allowed little climate-induced change in forest geography, 
except in the few areas that shifted out of agricultural produc
tion. That scenario suggested that boreal forests would increase 
in area by 10 or 11% by the year 2050. 

At the same time, the population-based need estimates indicat
ed a relatively constant need of 0.5% of availability (Tables 
15-3 and 15-4)—considerably less than the sustainable harvest 
to be expected of available supplies, even under the most dele
terious climate-only scenario. These are the suppositions to be 
examined in Sections 15.5.1 through 15.5.3. 

15.5.1. Critical Considerations 

More than any others, the boreal forests are subject to periodic 
damage from large-scale disturbances such as fire, long-term 
drought, windstorm, and insect infestations. Even chronic and 
uniform climate warming is likely to cause increasing frequen
cies of irregular, large-scale, and widespread catastrophic distur
bance events in which large areas of forest are destroyed in a sin
gle growth season. Recovery from these events may take cen
turies (Payette et a l , 1989), and the resulting availability of for
est products as sanitation and salvage fellings will thus be very 
irregular. Therefore, the shortcomings of the static vegetation 
models described in Box 15-1 are very relevant to boreal forests. 

15.5.2. Availability of B o r e a l Forest Products 

Growth increments in natural forests accrue only about 1.5% 
each year, but active management of the boreal forests yields 
much higher increment and growing stocks (Kuusela, 1990). In 
Sweden, active management has raised the average growing 
stock from 72 тз/ha in 1925 to 97 тз/ha in 1985, and the stock 
is estimated to reach 125 m /̂ha in the year 2050. 

The long-term sustainable timber supply from a biological 
point of view has been estimated with different degrees of 
sophistication in the boreal countries. The sustainable harvest 
level is often called the annual allowable cut (AAC). This 
comprises 910-930 x 10̂  mVyr for the next 50-100 years 
[Runyon (1991), OMNR (1992), and Booth (1993) for Canada; 

Nilsson et a l (1992a) and Hagglund (1994) for Nordic coun
tries; Isaev (1991), Nilsson et a l (1992b), and Backman (1994) 
for the former Soviet Union]. The long-term economic wood 
supply takes the economic conditions into account and is lower 
than the AAC (580-630 x 10̂  mVyr; ibid). Comparison of 
these values, or of the approximately 100 x 109 щз of growing 
stock in boreal forests (90 x 10» m^ tabulated in Table 15-3), to 
the annual harvests of 750 x 10̂  m ,̂ indicates that long-term 
sustainable biological availability substantially exceeds the 
prospective need for wood in the boreal zone. 

Arnold (1992) found a number of broad trends in the long-term 
future supply of forest products (50-year time horizon) based 
on analyses of existing studies: 

• There will continue to be a major shift from old-
growth supply to planted and second-growth supply. 

• There will be large resources in boreal forests to sup
port expanded production if need requires. 

The following constitutes a broad summary of global forest 
product availability based on a number of studies (Cardellichio 
et a l , 1988; КаШо et a l , 1987; Sedjo and Lyon, 1990; Arnold, 
1992; Nilsson et a l , 1992a; Thunberg, 1993; Perez-Garcia, 
1993; OMNR, 1992; Backman, 1994): 

• The availability of coniferous wood (softwood) from 
North America is expected to decrease due to younger 
age class structure and tightening environmental 
regulation. 

• Russia will be deaUng with a restructuring of its entire 
society for a long time and will be hard-pressed to 
sustain timber production at current levels. 

• Europe will probably need more than it supplies. 

The overall conclusion from these analyses is that the major 
supply in the near to medium term will come from the tradi
tional wood supply regions, but within 50 years an increase of 
production through plantation forests may be required (some 
150 million ha). 

Chapter 1 and Section 15.2 both discuss expected changes in 
climate and responses by natural forest ecosystems. In a 
warmer and drier boreal zone, it is likely that geographic 
boundaries of boreal forest ecosystems will shift (Emanuel et 
a l , 1985a, 1985b; Solomon, 1992; Smith and Shugart, 1993). 
While the forest ecosystems adapt to climate changes, ecosys
tems will be in disequilibrium as existing species are replaced 
by new species more adapted to the environment. Soil condi
tions that lack the requirements of invading species in many 
areas will exacerbate this condition. The area of forest affected 
will greatly depend on the magnitude and rate of the chmate 
change. A likely result of any future climate change is that dur
ing the next 50 years the wood availabihty in the boreal zone 
will increase. However, it should be pointed out that forest 
management and protection may have to be intensified sub
stantially during this period, which will be costly (Nilsson and 
Pitt, 1991; Apps e t a l , 1993). 



504 Wood Production under Changing Climate and Land Use 

As illustrated earlier (Table 15-2), future changes in land use 
driven by economic factors could increase forest land in the 
boreal zone in the future (Waggoner, 1994; Nilsson et a l . , 
1992a; Zuidema et a l , 1994). Air pollutants are thought to be 
a problem in the boreal zone today (Nilsson et a l , 1992a, 
1992b; de Steiguer, 1993); if so, they would affect wood avail
ability as well as the availability of non-wood products in the 
boreal zone in the mid-term. 

In the long run (>50 years), effects of climate change on wood 
availability could be significant as the availability of wood 
from existing species runs out and new species are insuffi
ciently developed to provide a new source of supply. Yet in 
terms of the sustainable use of forests (i.e., of need, discussed 
in Section 15.5.3), the scenario estimates of availability until 
2050 and those that would result from quantification of climate 
change effects both suggest an excess of availability over need. 
However, it is also important to emphasize that a significant 
portion of harvested supply in the future could evolve from 
irregular, widespread, and catastrophic mortality events that 
cannot be simulated or predicted by current modeling methods. 

15.5.3. Need for B o r e a l Forest Products 

The consumption of forest products by the sparse population of 
boreal regions can hardly affect boreal forest stocks. Future 
population estimates suggest httle change in population under 
current immigration policies (e.g., Alcamo et a l . , 1994). 
Instead, assessment of needs from boreal regions must focus on 
trade in forest products and on the resulting economic forces 
that will continue to define the need for boreal forest products. 

Need for forest industry products is determined by changes in 
population, income, and price and by technological change. 
Past consumption can only be disaggregated to relevant end 
uses (preferences) in the more developed countries, and useful 
predictions can only be made for short periods in the future. 
Forest products are international commodities, and need and 
availability in one region depend on developments elsewhere 
on the globe. 

The boreal forests have played an important role as suppliers of 
raw material for forest industrial products globally and of so-
called non-wood benefits. The production of industrial round-
wood from the boreal forests in 1991 corresponds to some 33% 
of world production. The consumption figures presented by 
FAO for the year 2010 are regarded as strong overestimates 
among industrial experts; those presented in Table 15-10, cal
culated as described in Section 15.2.4, may be more realistic. 

The most crucial role of boreal forest products is probably the 
balance of payments. The boreal countries are major net 
exporters of forest products. More than 20% of the world's for
est industry product value stems from the boreal forests. Table 
15-11 indicates that for Canada and the Nordic countries (espe
cially Norway and Finland), a very significant portion of their 

. trade involves forest products. It seems likely that wood 

Table 15-10: Industrial roundwood consumption projected 
t o 2 0 2 0 in boreal regions, in 10^ m^, based on analyses in 
Table 15-5. 

1991 
Year 
2010 2020 

Coniferous 
(Softwoods) 452 434-588 496-611 
Deciduous 
(Hardwoods) 60 123-145 141-181 

Total Boreal Demand 512 557-733 637-792 

Global Need 1602 2145-2674 2551-3156 

exports eventually will increase to even greater importance in 
the former Soviet Union (FSU). 

Arnold (1992) examined long-term trends in need for forest 
products. Among the most important conclusions relating to 
boreal wood consumption are the following: 

• Global need for industrial wood has been projected to 
grow by 35 to 75% over the next 50 years. 

• Consumption will continue to be concentrated in the 
developed world, but a substantial part of the increase 
in consumption will occur in the developing countries. 

• Need for roundwood will grow more slowly than 
need for finished wood products due to technological 
development. 

• Use of nonconiferous (hardwood) species will grow 
faster than for coniferous (softwood) species. 

As in temperate regions, boreal-region forests no longer are 
viewed as simply a provider of raw materials for industry and 
a stimulus in the general economy of a country (Westoby, 
1962). Today, the nonmarket forest production properties (cli
mate change, biodiversity, global tourism, non-wood products, 
erosion, water supply) are among the most prominent issues in 
world forestry (Hyde et a l , 1991). The boreal forests promote 
a large variety of global as well as local and regional non-wood 
products. However, the extent and value of these services are 

Table 15-11: E c o n o m i c importance of the forest sector in 
boreal countries in m i l l i o n U.S.$ (FAO, 1993a). 

% of % of 
Prod. Consum. Import Export Trade GDP 

Canada 30482 15931 1840 16931 13 5 
Nordics! 22115 4876 2388 19628 4-36 2-7 
FSU2 38485 36639 927 2773 4 2 
Total 91082 57446 5155 39332 

1 Norway, Sweden, Finland, and Denmark. 
^Former Soviet Union. 
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uncertain because most of them are not connected by any mar-
Icet mechanism. The boreal countries also have stated that 
future boreal forest policies will place emphasis on non-wood 
functions. 

Economic analyses of the current impact of the non-wood 
functions on the macro-economy in the boreal countries are 
limited in scope and uncertain. Hultkrantz (1992) and Solberg 
and Svendsrud (1992) estimated the value of the non-wood 
products at 35-75% of the industrial forest sector value 
(adjusted GDP-calculation) for Sweden and Norway, respec
tively. Based on the earlier discussion, we conclude that this 
value will increase in the future in the boreal zone. In the long 
ran, forest management for non-wood products may well 
become a more valuable activity than logging. 

In the future, increased conflicts in the boreal forests are 
expected between traditional forestry and requirements for 
wilderness areas, between timber production and biodiversity, 
and between applied forest technology and landscape develop
ment. There will be increased public concern regarding the 
health and survival of the forests. The forecast reconstruction 
of the stracture of the forest industry will generate regional 
unemployment and social strain in the boreal countries. There 
are approximately one million aboriginal people living in the 
boreal zone. The cultures and economies of these people are 
intricately adapted to the natural environment, and they depend 
upon it for self-perpetuation. 

The forest industry has restructured extremely quickly during 
the last 20 years in the boreal countries due to economic devel
opment, technological development, market conditions, and 
internationalization. This kind of stractural change is expected 
to continue in the future. Technological development is also 
very rapid in the forest sector, especially in the forest industry. 
Most of the lumber grades known today in the forest industry 
were not known 20 years ago. This development is also expect
ed to continue in the future. 

Many of the changes taking place in the forest sector of the 
boreal countries are based on the changed end-use preferences. 
Preference changes, based on shifts in knowledge, values, con
sumption, and so forth, have happened within a few years (e.g., 
bleached to unbleached paper, clearcuts to landscape planning), 
and they influence the whole forest sector. Preference shifts will 
continue to permeate the future societies of the boreal zone. 

What, then, will be the constitution of overall forces on the for
est industry? Most obviously, forces other than climate will 
probably overshadow the impact of ecosystem responses to cli
mate early on (the next 50 years). A major question involves 
the impact on economic considerations of non-wood functions 
like biodiversity, landscape conservation, soil carbon capacity, 
and sustainable watershed development, which could signifi
cantly reduce available timber supplies. Unfortunately, we lack 
benchmarks for measuring the impact of climate change on 
these functions. In the long run (>50 years), and based on 
today's knowledge, the situation could be reversed; ecosystem 
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changes induced by shifting climate might overshadow the 
impact of the other driving forces in the boreal forests. 

In summary, the conclusions from scenario analysis about bore
al timber availability and need that begin Section 15.5 appear to 
be very unreahstic. Fkst, timber availability may be more 
strongly affected by environmental changes in boreal regions 
than in other zones: increased mortality and slowed forest suc
cession from rapidly warming climate and large-scale distur
bances; and enhanced growth from warmer growing season 
temperatures and increased atmospheric COj. These variables 
are not simulated by the models that produced the scenarios in 
Section 15.2. Second, boreal forest timber need is controlled by 
trade in forest products outside the zone. Hence, economic con
siderations drive need and its subsequent implementation—that 
is, harvest of timber. The models underlying the scenarios in 
Section 15.2 contain no consideration of forest economic or 
trade processes or implications, and therefore are not capable of 
realistic analysis of boreal forest product need in the future. The 
economics of wood consumption and the analysis of temperate 
and tropical zone timber needs, discussed in Sections 15.3 and 
15.4, suggest that serious shortfalls of boreal industrial round-
wood could occur during the twenty-first century. This would 
result if future temperate and tropical zone consumption of 
boreal softwoods expands beyond available wood capacities. 

15.6. Adaptation and Coping Options 

In the short term, timber supplies from all zones can be readi
ly assured in intensively managed forests. The use of forest 
plantations to mitigate increasing atmospheric CO2 and to gen
erate fuels from biomass is a subject of Chapter 24. 
Unfortunately, past intensive management, especially fire sup
pression and tree selection at species and intra-specific levels, 
has created forests that now may be more vulnerable to fire, 
pests, and pathogens (Schowalter and Filip, 1993), although 
others dispute that conclusion. Given the current degree of 
uncertainty over future climates and the subsequent response 
of forest ecosystems, adaptation strategies (those enacted to 
minimize forest damage from changing environment) entail 
greater degrees of risk than do mitigation measures (those 
enacted to reduce the rate or magnitude of the environmental 
changes). Emerging principles of risk assessment and manage
ment should guide the choice and implementation of "no-
regrets," "proactive," and "reactive" options for adaptation 
(Gucinski and McKelvey, 1992). 

15.6.1. Harvest Options 

Certain standard harvest options appropriate for ameliorating 
effects of chmate change are suggested: 

• Sanitation Harvests— Încreased timber losses are 
expected from pests, diseases, and fire because the trees 
themselves may be stressed by warmer conditions and 
the greater moisture deficits expected to accompany 
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warming (see Chapter 1), and land clearance for tropi
cal agriculture. Extensive sanitary felling can produce 
large volumes of timber, reducing revenue per unit of 
wood and reducing incentives for intensive manage
ment, while disrupting future thnber availability. 

• Changing Harvesting Method—Harvesting and 
even site preparation may be quite dependent on cold 
winters in northern regions where forests occur on 
predominantly swamp lands that can only be accessed 
when frozen (Pollard, 1987). Use of ecosystem pro
tection approaches (e.g., Franklin, 1989; Clark and 
Stankey, 1991) can be particularly useful in light of 
multiple-use needs in temperate and boreal regions 
and the need for mixes of species and ages in all zones 
to prepare for several different outcomes of environ
mental change. 

• Shortening Rotations—Reduction of rotation age is 
a simple tactic for reducing exposure of maturing tim
ber stocks to deteriorating conditions, as well as 
increasing opportunities for modifying the genetic 
makeup of the forest. Gains may be offset by dimin
ished timber quality, a lower mean annual increment, 
and impacts on other values such as certain game 
species and aesthetic qualities. Short-rotation planta
tions in tropical regions are an important option in 
meeting local fuelwood needs, coincidentally reliev
ing pressure to harvest more pristine forests. 

• Increased Thinning—The stimulation of tree vigor 
following stand thinning has special application under 
increasing moisture deficits. The modification of for
est microclimate by thinning offers considerable 
potential for the management of pests (Amman, 1989; 
Filip et a l . , 1992; Paine and Baker, 1993). 

15.6.2. Establishment Options 

Establishment options that can be quite effective in reducing 
effects of climate change are selected from common silvicul-
tural practices: 

• Choice of Species in Anticipatory Planting—Mixed 
species for current planting should be considered wher
ever possible, as a means to increase diversity and flex
ibility in adaptive management. Critical non-timber 
values such as snow retention, soil stability, water qual
ity, and carbon storage should be taken into account. 

• Vulnerability of Young Stands in Anticipatory 
Planting—The planting of species and varieties bet
ter adapted to future conditions may well increase 
vulnerability of the resulting stands during their early 
establishment. Selection of provenance offers an 
important tactic to reduce the vulnerability. 

• Assisting Natural Migrations in Protected Areas— 
Protected areas are the richest sources of genetic mate
rials and warrant expansion into comprehensive sys
tems. To be effective they must function in landscapes 
where ecological integrity is sufficient to permit the 
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movement of living organisms; there must be a com-
. prehensive approach to both commodity and reserved 
lands (Franklin et a l . , 1990). 

• Assisting Natural Migrations by IVansplanting 
Species—Large numbers of seedlings raised in nurs
eries many hundreds of kilometers from planting sites 
can be planted in the millions per day (Farnum, 1992). 
Optimism must be tempered by experience, however: 
Forest managers have been attempting to reforest 
Iceland for the past 50 years without much apparent 
success (Loftsson, 1993). 

• Gene Pool Conservation—Specialist species (indi
cated by restricted geographic ranges) will be most at 
risk, and their only chance of surviving may be 
through conservation in forest reserves, arboreta, and 
conventional seed banks and cryogenic storage. 

15.7. Research Needs 

New research products needed to conduct an accurate assess
ment of socioeconomic impacts of forest responses to climate 
change have become obvious from the foregoing analysis. The 
assessments are, and will be, based on quantitative scenarios of 
changing availability of and need for forest products and ameni
ties. Validity of scenarios is critical if they are to function as 
descriptions of the implications of current knowledge for future 
conditions. In all regions, scenarios were inadequate because 
the effects of increasing COj and forest dieback could not be 
quantified. In tropical regions, the scenarios were deemed inad
equate because they probably underestimated the regional and 
local importance of land use on timber availability. In temper
ate regions, the scenarios were incapable of quantifying the 
buffering effects on timber needs, offered by shifting technolo
gy aimed at product substitution and on availabiUty by intense 
mechanical management of forests. In boreal regions, the sce
narios excluded transient responses of timber availability to 
environmental change and extraregional responses of timber 
needs by economic processes, which replace local forest prod
uct demand there. All regions probably will undergo changes 
that could not be expected only from the variables considered in 
this assessment. Thus, research required for an adequate assess
ment includes both environmental monitoring and data collec
tion, and development of models to project future impacts. 

15.7.1. Data Monitoring and Collection 

All countries need to produce accurate national forest invento
ries. Some countries maintain such inventories, but they often 
use different periods and research designs. For example, in 
Europe, information from repeated surveys is available only 
from one-third of the forest area (Kauppi et a l . , 1992). In addi
tion, existing inventories do not consider regeneration proper
ties, such as frequency of flowering, seed production, or 
seedling establishment. With regard to climate change, these 
factors are very important because early life stages are most 
sensitive to variation in temperature and moisture conditions. 
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An obvious need involves the collection and analysis of data 
regarding the beneficial effects of atmospheric COj concentra
tions. As Chapter 1 points out, information from a single sea
son of monitoring tree seedlings in greenhouse pots is inade
quate to document the decadal-scale responses by mixed 
assemblages of growing and mature trees in ecosystems. Our 
analysis in Section 15.2 highlights the uncertainties regarding 
the impacts of these effects, which preclude confidence in esti
mates we generated of future forest product supplies. 

15.7.2. Global Modeling 

The analyses generated for this assessment repeatedly demon
strated the absolute necessity for development of models 
describing transient responses of forests to rapid environmen
tal change. Indeed, as Box 15-1 indicates, the problem to be 
assessed involves impacts of rapidly changing climate during 
the next century, not stable climate, and involves variously 
lagged forest response variables, not responses in lock-step 
with climate change. We lack models of vegetation response to 
climate that incorporate the real drivers of future vegetation 
dynamics: Transient processes involving differential rates of 
mortality, establishment, and growth; climate control of forest 
establishment and succession; absence and slow introduction 
of seeds of trees from provenances, varieties, and species 
appropriate for the available climate; and so on. For this "tran
sient" assessment, the static model estimates of forest growth 
over the next 50 to 75 years are woefully inadequate. 

A second kind of critically absent model is a forest economics 
simulation capability that is linked to environmental change. 
The global trade model developed at the International Institute 
for Applied Systems Analysis (e.g., Dykstra and Kallio, 1987) 
is an example of the integrated supply and demand model 
needed; however, it does not project climate-controlled or 
land-use-constrained wood availability. Instead, a forest trade 
model embedded in a global integrated assessment model like 
IMAGE may be the most appropriate vehicle for calculation of 
the impacts of climate-ecological-economic relationships. 

A third form of model conspicuously absent is a climate model 
that could provide regional estimates of the climatic change 
implied by increasing GHG concentrations. The existing cli
mate models are not able to generate reliable estimates on 
regional temperature, precipitation, and hydrology. Yet much 
of the forest response that is relevant to socioeconomic assess
ment varies significantly from one locale or region to another. 
In addition, in order to assess the quantitative implications of 
ecophysiological processes under chronic climatic change, cli
mate models must describe the regional and seasonal changes 
of temperature and precipitation. 
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EXECUTIVE SUMMARY 

Any effects of climate change on fisheries will occur in a sec
tor that already is characterized on a global scale by full uti
lization, massive overcapacities of usage, and sharp conflicts 
between fleets and among competing uses of aquatic ecosys
tems. Climate-change impacts are likely to exacerbate existing 
stresses on fish stocks, notably overfishing, diminishing wet
lands and nursery areas, pollution, and UV-B radiation. The 
effectiveness of actions to reduce the decline of fisheries 
depends on our capacity to distinguish among these stresses 
and other causes of change. This capacity is insufficient and, 
although the effects of environmental variability are increas
ingly recognized, the contribution of climate change to such 
variability is not yet clear. 

While overfishing has a greater effect on fish stocks today than 
does climate change, progress is being made on the overfishing 
problem. Overfishing results from an institutional failure to 
adjust harvesting ability to finite and varying fish yields. 
Conventional management paradigms, practices, and institu
tions—inherited from the period when fish stocks were plenti
ful—are not appropriate for the new situation of generally full 
exploitation, especially of important fish stocks. Although the 
Law of the Sea represents an important step in the proper direc
tion, only a few countries have adopted the institutional 
arrangements needed to regulate the access of fishing fleets to 
critical areas. The United Nations (UN) Conference on Highly 
Migrating and Straddling Stocks and the Food and Agriculture 
Organization (FAO) Code of Conduct for responsible fisheries 
are likely to accelerate the adoption and effective implementa
tion of regulatory mechanisms. Should climate change develop 
according to IPCC scenarios, it may become even more impor
tant than overfishing over the 50- to 100-year period covered 
by this 1995 climate assessment. 

• Globally, under the IPCC scenarios, saltwater fish
eries production is hypothesized to be about the same, 
or significantly higher if management deficiencies are 
corrected. Also, globally, freshwater fisheries and 
aquaculture at mid- to higher latitudes could benefit 
from climate change. These conclusions are depen
dent on the assumption that natural climate variabili
ty and the structure and strength of wind fields and 
ocean currents will remain about the same. If either 
changes, there would be significant impacts on the 
distribution of major fish stocks, though not on glob
al production (Medium Confidence). 

• Even without major change in atmospheric and 
oceanic circulation, local shifts in centers of produc
tion and mixes of species in marine and fresh waters 

are expected as ecosystems are displaced geographi
cally and changed internally. The relocation of popu
lations will depend on properties being present in the 
changing environments to shelter all stages of the life 
cycle of a species (High Confidence). 

• While the complex biological relationships among 
fisheries and, other aquatic biota and physiological 
responses to environmental change are not well under
stood, positiye effects such as longer growing seasons, 
lower natural winter mortality, and faster growth rates 
in higher latitudes may be offset by negative factors 
such as a changing climate that alters estabhshed repro
ductive patterns, migration routes, and ecosystem rela
tionships (High Confidence). Changes in abundance 
are likely to be more pronounced near major ecosystem 
boundaries. The rate of climate change may prove a 
major determinant of the abundance and distribution of 
new populations. Rapid change due to physical forcing 
will usually favor production of smaller, low-priced, 
opportunistic species that discharge large numbers of 
eggs over long periods (High Confidence). However, 
there are no compelling data to suggest a confluence of 
climate-change impacts that would affect global pro
duction in either direction, particularly because rele
vant fish population processes take place at regional or 
smaller scales for which general circulation models 
(GCMs) are insufficiently reliable. 

• Regionally, freshwater gains or losses will depend on 
changes in the amount and timing of precipitation, on 
temperatures, and on species tolerances. For example, 
increased rainfall during a shorter period in winter still 
could lead to reduced levels in summer in river flows, 
lakes, wetlands, and thus in freshwater fisheries (see 
Chapter 10). Marine stocks that reproduce in freshwa
ter (e.g., salmon) or require reduced estuarine salinities 
will be similarly affected (High Confidence). 

• Where ecosystem dominances are changing, econom
ic values can be expected to fall until long-term sta
bility (i.e., at about present amounts of variability) is 
reached (Medium Confidence). National fisheries will 
suffer if institutional mechanisms are not in place that 
enable fishing interests to move within and across 
national boundaries (High Confidence). Subsistence 
and other small-scale fishermen, lacking mobility and 
alternatives, often are most dependent on specific 
fisheries and will suffer disproportionately from 
changes (Medium Confidence). 

• Because natural variability is so great relative to glob
al change, and the time horizon on capital replacement 



(e.g., ships and plants) is so short, impacts on fisheries 
can be easily overstated, and there will lilcely be rela
tively small economic and food supply consequences 
so long as no major fish stoclcs collapse (Medium 
Confidence). 
An impact ranking can be constructed. The following 
items will be most sensitive to environmental vari
ables and are listed in descending order of sensitivity 
(Medium Confidence): 
- Freshwater fisheries in small rivers and lakes, in 

regions with larger temperature and precipita
tion change 

- Fisheries within Exclusive Economic Zones 
(EEZs), particularly where access-regulation 
mechanisms artificially reduce the mobility of 
fishing groups and fleets and their capacity to 
adjust to fluctuations in stock distribution and 
abundance 

- Fisheries in large rivers and lakes 
- Fisheries in estuaries, particularly where there are 

species without migration or spawn dispersal 
paths or in estuaries impacted by sea-level rise or 
decreased river flow 

- High-seas fisheries. 

• Adaptation options providing large benefits irrespec
tive of chmate change follow (Medium Confidence): 
- Design and implement national and international 

fishery-management institutions that recognize 
shifting species ranges, accessibility, and abun
dances and that balance species conservation with 
local needs for economic efficiency and stability 

- Support innovation by research on management 
systems and aquatic ecosystems 

- Expand aquaculture to increase and stabilize 
seafood supplies, help stabilize employment, and 
carefully augment wild stocks 

- In coastal areas, integrate the management of fish
eries with other uses of coastal zones 

- Monitor health problems (e.g., red tides, ciguatera, 
cholera) that could increase under climate change 
and harm fish stocks and consumers. 
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16.1. Current Status of Fisheries 

16.1.1. World Fisheries Conditions and Trends 

Marine fishing generates about 1% of the global econoniy, but 
coastal and island regions are far more dependent on fishing. 
About 200 million people worldwide depend on fishing and 
related industries for livelihood (Weber, 1994). Marine fish 
account for 16% of animal protein (5.6% of total) consump
tion, but developing countries are more dependent on this pro
tein source (Weber, 1993, 1994). Marine catches peaked in 
1989 at 85 milhon tons; freshwater catches were 6.4 million 
tons, about 7% of the total (FAO, 1993). The potential sustain
able yield of marine food fish may be about 100 million tons 
(Russell and Yonge, 1975); the limit may have been reached. 
Some 40% of total world production enters international trade 
(FAO, 1992a), with the top fishing nations being China, Japan, 
Peru, Chile, Russia, and the United States (FAO, 1993). 

World fisheries are characterized by a general state of full or 
overexploitation of wild stocks and excess harvesting and pro
cessing capacities. Some small pelagics, some very-deepwater 
fish, and some oceanic tunas and Antarctic krill are among sev
eral exceptions. Globally, fishing costs are about 20% greater 
than revenues, with much of the deficit provided by national 
subsidies (FAO, 1992a). The World Bank (1992) and FAO 
(1992b) estimate total economic rent and subsidy losses at $79 
billion annually, and the situation is likely to worsen. 

The quantity of landings is declining (Garcia and Newton, 
1994) in 13 of the 15 major marine areas. Only Indian Ocean 
fisheries continue to increase. Further, there is a deterioration 
in quality caused by declines in the sizes of highly valued 
species and a move to bulk landings of lower-value species 
(Regier and Baskerville, 1986). Thirty percent of global fish
ery catches are discarded because they are too small, they are 
prohibited from being landed, or no profitable market exists 
(Alverson, 1994). This practice of discarding by-catch is more 
common in industrial fisheries than artisanal ones. Most 
important stocks are fully or overexploited (Sissenwine and 
Rosenberg, 1993). In most regions, there is little or no surplus 
biomass to buffer climate-induced fluctuations in stock abun
dance relative to current demand. Reduced numbers of year 
classes also increase stock variability and risk of collapse. 

This situation is rooted in the ocean's finite production capac
ity and in the deficiencies (including concepts and enforce
ment) of current institutions for adjusting fishing capacities to 
stock productivity. Present systems were developed when 
underutilized stocks were available and freely accessible to 
large-scale fishing operations. Most have not been adjusted to 
the situation of resource scarcity. Adoption of the UN 
Convention on Law of the Sea and Exclusive Economic Zones, 
generally out to 200 miles, has led most countries to control 
foreign fleets and is a critical step toward improved institu
tions. However, few countries have taken steps to improve 
domestic management, even though 90% of production comes 
from EEZs (Sherman and Gold, 1990; FAO, 1993). 

With the advent of EEZs in the mid-1970s, foreign fleets 
received allocations of stocks that exceeded domestic capaci
ties. Domestic capacity then rapidly increased, often via joint-
venture (JV) partnerships with foreign companies. Upon 
reaching full domestic exploitation through direct replacement 
and domestic-controlled charters, most JVs were phased out. 
JVs have not disappeared, however, and foreign fishing con
tinues in some developing regions. Less desirable species and 
areas or certain species taken by specialized fleets working 
both international waters and EEZs are most of what remain 
available to foreign licensed fleets. 

Access to high-seas, highly migratory, and straddling (EEZ/high 
seas) stocks remains mostly open and free, although participants 
in some fisheries voluntarily limit catches. Without manage
ment, fishing cannot be adequately adjusted to average stock 
abundances, let alone to fluctuations. The 1995 UN Conference 
on Highly Migrating and Straddling Stocks and the FAO Code 
of Conduct for responsible fisheries are likely to accelerate the 
adoption and elfective implementation of regulatory mecha
nisms. With elfective management, depleted fisheries could 
yield another 20 million tons annually (Weber, 1994). 

Competition occurs at all levels: countries fishing the same 
stock, a single country involved in different fisheries in its own 
or others' waters, and different fishing methods competing 
within a fishery. In most cases, excess catching power is 
deployed, and conflicts among competitors often become acute 
and pervasive. 

With few exceptions, governments have not recognized the cus
tomary use-rights of traditional fishing communities. Growing 
demands for fish, water, and space; encroachment by large-
scale fishing and aquaculture operations; population concentra
tions; urban expansion; pollution; and tourism already have 
harmed small-scale fishing communities in shallow marine 
waters, lakes, and rivers. These fishers have limited occupa
tional or geographic mobility. With climate change, global and 
regional problems of disparity between catching power and the 
abundance of fish stocks will worsen—^particularly the interac
tion between large mobile fleets and localized fishing commu
nities. Aquaculture will develop in new areas, sometimes assist
ing, sometimes disrupting existing artisanal fishers. 

The productivity of freshwaters and sea margins has become 
stressed by human density and societal actions to benefit non-
fisheries sectors. For example, freshwater diversions for agri
cultural use have resulted in water-level and salinity changes, 
leading to ecological disasters in the Aral, Azov, and Black 
seas, and San Francisco Bay (Caddy, 1993; Mee, 1992; 
Rozengurt, 1992). The artificial opening of the sand barrier at 
the mouth of the Cote d'Ivoire River to clear floating weeds 
allowed seawater to enter the lower part of the river and has 
changed species dominances (Bard et a l , 1991; Albaret and 
Ecoutin, 1991). 

On the Nile,, the Aswan dam so thoroughly regulates flows that 
the delta has become degraded ecologically. Local sardine 
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populations that once thrived and provided food for the region 
have collapsed with the decline in local primary production 
that depended on the strong surges of flood waters and their 
pulses of nutrients (Sharp, 1994). Where the Sahelian drought 
is causing increased salinity in the lower parts of Senegalese 
rivers, a dam erected near the mouth of the Senegal to stop the 
rising salinity and ease severe problems to local agriculture 
prevents fish migration (Binet et a l , 1995). Hydroelectric 
dams in the Dneiper River basin have suppressed spring flows, 
increased salinities, and left local marshes unflooded at the 
time of peak fish migration, decreasing fish landings by a fac
tor of five (Mann, 1992). 

Problems are markedly more acute in smaller water bodies and 
fragile coral reefs, especially in areas of high human density. 
In these areas, habitat degradation often is more important than 
overfishing. As stresses intensify, impacts that for a long time 
were limited to freshwaters and littoral areas are now observed 
in closed and semi-enclosed seas (FAO, 1989b; Caddy, 1993). 
Some semi-enclosed seas, such as the Mediterranean, Black, 
Aegean, and Northern Adriatic, are already eutrophic. The 
diversity of uses in these areas also has introduced "one of the 
most pervasive and damaging anthropogenic impacts on the 
world's ecosystem" in the form of nonindigenous species 
(Mills et a l , 1994). Many of these organisms already have 
extensive invasion histories, are easily transportable, are high
ly fecund, and tolerate a wide range of environmental condi
tions. Their damaging effects on indigenous populations may 
only be enhanced by ecosystem fluctuations accompanying 
climate change. 

Fish habitats are downstream of many impacts, and fish inte
grate the effects. Fish are symbolic in depicting the health of 
ecosystems and our ability to manage our resources. Lake 
Victoria exemphfies this situation and shows how caution must 

be exercised in introducing nonindigenous species to adapt to, 
or take advantage of, climate change (see Box 16-1). 

Scientists are unable, in most instances, to quantify efficiently 
each of the man-made and natural stresses on fish stocks. This 
major constraint on integrated management of water bodies is 
exemplified by the U.S. fishery for yellowtail flounder on 
Georges Bank at the southern edge of the species range. The 
species does not do well when the waters are warm. If there is 
warming and efforts to rebuild the stock in U.S. waters suffer, 
it will be difficult to differentiate climate change from fishing 
as the primary cause (Anthony, 1993). 

National and international trends appear to lead to more ratio
nal means of management and improved institutions. Among 
the more advanced concepts is that of Individual Transferable 
Quotas (ITQs)—in which a science-based catch quota is set 
and enforced, and fishers can buy and sell percentages of the 
quota. ITQ systems are being implemented in many areas. 
Most major fisheries in New Zealand, Canada, Chile, and 
Iceland; several in Australia; and two in the United States are 
under ITQ arrangements, with others under discussion 
(Sissenwine and Rosenberg, 1993). 

Box 16-2 contains a regional case study. It is not unique. The 
steady decline of northeast Atlantic catches since the mid 
1970s, the recent banning of cod fishing by Canada, and other 
situations also could serve as examples. 

16.1.2. A q u a c u l t u r e 

Recent growth in total fisheries production is from aquaculture. 
Aquaculture has grown rapidly during the last few decades and 
accounts for about 10% of the total world fish production, 

Box 16-1. Lake Victoria 

Climate change will add to stresses now affecting large lakes and their fisheries. Lake Victoria has reached ecological 
devastation. Surrounded by urban and agricultural development, it suffers from high nutrient loading, causing eutrophica-
tion. Deforestation and erosion are putting sediments into the waters; papyrus swamps are declining with overharvesting; 
and snails are increasing in abundance. Landing beaches and piers are useless as water continues to recede from the 
shore. Exposed sand is being harvested, leading to the destruction of spawning grounds and fish refugia. Additionally, 
introduction of Nile perch contributed to the upset of the productive natural ecosystem and the socioeconomic balance of 
the region, as sunmiarized below (Barel et a l , 1985; Ssetongo and Welcomme, 1985; Acers, 1988; Ogutu-Ohwayo, 
1990a, 1990b; Bruton, 1990; Achieng, 1990; Kaufman, 1992): 

• The former multispecies fishery has been reduced to three species, due largely to prédation by Nile perch and 
overfishing. Two hundred species have become extinct. 

• The decline of perch prey forebodes the collapse of that fishery. 
• Subsistence fishers are unable to capitalize to compete in the new fishery. Surviving fishers have adapted by 

using large-mesh nets to catch perch. 
• The local population prefers the native species, as reflected in the low value of perch. 
• Perch cannot be sun-dried and must be smoked, requiring extensive use of firewood and leading to deforestation 

of some islands. 
• The most important freshwater fishes in East Africa have vanished from the marketplace. 
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Box 16-2. The Barents Sea 

Luka et a l . (1991) considered causes of depression of Barents Sea fish stocks and options for recovery. In the late 1970s, 
total catches reached 4.5 million tons. Then, due to a decreasing abundance of cod, catches dropped, especially sharply 
in the early 1980s. In the second half of the 1980s, after the fishery on capelin ended, the total catches were about 
300,000 tons. The main cause was overfishing, but the unfavorable climatic regime (cooling in 1977-1982) led to poor 
year classes of all main species. Fishing was very heavy in the 1970s and the first half of the 1980s, despite a declining 
biomass (Kovtsova et a l . , 1991; Zilanov et a l . , 1991). By the second half of the 1980s, herring, capelin, and polar cod— 
the main food for cod and haddock—were very scarce. This led to slow growth, starvation, and increased mortality. 
Moreover, prédation of cod and haddock on juveniles of deepwater redfish, plaice, and wolffish increased greatly, reduc
ing some strong year classes before they entered the fishery (Kovtsova et a l . , 1991). 

The total Soviet catch was unaffected by these depressed stocks. Fuel was inexpensive, and the fishing fleet moved to 
other regions [e.g., the Norwegian Sea (blue whiting), Irminger Sea (deepwater redfish), and Antarctica]; thus, there was 
littie impact on the Soviet economy. 

By the early 1990s, the Barents Sea spawning biomass was at its historically lowest level. However, there is now a sharp 
increase in the abundance of cod and capelin, perhaps associated with an observed warming of the northeast Atlantic and 
adjacent seas. 

mostly of higher-valued products. Aquaculture contributes to 
the resiliency of the fisheries industry, tending to stabilize sup
ply and prices. 

Advancements are unevenly distributed across regions, farming 
systems, and connmunities. Growth is about 5% annually. The 
marine component is growing rapidly, but freshwater is still 
dominant. Aquaculture will not rapidly solve the scarcity of nat
ural fish, and current industry growth will fulfill the demand 
only for certain commodities, regions, and consumer groups. 

Large-scale systems specialize in a few high-value species 
(e.g., shrimp and salmon) and are developing wherever prof
itable. Small-scale systems (e.g., for freshwater finfish and 
shellfish) are restricted to regions where aquaculture and/or 
settied agriculture have existed for centuries (essentially in 
eastem and southern Asia and in Europe). This distribution 
reflects social and institutional factors (notably land and water 
property regimes) that change very slowly. The need for 
improved management is great. In Taiwan, for example, inad
equate control of expansion of shrimp farming resulted in mass 
mortalities of stocks and the collapse of production in 1987-89 
from 100,000 down to 20,000 tons. 

Genetic engineering holds great promise to increase the pro
duction and efficiency of fish farming (Fischetti, 1991). 
However, fishers and resource managers are very concerned 
about accidental or intentional release of altered and inti:o-
duced species that might harm natural stocks and gene pools. 
Around Scandinavia, escapees and nonindigenous reproduc
tion may have reached or exceeded the recruitment of salmon 
wild stocks (Ackefors et a l . , 1991). Introduction of pathogenic 
organisms and antibiotic resistant pathogens is also of concern. 

Ranching (in which young fish are released to feed and mature 
at sea) and fish farming, Uke their equivalents on land, have 

self-generated and imposed impediments to success. The activ
ities can compete for coastal space with other uses, and con
tinued expansion can jeopardize the quality and quantity of fish 
habitat [e.g., through loss of mangroves and wetiands, compe
tition for food with wild stocks, or other factors (NCC, 1989)]. 

16.2. Climate-Change Impacts 

GCM results can be used to make some global inferences, but 
caution must be used in forecasting fisheries impacts until sci
entists are able to forecast regional and finer climate and 
ecosystem processes. Global warming will likely be accompa
nied by changes in water temperature, precipitation, winds, 
water and nutrient flows, water level, biogeochemistry, sedi
mentation, salinity, water mixing, upwelling, ice coverage, and 
UV-B radiation. Changes in amounts, structures, and timing 
will affect ecosystem components, including habitats, entire 
food webs, and species interactions. Chapters 8, 9, and 10 
describe these changes and ecosystem impacts. 

16.2.1. Freshwater Fisheries 

The first indications of reaction by fish species to climate 
change probably will be among those populations living at the 
extremes of their temperature tolerance ranges (Holmes, 1990) 
or residing in streams with high rates of heat transfer from the 
air. In freshwater, population migration may be hmited by 
watershed consttaints (Regier and Holmes, 1991; Shuter and 
Post, 1990). In large drainage systems, the flexibility for 
migratory shifts to compatible temperatures will be greater in 
north-south flowing systems (Meisner, 1990). 

It is intuitive to expect poleward range movement for species 
with climate warming (Shuter and Post, 1990). However, 
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Box 16-3. Temperature Preferences 

Fish cannot regulate their internal temperatures; they try to maintain preferred temperatures through behavior. They seek 
habitat close to the optimum temperature for growth, foraging success, and protection (Magnuson et a l . , 1979). Unless a 
water body has such temperatures for substantial space and time—with other factors also sufficient for well-being—a 
particular species will not likely thrive (Christie and Regier, 1988). Species have different preferred temperatures, with 
similarities between species within families. In the figure below (from Lin, 1994), with optimal food and other factors, 
two salmonid species prefer cold water at or below 25 °C; two percid species prefer cool waters; and two centrarchid 
species prefer warm waters and tend to "hibernate" in winter when water temperatures fall below 8°C. 

0.025 

15 20 

Temperature (°C) 

Figure 16-1: Growth rates as a function of temperature. 

habitat, food supply, predators, pathogens, and competitors 
must be within the species' ability to cope. Further, there must 
be a suitable dispersion route, not blocked by land or some 
property of the water such as temperature, salinity, structure, 
currents, or oxygen availability. Movement of animals without 
a natural dispersal path may require human intervention or 
hundreds or thousands of years (Kennedy, 1990). 

Changes in the amount and timing of precipitation will affect 
freshwater fisheries production (Welcomme, 1985; Lowe-
McConnell, 1987). Thus, expected precipitation increases in 
high northern latitudes—extending well into mid-latitudes in 
most cases—in winter (see the Working Group I volume) could 
provide largely positive benefits overall. However, if accom
panied by higher evaporation in summer due to warmer tem
peratures or loss of habitat due to high flow rates in winter or 
spring, these benefits may not accrue. Species unable to move 
or adapt may suffer population declines or become extinct. 
Management to control critical temperatures of portions of 

rivers and streams using impoundments, and timing of water 
releases and runoff may mitigate the impacts of climate change 
on some species. 

Warming should produce a longer growing season for species 
that have not attained their maximum temperature limits 
(Shuter and Meisner, 1992), but warming also may lead to 
reduced productivity in species at or near their maximum lim
its (Mathews and Zimmerman, 1990). Greater fish production 
should occur in high-latitude lakes and reservoirs (Schlesinger 
and McCombie, 1983). Tropical lakes have longer growing 
seasons and shorter generational times and usually produce 
higher fish yields than temperate lakes because fish mature at 
earlier ages. Mean annual air temperature is the most important 
factor in predicting lake fish production across latitudes 
(Schlesinger and Regier, 1982), but changing rainfall patterns 
and flood regimes may have profound effects on river fish 
(Meisner and Shuter, 1992; McDowall, 1992). In rivers, low 
oxygen at low flows can severely limit fish production. 
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Alterations in seasonal climate patterns should change the pop
ulation distributions in larger lakes. In a study using fish bioen-
ergetics models, certain Great Lakes fisheries were found to 
have potentially greater yields, whereas others were predicted 
to collapse (Hill and Magnuson, 1990). White perch—a species 
of low value—might be among those with increased range and 
improved recruitment because of a longer growing season and 
shorter, milder winters (Johnson and Evans, 1990). Yields in 
southern Lake Michigan and central Lake Erie are projected to 
remain about the same for lake trout and lake whitefish but 
increase for walleye. Thermal habitats are expected to increase 
except for cold-water species in Lake Erie, where the deep 
water could become anoxic in summer (Magnuson et a l , 1990). 
Large lake fish production could increase about 6% with a 1°C 
rise in average annual air temperature (Meisner et a l , 1987). 

Warm-water exotic species may invade large lakes where inva
sion routes are available (Mandrak, 1989). For example. 
Coûtant (1990) speculates that, with warming, U.S. east coast 
populations of striped bass, Morone s a x a t i l i s , could move fur
ther north and perhaps enter the Great Lakes—where they 
might thrive in the lower lakes—and compete with salmonids; 
in the Gulf of Mexico, Florida coastal waters, and southern 
U.S. lakes and reservoirs, their existence could be threatened. 

Changes in species dominance may occur. Each population has 
adapted to specific temporal and spatial features. For example, 
in New Zealand, native species occur throughout the nation, 
whereas introduced species seem to be temperature-limited in 
their distribution—suggesting that indigenous species may be 
more resilient than exotics in a warming climate (New 
Zealand, 1990). Species invasions and removals occur fre
quently, even without human causes, but climate and habitat 
change should accelerate them. Indigenous species will be sub
ject to greater pressures from shifts in ecosystem structures and 
introductions of opportunistic exotics (Lodge, 1993). 

Positive factors associated with greater warming and precipita
tion at higher latitudes include faster growth and maturation 
rates, lower winter mortality rates due to cold or anoxia, and 
expanded habitats with ice retreat. Offsetting negative factors 
include increased summer anoxia, increased demands for food 
to support higher metabolism, possible negative changes in 
lake thermal structures, and reduced thermal habitat for cold-
water species. Individual effects are difficult to integrate. 
However, warm-water lakes generally have higher productivi
ty than cold-water lakes, and existing warm-water lakes will be 
in areas with the least change in temperature. It is reasonable to 
expect higher overall productivity from freshwater systems. 
Most warming should occur during fall, winter, and nighttime 
during the summer, improving the survival of fish that are less 
tolerant of cold and having littie effect on many species near 
their upper lethal temperature. Streams may be no more likely 
to reach high lethal temperatures. Lastly, fishery managers 
heavily manipulate freshwater fisheries in much of the world. 
If species mixes continue to be changed to support angler and 
market preferences and changing habitats, climate-change 
damages may dampen and benefits may heighten. 

16.2.2. Saltwater Fisheries 

The linkage between climate and marine fisheries is complex 
and poorly understood. Physical changes influence recruitment 
and abundance, the center of distribution and range, and avail
ability by concentrating stocks in fishable locations. There are 
so many interacting variables (such as currents, upwelling, 
cloudiness, nutrient flows, salinity, temperature, and solar irra-
diance) that predictions of changes in primary production are 
not clear (Bernai, 1991; Mann and Lazier, 1991; see also the 
Working Group I volume). However, understanding is grow
ing. For instance, in the Pacific, the intensity of the Aleutian 
low clearly affects primary production (Venrick et a l , 1987; 
Beamish and Bouillon, 1993) and ecosystem production 
(PolovinaeiaZ., 1994). 

16.2.2.1. Sea-Level Rise 

About 70% of global fish resources depend on near-shore or estu
arine habitats at some point in their life cycle (Chambers, 1991; 
IPCC, 1990). The growing rate of human occupation—with asso
ciated pollution—and the high property values of littoral areas, 
especially in Western countries, will severely constrain the inland 
displacement of wetiands and other habitats as sea level rises. 
Fish production will suffer when wetlands and other habitats that 
serve as nurseries are lost (Costa et a l , 1994). Chapter 9 discuss
es these issues, and Box 16-4 provides an example of the poten
tial effects of sea-level rise on active fisheries. 

If sea-level rise is too rapid, natural succession of coastal 
ecosystems cannot occur, harming many species. With a half-
meter rise by 2100—and with protection of all developed 
areas—more than 10,360 km^ of wetiands could be lost in the 
contiguous United States (Park et a l , 1989). In the near term, 
fish production could rise as marshes fragment, flood, die, and 
decompose, improving fisheries habitat in some cases as the 
protective land edge increases. More nutrients would become 
available from leaching of soils and flooded peat. The south
eastern United States, where land subsidence compounds sea-
level rise, may be in this phase of temporary improvement now 
(Zimmerman et a l , 1991). Eventually, detritus-based food 
webs would lose the protective habitat and nourishment, as 
well as wildlife nesting sites and refuge (Kennedy, 1990). In 
the longer term, by 2050 the overall impact on fisheries will 
probably be negative. The brown shrimp catch in the U.S. Gulf 
Coast could fall 25% with a 25-cm rise in sea level (Park, 
1991). A 34-cm rise could cause the loss of 40% of the exten
sive Puget Sound tidal flats—an important habitat for shellfish 
and waterfowl (Park et a l , 1993). In certain areas, already 
nutrient-rich waters may become eutrophic (Caddy, 1993). 
Rising sea level may particularly affect coastal ponds as flood
ing septic systems increase nutrient loading, an important load
ing mechanism (Vahela and Costa, 1988). 

Wetiands, coral reefs, mangroves, and sea grasses require a 
healthy environment to keep pace with a rising sea, to contin
ue coastal protection benefits, and to serve as fisheries habitat. 
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Box 16-4. The Caspian Sea 

Fluctoation of Caspian Sea water levels provides insight on interacting impacts. An increase in sea level could have a 
positive economic result for fisheries but a high cost to land-based industry and tourism. 

The main species harvested from the Caspian are sturgeon, roach, bream, sander, sazan, herring, and Idlkas (Anon., 
1989). In the second half of the 1950s, diversion of river waters and unfavorable conditions resulted in a series of 
low-water years, with reduction of sea area and volume and higher salinities. Roach, bream, sander, and juveniles of all 
other species declined as their prey decreased in response to the water changes. At the same time, river fish (sheatfish, 
pike, redeye fish, tench, etc.) increased as suitable spawning habitat expanded. 

In the late 1970s, the water level started rising, and bioproductivity increased. Plankton biomass increased threefold and 
shad—which spawns in the northeast shallow brackish area—recovered (Vodovskaya et a l . , 1978). By the mid-1980s, 
high natural reproduction and improvement of the hydrological regime in the northern Caspian resulted in strong yea-
classes of roach, bream, and sander, and they increased to their highest level as favorable conditions stabilized. 

As sea level continues to rise and inundate more developed areas, serious environmental implications confront productiv
ity. The Caspian is heavily polluted with oil, phenol, and heavy metals from years of industrial dumping. As land is over-
washed, additional oil and pollutants from industrial facilities will further threaten the sea's valuable stocks (Anon., 
1994). If the shore is protected extensively, as is planned by Kazakhstan, there also could be significant losses of fish 
spawning habitat and production. 

Sea-level rise with defense of properties, increased freshwater 
diversion, and human and industiial concentration in coastal 
areas would be detrimental to fisheries production. 

16.2.2.2. Fishery Oceanography 

Evidence in support of the view that environmental changes 
drive many changes in fish stocks has been accumulating in 
recent years (Mann and Lazier, 1991; Mann, 1992,1993; Mann 
and Drinkwater, 1994; Polovina et a l . , 1995). The question of 
whether overfishing, envkonmental change, or a combination 
of the two is responsible for major declines in fish stocks is still 
a matter for debate and is situation-specific. 

The literature is rich with studies relating historical changes in 
the abundance and distribution of aquatic organisms to climate 
changes. The studies show that relatively small changes in cli
mate often produce dramatic changes in the abundance of 
species—sometimes of many orders of magnitude— b̂ecause of 
impacts on water masses and hydrodynamics (e.g., Sharp and 
Csirke, 1983; Kawasaki et a l , 1991; Beukema et a l , 1990). 

Changes in temperature, winds, currents, salinity, and other 
physical parameters affect life in the oceans. With warming 
waters, larger fish tend to move to cooler or more offshore and 
higher-latitude portions of their habitat, or suffer reproductive 
stress responses that debilitate individuals and lead to lower 
viability (Sharp, 1994). Water temperatures will increase least 
at the equator and more toward the poles. In contrast to tropi
cal and mid-latitude regions, where productivity is mainly 
nutrient-limited, the basic limiting factors in polar and subpo
lar regions are light and temperature. Warming in high latitudes 
should lead to longer growing periods, increased growth rates. 

and uhimately, perhaps, increases in the general productivity of 
these regions (Regier et a l , 1990). Each species might be 
affected differently. For example, early research resuhs for 
northern Pacific salmon indicate that ocean distribution in a 
warming climate would decHne to half its present area by about 
2070, and winter habitat could completely disappear for 3 
months each year (Welch and Beamish, 1994). 

The impacts of warming can be inferred from past displace
ments of transition zones—for example, the Russell cycle in the 
western Enghsh Channel (Southward, 1980) and the simultane
ous discontinuities in the local occurrence of pilchard and her
ring (Cushing, 1957,1982). Opposing fluctuations in these fish
eries in the Channel and the Bay of Biscay have followed long-
term changes in climate for three centuries (Binet, 1988b). 
Tropical Atlantic albacore recruitment is correlated with tem
perature anomalies during spawning (Leroy and Binet, 1986). 

Warming would aifect marine species in shallow, restticted 
impoimdments long before deep oceanic species (Bemal, 1991). 
While fish can migrate, moUusks usually cannot move to favor
able areas, although their progeny may develop and thrive in new 
locations—or be eUminated if suitable habitats do not develop. 
One example is the important fishery for soft-shelled clams in the 
Chesapeake Bay. These clams are essentially absent in warmer 
estuaries further to the south. They could disappear from the 
Chesapeake if there is substantial warming (Kennedy, 1990). 
Conversely, Dickie (1955) showed that Bay of Fundy scallop fluc
tuation from 1930-1953 followed water temperature but lagged 
by 6 years (i.e., the time for sea-scallop recruitment). Higher tem
peratures led to strong year classes (Frank et a l , 1990). 

Warming and wind changes would affect the distribution and 
characteristics of polynyas (ice-free areas) and ice edges that 
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are vital to polar ecosystems. Changes in the extent and dura
tion of ice, combined with changes in the polar frontal zone and 
the circumpolar current in southern latitudes, also may affect 
the distribution, mass, and harvesting of krill. Krill is the fun
damental link in the food web of the southern ocean; much of 
the fishery it supports is used as feed in aquaculture. Antarctic 
productivity also is closely related to spring retreat of pack ice. 
Warming could affect pack-ice movement and extent—in turn, 
affecting the distribution, abundance, and productivity of krill. 
However, little change is forecast in Antarctic ice for 100 years 
(see the Working Group I volume). Changes in wind strength 
also may affect productivity in the ice edge zone. 

In the eastern Pacific, interdecadal natural variation resulted in 
warm periods of high sardine abundance during the 1940s and 
1976-85, separated by cool periods of high anchovy abun
dance in between and in very recent years (Lluch-Belda et a l , 
1992). While this suggests a direct correlation of high sardine 
abundance with warm temperatures, it is likely that there is a 
more complex relationship. At the time of these eastem Pacific 
warm periods, the westem North Pacific has been generally 
cool, with very abundant Japanese sardines. 

Major shifts in regional and global climate have major effects 
on the abundance and distribution of fish stocks. The 1976-77 
climatic regime shift in the North Pacific Ocean (Beamish, 
1995) was apparently the starting point for a high-sardine-
abundance regime. Further, this period seems to be giving way 
to a new period of high anchovy abundance since 1985 (Lluch-
Belda et a l , 1992). There is a long time lag before scientists 
recognize these events. 

Wanner water and changes in circulation would substantially 
affect the structure and location of habitats. However, marine 
organisms as a rule have rather high genetic and behavioral 
plasticity, allowing them to adapt to constantly changing con
ditions. This property underlies the relative stabihty of zoo-
geographical pattems during natural climate variations (Odum, 
1986). However, there may not be high plasticity with respect 
to temperature-dependent physiological and ecological rates 
and behavioral thresholds (Lin and Regier, 1995). While the 
mix of marine species constantly changes with naturally vari
able climates, the changes forecast by IPCC would happen rel
atively rapidly and be long-lasting. There will Ukely be food-
chain disruptions that will destabilize certain marine popula
tions (Kawasaki, 1991). Poleward shifts of some, but not all, 
elements of an ecosystem may result in discontinuous areas of 
high productivity (Lluch-Belda et a l , 1991). 

Changes in currents could lead to changes in population loca
tion and abundance and the loss of certain populations—or the 
establishment of new ones—at the periphery of the present 
species distributions. Current GCMs do not adequately incor
porate the ocean, and coupled physical/biological models are 
in theh- infancy., To date, only the Semtner-Chervin global 
ocean circulation model (Semtner and Chervin, 1988) has been 
generally used to provide information that is directly applica
ble to local and regional fisheries applications. If only the 

direction of potential changes in ocean circulation could be 
known, useful assumptions could be made on the likely 
impacts on fisheries (Troadec, 1989b). 

A general poleward extension of habitats and range of species 
is likely, but an extension toward the equator may occur in 
eastem boundary currents. For example, the range of Sardina 
p i l c h a r d u s prior to World War II was from south Brittany to 
Morocco. In warm years following the war, sardines were 
fished up to the North Sea. During the 1970s, new fisheries 
developed off the Sahara and Mauritania, with small amounts 
landed as far south as Senegal—perhaps due to upwelling and 
ecological processes related to tradewind acceleration (Binet, 
1988a). Changes in the circulation pattern are likely to induce 
changes in the larval advection/retention rates in and out of 
favorable areas and may explain changes in abundance and dis
tribution (Binet, 1988a; Binet and Marchai, 1992). Areal over
laps in closely related species may change in unpredictable 
directions (Ntiba and Harding, 1993). 

Even if the major currents are unchanged (see the Working 
Group I volume), winds can change local currents and 
upwelling dramatically. If upwelling-favorable winds intensify, 
as some authors suggest (Bakun, 1990, 1993a), the mixing of 
surface and subsurface waters will increase, improving their 
nutrient contents but perhaps delaying the phytoplankton 
spring outburst in some areas. The total production and species 
dominance of the whole food chain will be affected (Aebischer 
et a l , 1990). Conversely, some authors suggest that global 
warming will lead to a reduced temperature gradient between 
the poles and the equator—and therefore to decreased oceanic 
winds and decreased mixing of surface and subsurface waters 
(Wright ei a/., 1986). 

A physical forcing may have opposite effects in different areas 
because ecological relationships are not necessarily linear. The 
1950-1980 northerly wind increase in western Europe 
enhanced the Iberian west coast upwelling and is associated 
with decreased sardine production (Dickson et a l , 1988), 
whereas wind acceleration along the Mauritania coast favored 
settlement of a new sardine population (Binet, 1988a), possibly 
illustrating a dome-shaped environment-resource relationship 
(Cury and Roy, 1989). A gentle breeze enhances the recircula
tion of nutrients in the euphotic layer and hence the biological 
production, whereas a strong wind mixes the water and causes 
phytoplankton to sink below the sunlit layer. Other examples 
of the influence of changes in upwelling systems and circula
tion are provided in Box 16-5. 

Skud (1982) found that in both marine and freshwater systems, 
changes in environment can shift species dominance. Dickson 
and Brander (1993) describe how a change in the west winds 
resulted in a major influx of West Greenland cod larvae to the 
1957 Labrador cod stock. Moreover, winds and warming can 
interact powerfully—as is demonstrated by the tale of the tile-
fish. In 1879, the tilefish, responding to a temporary warming 
of the Atlantic, appeared in large numbers off New England. 
Three years later, northem gales cooled the water below the 
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Box 16-5. Upwelling Systems 

Changes in circulation and upwelling systems affect the distribution and abundance of pelagic species (Bakun, 1993b), 
often in interaction with fishing pressure: 

• Long-term fluctuations in sardine stocks occur in apparent synchrony off Japan, California, and Chile/Peru 
(Kawasaki, 1983; Sharp, 1992a, 1992b; Sharp and McLain, 1993). These broad processes link through atmos
pheric and océanographie patterns spanning a few decades. Transitions from one pattern to another involve mas
sive declines in populations of coastal upwelling species and the emergence of more oceanic forms to recolonize 
large expanses of the near-shore environment (cf., Pauly et a l . , 1987, 1989; Yañez, 1991). 

• Recent changes in the distribution and abundance of west African pelagic stocks correlate with upwelling sys
tem modifications (Binet and Marchai, 1992, 1993; Binet and Servain, 1993; Cury and Roy, 1991): 
- A shortened food web resulted in more phytoplankton and fewer zooplankton, benefiting phytoplankton-

feeders. 
- New concentrations of Sardinia p i l c h a r d u s appeared off Mauritania and Senegal; pilchard catches declined 

off northern Morocco. 
- Sardinella aurita strongly expanded in the Ivory Coast. 

• Similar stock changes are documented from Namibia and South Africa (Crawford et a l , 1991; Payne et a l , 
1987), Argentina and Brazil (Bakun and Parrish, 1990, 1991), California (Parrish and McCall, 1978), Peru/Chile 
(Pauly and Tsukayama, 1987; Sharp and McLain, 1993), and the subarctic Pacific (Beamish and Bouillon, 1993). 

lower thermal limit, causing mass mortality (Freeman and 
Turner, 1977). 

Freshwater flows to the sea lower local salinity, bring nutrients 
to increase primary production, enhance turbidity, and impact 
coastal ecosystems. Salinity changes and warming of coastal 
waters may lead to a latitudinal redistribution of fish stocks, 
with changes in timing and pathways for migrating species. 
Increases are expected in evaporation in mid-latitudes and pre
cipitation in low and high latitudes. The 1972-1985 west 
African drought led to a large-scale ecological change over the 
west African shelf (Caveriviére, 1991). The halving of river 
flows led to a small salinity increase along the coasts of 
Senegal and the northern Gulf of Guinea (Mahe, 1993) and 
greatly reduced sediment loading and turbidity. 

In the Casamance—a long, narrow estuary in Senegal—a rain
fall shortage that shaфly raised salinity caused dramatic 
changes in fish populations. The total fish biomass remains the 
same but consists of small, low-priced species. High mortality 
can occur when the fish cannot escape the salt plug (Albaret, 
1987). Shrimp production increased temporarily and then col
lapsed as salinity increased (Le Reste, 1992). 

Higher temperatures and greater water-column stratification can 
result in less organic material reaching the bottom and thus 
favor pelagic over demersal fishes (Beamish and Bouillon, 
1993). In addition, changes in phytoplankton production, such 
as shifting downward to smaller species, can lead to longer food 
webs or benefit smaller fish feeding at lower trophic levels 
(Frank et a l , 1990). Changes in wind, temperature, and precip
itation can alter stratification processes and thereby affect the 
feeding and survival of larval fishes (Owen, 1981,1989). Some 
species depend on turbulence at critical stages—for example, to 
oxygenate eggs or habitats—whereas others require stability to 

allow surface-water sü-atification and the concentration of food 
organisms. Thus, changes in stratification of local water masses 
could disperse or concentrate food organisms of young fishes 
(Bemal, 1991). Lasker (1981) hypothesized, and Peterman and 
Bradford (1987) demonstrated, that the larval mortality of 
anchovy (Engraulis mordax) was negatively correlated to the 
number of calm periods. Rothschild and Osbom (1988) note 
that minimal turbulence is useful to enhance the encountering 
rate of particles and predators, whereas strong turbulence 
breaks up aggregations of particles on which feeding is possi
ble. This apparent contradiction illustrates the complexity of 
ecological relationships and the difficulty of prediction. 

The nature of climate-change impacts on fish can be inferred, in 
part, from an analysis of current interannual fluctuations of 
marine populations. Catch statistics and research surveys can 
yield information on stock fluctuations. Fish variability has been 
classified on the basis of taxonomic groups and envh-onments 
(e.g., Kawasaki, 1980; Sharp, 1986) and by temporal variations 
(Caddy and GuUand, 1983). These categories describe: 

• Highly unstable and unpredictable stocks varying by 
several orders of magnitude due to sporadic climatic 
shifts (e.g., capelin, sand eel, and saury) 

• Unstable and partly predictable stocks varying by a 
few to several times due to cyclic climate and fishing 
variations (e.g., sardines, herrings, and mackerels; 
Sahelian freshwater fish) 

• Stable and predictable stocks varying by tens of per
cent to a few times due to fishing and climate trends 
(e.g., bottomfish such as cods and flatfishes and large 
pelagics such as tunas). 

In most cases, temperature increase is not the direct reason for 
change in aquatic ecosystems and fisheries, although fish may 
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react physiologically or behaviorally. The most crucial prob
lems are associated with the whole complex of ecological 
changes. Fish have developed many patterns of behavior to 
deal with climate variability and migrating predators and prey. 
Some environments call for tightly constrained windows with
in which reproduction can succeed. Others require constant or 
prolonged spawning to cope with even finer-grained, less-cer
tain opportunities. Because many fish early-life stages occur in 
shallow layers and estuaries where various climate components 
are important (Kawasaki, 1985), there is potential for signifi
cant effects on fisheries and dependent communities. 

Individual species have adapted strategies to accommodate 
changes in their environment. Some even have fully diversified 
local population responses that would seem unlikely. Shad along 
the eastern United States spawn many batches of smaller eggs in 
their warmer southern range and, in the less variable north, pro
duce larger eggs that they carry up rivers and spawn in single 
batches (Leggett and Carscadden, 1978). Thus, changes in pat
terns of climate variability can be as important as the magnitudes 
of the changes—and as much a source of uncertainty. 

Descriptions of interrelated changes in océanographie struc
tures and bottomfish populations include: the 1962-1986 cod 
outburst in the North Sea and the Irish Sea (Hempel, 1978) and 
the rise and fall, with a maximum in 1945-1950, of Western 
Greenland cod stocks that were established from recruits of 
Icelandic stocks during the 1925-1960 North Atlantic warming 
(Gushing, 1982). 

It is difficult to disentangle human and natural climate effects. 
For example, the environment adversely affected cod off east
ern Canada, but the additional burden of heavy fishing proba
bly caused the stock collapse—reducing the biomass, eliminat
ing older year classes, and increasing stock vulnerability 
(Mann and Drinkwater, 1994). 

There may be a synergistic effect between climate change and 
overfishing. With overfishing, the age composition of a stock 
becomes increasingly unbalanced: Fewer year classes and 
mature individuals are available, and fewer reproductive 
opportunities occur. Overfishing eliminates species character
ized by low fecundity, slow growth, and late sexual maturation, 
while favoring species with opposite strategies, usually of less 
economic value. It introduces new trophic pathways, possibly 
produces empty ecological niches, and creates new competi
tive relationships. For example, there has been a change in fish 
sizes and species dominance in the Gulf of Biscay since 1800 
(Quero and Emmonet, 1993). Georges Bank also has been the 
scene of a "biomass flip," with skates and dogfish replacing 
cod, haddock, and flounder (Rothschild, 1991). 

In the case of the Atiantic salmon (Pope et a l . , 1961), the brown 
trout (Hardy, 1967), and the North Sea long rough dab (Ntiba, 
1990), the larger, older fish lay larger eggs; Blaxter and Hempel 
(1963) showed Üiat larger Atiantic herring eggs hatch into larg
er larvae. Larger eggs could influence survival and develop
ment and may have important ecological implications (Blaxter, 

1988). Recruitment into the fishery is probably balanced on the 
number of larger and older fish in the population (Bagenal, 
1970). Although some species can rebuild quickly (Beamish, 
1993), most large species will have difficulty taking advantage 
of a favorable environmental episode that may come only once 
in several years. Overfishing also may reduce the genetic 
resilience of the population, with similar consequences. Climate 
changes may magnify the effects of overfishing at a time of an 
inherent instability in world fisheries (Stokes et a i , 1993). 

Hydrodynamic structures are largely determined by wind 
fields, currents and fronts, temperature, salinity, and geograph
ic topography. As new hydrographie structures stabilize, new 
populations may take advantage of the physical features. 
Colonization is determined by ecological constraints affecting 
reproduction (Sinclair, 1988). For species dependent on geo
graphical features, there is less flexibility. For example, herring 
spawning in certain areas disappeared with the collapse of spe
cific herring populations in the 1970s but reappeared in the 
same locations as the herring recovered (Daan et a l , 1990). 
Dislocations of and changes in density stratifications may 
affect the timing and location of fish availability for fishing and 
can be particularly significant in pelagic fisheries (e.g., tuna, 
salmon, herring, sardines): 

• Most Peruvian anchovy concentrations moved into 
inshore waters after 1972: The percentage of catches 
made within 10 miles rose from 42% before 1970 to 
91% after 1972 (Valdivia, 1978) as the areal extent of 
the upwelled water dwindled. 

• The route by which sockeye salmon return to the 
Fraser River determines, in part, their availability to 
Canada and U.S. fisheries. In warm years—and espe
cially in strong El Niño years (see Box 16-6)—80% of 
returning sockeye may use a cooler, northern route that 
favors Canadian fishing interests, compared to as little 
as 10% in some cold years (Miller and Fluharty, 1992). 

• High salinity near the coast due to droughts can 
reduce the area of low-salinity waters, increasing the 
availability of some species to small-scale fisheries— 
for example, Sardinella aurita in the northern Gulf of 
Guinea, especially the Ghanaian canoe fishery (Binet, 
1982), and Sardina pilchardus off northern Morocco 
(Belvèze and Erzini, 1983). 

• Development of the Northeast Atiantic bluefin tuna 
fishery from 1920 to 1967, with a peak in tiie 1950s, 
has been related to the long-term warming of the 
North Atiantic until the late 1940s and subsequent 
cooling (Binet and Leroy, 1986). 

16.2.2.3. Impacts on Fisheries 

Global warming will likely cause collapses of some fisheries and 
expansions of others. It may be one of the most important fac
tors affecting fisheries now and in the next few hundred years. 
The level of impact will vary widely and will depend on the 
complexity of each ecosystem, the attributes and adaptability of 
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Box 16-6. El Niño: How Short- and Long-Term Climate Events Can Affect Fisheries 

Environmental processes, fisheries management, and population dynamics closely interact. The 1972 El Niño, coupled 
with anchovy overexploitation and resultant recruitment failure, led to a severe crisis in the following years. Although not 
the direct cause of the collapse (Sharp and McLain, 1993), the El Niño, nested within a much broader set of environmen
tal changes, concentrated the anchovies—enabling the fishery to operate on the entke population, which previously was 
scattered over a broader area with some portions protected from continuous exploitation (Csirke, 1980). The anchovy 
collapse was an economic disaster for Peru. The production center for the Humboldt Current shifted southward, from 
north-central Peru to the Peru/Chile border, with sardines colonizing the coastlines from Ecuador to central Chile. 

These short-term effects show how fish species react to some large environmental changes. They may be illustrative of 
effects from long-term changes. El Niño events, being anomalies riding on the long-term trend, may provide meaningful 
insights—^particularly since some GCM results indicate reduced East-West temperature gradients similar to conditions 
found in El Niño events (see the Working Group I volume). 

There also are less familiar El Niño impacts. Some can last for several years. For example. El Niño Southern Oscillation 
(ENSO) processes, combined with other natural variability, led to increased prices of salmon from 1980-1984, due to 
displacement of salmon migratory routes and complex ecological changes from warm-water intrusions along the Pacific 
coast of North America. Pacific gray whales moved far north of their usual locations, indicating that their habitat had 
moved northward and shoreward for the first time in decades (Sharp, 1994). The 1982-1983 El Niño led to increased 
stocks and catches of scallops and oceanic tunas and billfishes in Chile and Peru. The annual migration of whiting along 
the west coast of the United States and Canada is correlated with water temperature, especially with strong El Niño con
ditions. In warm years, more stock is available to Canadian fishers (Dom and Methot, 1990), Temperate Sardinops popu
lations in the Gulf of California are much less available during El Niños, whereas tropical thread herring are much more 
available (Lluch-Belda e t a l , 1986). 

each species, and the nature of the human communities that 
depend on them. Defining these contexts is the key to under
standing and preparing for chmate changes. If chmate change 
occurs on the scale indicated by GCMs, we can expect signifi
cant effects, both beneficial and destructive, on the distributions 
and productivity of valuable regional fisheries and the local 
industries associated with them (Healey, 1990). 

Over the long term, global changes in fish production may 
maintain some relative balance, but there could be important 
regional shifts in fishing areas and species compositions, with 
major socioeconomic impacts. These shifts may be in the rela
tive abundance of particular species between contiguous EEZs 
or between EEZs and the high seas. Globally, fluctuations in 
fish abundances and distributions are expected to maintain 
similar ranges as previously documented due to natural varia
tion (Sharp and Csirke, 1983; Shaф, 1987). In some cases, 
species may move poleward, but there may be Uttle change evi
dent to someone living in the middle range of a given ecosys
tem. However, significant differences may occur in habitat 
suitability and species dominances at the thermal limits of 
species ranges. Changes in climate near ecosystem borders 
could mask impacts from harvesting excesses and other anthro
pogenic changes, generating misguided international disputes. 
Local communities would be affected by changes in recruit
ment, distribution, and abundance. 

Globally, overfishing and diverse human stresses on the envi
ronment will probably continue to outweigh climate-change 

impacts for several decades. However, fishing impacts are usu
ally reversible—whereas climate-change and habitat-loss 
impacts are not (at least within the IPCC scenario)—and the 
overfishing problem may well be solved within the time hori
zon of this IPCC assessment. For fish production, climate vari
ability is not a new problem. Social policies and controls need
ed to adapt to global change and those required for managing 
high-sea stocks are of similar geopolitical magnitude. 

In some cases, fisheries on the margin of profitability could 
prosper or decline. For example, if there is a rapid reti-eat of sea 
ice in Antarctica or if the ice has reduced extent, the krill fish
ery—which is regulated by the three months that the continen
tal shelf is ice-free—could become more attractive to nations 
not already involved. 

In developing countries, fishers can be expected to follow 
shifting fish distributions—comparable to what happens now 
within natural climate variability. New fishing sites often have 
poor or nonexistent provisions for freshwater supply, sanita
tion, and refrigeration. As a result, seafood handling may be 
less sanitary than is needed, and cholera or other diseases may 
occur. Where there are no cold storage facilities, fishers may 
have to resort to either salting or smoking as alternative means 
for preservation. Such change can, in turn, lead to local defor
estation, increased soil erosion, or loss of mangroves and 
associated fish nursery habitat. Long-distance migrations of 
small-scale fishers can be constrained by newly established 
national frontiers or by confrontation between local fishers 
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and newcomers, as has already happened with west African 
small-scale fisheries. 

In some communities—such as Fortaleza, Brazil—^half or 
more of the fishing fleet may be dependent on wind and sails 
(Everett, 1994). Reductions in wind sti:ength could cause sig
nificant costs to these small-scale fishers operating at the mar
gin of profitability. Conversely, increased wind force in other 
regions will require more? seaworthy vessels or other changes 
in fishing sti-ategies. There are costs associated with these 
changes. Such costs are certainly less obvious, and may be less 
important, when they take place gradually over a longer time 
period than the life of the fishing vessels and other assets. 

The ways in which societies have responded to past changes in 
the fisheries that support important components of their region
al economies are instinictive in guiding society toward devel
oping better ways of adapting to the regional impacts of envi
ronmental change (Glantz, 1992). As an example, the industry 
collapses of the Chilean/Peruvian anchovy, the California sar
dine, and the Alaskan king crab led to varied socioeconomic 
responses. While the less industrially capitalized Chileans 
responded to perturbations in the anchovy catch with regula
tions and an adaptive restructuring of tíie industry to the more 
offshore jack mackerel {Trachurus murphyi) and secondarily 
the sardine {Sardinops sagax), the Peruvians continued peak 
extraction until the anchovy catch collapsed and only slowly 
shifted to alternative fisheries, with serious economic impacts 
(Caviedes and Fik, 1992). The California sardine bonanza, har
vested at increasing levels for half a century, similarly col
lapsed—with perhaps even greater socioeconomic impacts on 
the region. When the industry collapsed in the 1960s, most of 
the fleet converted to less labor-intensive fisheries or was sold 
for pennies on the dollar; fishing and caiinery crews, unneeded 
in the remaining fisheries, moved north to Alaskan waters, 
fished only seasonally, or left the industry; and much of the 
infrastiiicture was moved to South America, along with the 
expertise of many fishing captains and cannery operators 
(Ueber and MacCall, 1992). The 1981 collapse of the Alaskan 
king crab industiy also resulted in economic disaster for the 
heavily overcapitalized industry, which was faced with fore
closure or diversification. The fleets that survived broadly 
expanded their fishing grounds, shifted to replacement species 
(other king crabs and Tanner crabs), or traded their former low-
volume/high-value fishery for more high-volumeAower-value 
fisheries (e.g., pollock) (Wooster, 1992). 

With the declaration of extended EEZs, long-range fishing 
industries have adjusted to the new access conditions through 
joint-venture agreements, further development of domestic 
fisheries and aquaculture, development of new processing 
methods to upgrade lower-value species (e.g., surimi), devel
opment of new fisheries within and outside the 200 miles, 
increased import and reduced consumption of fishery products, 
and the scrapping of long-distance vessels (Glantz, 1992; 
Yonesawa, 1981; Kaczynski, 1983a, 1983b). For long-distance 
fisheries, these adjustments often have entailed considerable 
costs. The new ocean regime has had more serious impacts on 

the fisheries sectors of long-distance fishing countries and on 
those of countries that extended their control over large 
resources (e.g., Iceland; Glantz, 1992) than would the effects 
of climate change. 

Forecasting by analogy, therefore, can inform about the kind, 
but not the dü-ection, magnitude, and geographic distribution, 
of economic and social effects of global change on fisheries. 
The lessons learned from experience include: 

• The magnitude of effects depends on the importance 
of fisheries in an economy. Although all sectors may 
benefit from positive effects, the economies of tradi
tional fishing groups and developing countries may be 
disproportionately impacted by negative effects. With 
little diversification, their means are limited and they 
are more vulnerable, particularly in developing coun
tries bounded by major upwelling regions (e.g., 
Mauritania, Namibia, Peru, Somalia) (Troadec, 
1989a). 

• Small-scale fisheries, even in industrialized countiies, 
maintain several characteristics of premercantile soci
eties, such as autonomy, self-sufficiency, exploitation 
of local natural resources, self-limitation of demand, 
geographic mobility (to offset the law of diminishing 
returns), solidarity within family, and the original 
value systems. Industrialized, market societies are 
characterized by autonomy of individuals, profession
al specialization, mobility of production factors,, 
development of new activities through technological 
innovations, and accumulation of profit. Because the 
economy of these organizations is different, it is diffi
cult to compare their capacity to cope with variability 
and uncertainty; however, the former's frequent lack 
of means (poverty) is a major and new handicap. 

• When climate change shifts the distribution of a fish 
stock within an EEZ, or between EEZs, or causes a 
stock to simply change in abundance within its previ
ous distribution, the resulting mismatch between fish 
availability and fishing capacity will require greater 
management flexibility, both nationally and interna
tionally. Because natural variability is so great relative 
to global change, and the time horizon on capital 
replacement (ships and plants) is so short, in most sit
uations, there will likely be relatively small economic 
or food-supply consequences. 

• There are three major institutional deficiencies: the 
allocation of access rights to fisheries and among 
competing uses of aquatic resources; regional fish
eries bodies whose mandate and organization have 
not adjusted to the new requirements of shared and 
straddling stocks management; and international 
institutions whose development is lagging behind 
the globalization of the economy and uses of the 
ecosphere (Troadec, 1994). 

• When fish stocks decline because of a combination of 
less favorable environmental conditions and overfish
ing—and even when there are initially abundant 
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stocks—industries often have continued heavy fish
ing pressure, leading to fishery collapse. With such 
complex relationships, scientists are often slow to rec
ognize declining resources. Further, under most pre
vailing institutions, administrators and producers can
not take proper account of the value of use (harvest) 
rights resulting from resource scarcity when regulat
ing access and planning investments. As a result, 
industries and governments have been unwilling or 
unable to accept the advice of scientists and take 
meaningful action to protect fish stocks and enhance 
harvest efficiency. 

A number of reviews have appeared that attempt to predict 
the impact of climatic change, based on past events, but of 
necessity they are generalized and deal more with the direc
tion of ecosystem and population changes than their magni
tude (e.g., Costa, 1990; Siegfried et a l , 1990; Mann and 
Lazier, 1991; Caфenter et a l , 1992; Shuter and Meisner, 
1992; Everett, 1995). They provide a strong foundation for 
understanding the likely impact of climate changes on future 
fish production. 

The ineffectiveness of many management institutions (Anon., 
1994; FAO, 1992b; Neher et a l , 1989; Parsons, 1993; Troadec, 
1989a) will aggravate the likelihood of collapse. This ineffec
tiveness stems from insufficient authority, unwillingness to act, 
or incomplete knowledge about resources and their relation
ship to the environment (Everett, 1995; Talbot et a l , 1994). 
Because many institutions have not adjusted to new conditions 
of resource scarcity and have not developed means to value 
and price the rights to use resources, efficient use of resources 
will be difficult to achieve. 

If future fish abundance becomes less certain, regulatory insti
tutions will have even more difficulty in managing fisheries. 
Many stocks will risk continued overexploitation. This is 
already a major cause of variability. Institutional inadequacies 
may result first in greater difficulties in adapting exploitation 
and management to climate-induced changes. The current cri
sis may become worse at first. Then, the worsening of the fish
eries crisis could make the need for institutional change more 
obvious and acceptable. 

Gains and losses at all levels of social organization may result 
from climate-change impacts directly or from human responses 
to those changes. Some nations, sectors, and groups may have 
the ability to respond or adapt to climate change, turning it to 
their advantage (Glantz et a l , 1990). Others will not. In gener
al, societies have not coped well with declines in biological pro
ductivity, regardless of cause (Glantz et a l , 1987; Glantz, 
1992). Case studies of societal response provide insight into 
how people and their governments can better prepare for 
regional changes in distribution and abundance that might 
accompany global warming. If, in the face of climate change, 
leaders deske to maintain fisheries at levels matching society's 
needs, higher levels of international collaboration will be need
ed— f̂or which there is no global analog from the past. 

16.2.3. A q u a c u l t u r e 

The effects of climate change on aquaculture generally will be 
positive—through faster growth, lower winter mortality rates, 
and reduced energy costs in shore-based facilities (Smit, 1993). 
Nearshore warming could result in increased production in 
higher-latitude farming operations because of the prolonged 
availability of nearly optimum air and water temperatures 
(McCauley and Beitinger, 1992). With expanded regions of 
warmer water, the economic incentive to develop cultivation of 
temperate and subtropical species could develop. A decrease in 
ice cover could substantially relax the geographic limits for 
commercial operations for species such as salmonids, oysters, 
and scallops. Major areas with winter ice cover could become 
ice-free (Frank et a l , 1988). Winter temperatures could move 
above the lower lethal limit for salmonids and allow their 
aquaculture to expand into northern Nova Scotia, into the Gulf 
of St. Lawrence, and along Newfoundland's south coast. 
Oysters and other cultured species would likely increase in 
productivity with warmer temperatures, through greater 
spawning success and higher growth rates—if salinity regimes 
and disease agents do not become limiting (Frank et a l , 1990). 

Climate warming may prove deleterious to existing aquaculture 
industries in some areas. A significant increase in summer water 
temperatures in the Marlborough Sound in New Zealand may 
have serious implications for the salmon farming industiy there 
because temperatures are already near the maximum for suc
cessful cultivation (New Zealand, 1990). Elsewhere, increasing 
temperatures may augment the growth and spread of disease 
agents. The limited genetic variability of farm fish may decrease 
their adaptability and increase their susceptibility to pathogens. 

Sea-level rise could damage aquaculture facilities and reduce 
areas suitable for aquaculture (e.g., for shrimp culture in man
groves in tropical countries or the Bangladesh floodplain, and 
for shellfish culture in western Europe). However, in some 
regions, increased areas will become available. For example, in 
New Zealand, a rising sea is expected to make more areas suit
able for oyster farming because many mud flat areas are a lit
tie too shallow for intertidal rack cultivation of oysters. This 
positive benefit may be offset by a warmer sea that would trig
ger earlier spawning in the oysters, thus reducing their value 
for the very important Christmas market (New Zealand, 1990). 
Even in the mangrove situation, all is not clear because land 
may flood inland of the mangroves, where conditions could be 
better than the existing mangrove areas that have high-sulfur 
soils and very acidic conditions. 

Culturing fish for release into the wild for augmentation of 
wild stocks (e.g., cod) or for capture upon return (e.g., salmon) 
can be affected by a changing climate at the rearing facilities, 
along the path to the open ocean or large lake, or in the water 
bodies where growth is to take place. This type of aquaculture 
may account for half of the global total for aquaculture. Its fur
ther growth is hampered by ecological, institutional (e.g., prop
erty regimes), and technological factors. Some scientists 
believe that many bodies of water may be at their biological 
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carrying capacity and cannot support more fisli; otiiers believe 
that there are great opportunities for expansion. In any case, 
fishery managers and hatchery operators need to consider pos
sible interactive impacts of climate change and augmentation 
on wild stocks and other users of the ecosystem, such as marine 
mammals and birds. 

New or stronger disease agents might flourish, while fish might 
have little time to build resistance. Farmed fish also may 
become increasingly susceptible to antibiotic-resistant strains 
of pathogens to which they had been accustomed, lowering or 
completely crippling aquaculture production, especially in 
developing countries. 

In aquaculture facilities, fish often live in shallow structures at 
all life stages. Eggs and larvae near the surface and near-sur
face phytoplankton, zooplankton, corals, and wetland plants 
could be exposed to ultraviolet (UV) levels that could cause 
genetic abnormalities or death. In aquaculture, shallow ponds 
and unshielded egg and larval production facilities may be of 
particular concern; most eggs and larval stages of fish studied 
by Hunter et a l . (1982) showed high sensitivity to UV radiation 
and often died if exposed in shallow containers. 

16.2,4. Health Issues 

One-fifth of global animal protein intake comes from fish, 
mostly marine species (Weber, 1994). Although there are large 
variations by country, fish is generally a much more important 
part of the diet in developing countries, where animal protein 
is relatively expensive, but per capita consumption is often 
highest in wealthier nations (Laureti, 1992). Even in the 
absence of climate change, fish production growth is not like
ly, and wealthy nations are importing more fish from develop
ing nations that seek foreign exchange—with nutrition conse
quences for poor nations. With climate change, food produc
tion could change, affecting nutrition and health for societies 
highly dependent on fisheries. 

There are natural toxins in ocean and freshwaters, as on land. 
The better-known toxins are "red tides"—found in both warm 
and tropical waters but also colder waters—and ciguatera, 
most often associated with warm or tropical waters. Red tides 
refer to high concentrations of toxic dinoflagellates that dis
color the sea. Even when not abundant enough to discolor the 
water, they may toxify shellfish (Sampayo, 1989). Some 
researchers suggest that one red tide toxin, DSP, can cause liver 
cancer in humans. As plant toxins are concentrated through 
bioaccumulation at successive levels of prédation, those fish at 
the top of food webs can contain lethal doses, particularly in 
fatty organs and tissues. Filter feeders such as mussels, clams, 
and oysters also concentrate toxins when they consume large 
quantities of these algae. Similarly, ciguatera poisoning occurs 
when algal grazers in tropical reefs consume toxin-bearing 
algae. Fish at the top of the food web, such as barracuda or 
grouper, can concentrate lethal toxin amounts. Cooking does 
not destroy these toxins. Ciguatera is usually kept in check by 

local fishing practices that avoid taking fish from affected 
areas. These areas usually occur in an erratic distribution. 
Climate change could alter the local habitats and change the 
areas where ciguatera toxin is produced, but the changes might 
be undetected by local fishermen or regulators. Warming 
would expand the range for ciguatera and other biotoxins and 
could lead to increased biotoxin poisoning. 

A rising sea would lift the water table in low-lying land near 
the coast, releasing contaminants from dump sites and viruses 
and bacteria from septic systems into drainage systems and 
waterways. Such contaminants would enter estuarine and 
inshore food chains and pose a hazard for human consumers. 
Governments may close additional areas to the taking of fish 
and shellfish to protect citizens (IPCC, 1992). Also, some 
marine species may not have time to build resistance to dis
ease agents that might come with a relatively rapid rise in tem
peratures. One example may be the susceptibility of North 
Atiantic green sea urchins to a waterborne disease to which 
they lack natural resistance at warm temperatures (Frank et 
a l . , 1990). It is not just the exposure of organisms to new 
pathogens that is a concern; there is also the possibility of 
increasing susceptibility to existing ones as a result of envi
ronmental stress. 

Changes in precipitation patterns also are expected. Reduced 
water flows in streams and rivers will concentrate pollutants, 
rendering some fish unfit for consumption. Areas receiving 
higher flows may have lower concentrations of pollutants in 
fish whose use is now restricted (or should be). When 
increased precipitation comes in the form of pulses and leads 
to sudden surges of runoff, increased coliform bacteria 
counts will be reached more often, leading to closures of 
shellfish beds (New Zealand, 1990). When increased flows 
of pollutants enter lakes having a high rate of evaporation 
relative to water discharge, increasing concentrations of pol
lutants may occur. 

Chapter 18 warns that cholera can be more easily transported 
in ship ballast water when there is a high density of marine 
algae and that warming could increase the amount and range of 
algal blooms. Ships often release ballast water in harbors or 
nearshore areas, thus transporting cholera throughout the 
world. This is a primary means for the introduction of new 
cholera strains. Clams, mussels, and oysters can be carriers of 
cholera, and—since they are often eaten raw—they can trans
mit cholera to humans. Ballast water seems to be the means of 
introduction of PSP algae into Tasmanian waters, and repro
duction of the algae is helped by warmer, nutrient-rich waters 
(New Zealand, 1990). 

When fishers pursue fish over longer distances and have inad
equate infrastructure (e.g., refrigeration, potable water), oppor
tunities for pathogens and spoilage increase. Health issues can 
cause great economic damage to fisheries because societies 
will act to keep contaminated food out of the marketplace. 
Stories about people becoming ill from eating problematic 
food receive a great deal of publicity, thus depressing markets. 
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16.2.5. Infrastructure Issues 

Modern industrial fisheries require complex support, includ
ing electronic positioning, weather advisories, transportation, 
cold storage, ports, processing, markets, electricity, potable 
water, search and rescue, and provisioning. Any redistribu
tion or increased variability of fishery resources, or of aqua-
culture production, adds strain on this sector. Natural vari
ability is so great that the provision of these services is gen
erally quite flexible. However, when long-term redistribu
tions occur, economic efficiencies change as the distance 
between fish and home ports changes. Over time, ports near
er to new fishing areas will gain an advantage. Home ports 
will change, families will move, and there will be winners 
and losers. In some cases, the retail market may respond to 
long-term redistributions, if the predominant species change 
and the new species require different processing and market
ing approaches. Rapid loss of shelf space in markets and 
absence from restaurant menu listings occurs when species 
are unavailable. It is difficult to regain these markets, further 
exacerbating variability in revenues. 

A rise in sea level will adversely affect infrastructure that sup
ports fisheries. In less-industrialized areas—where artisanal 
fishers land catches in numerous remote fishing villages and 
transport them, often by foot, to commercial centers and tourist 
motels for sale—a significant rise in sea level will drown much 
of the existing network of roads and footpaths used by many 
poor coastal people who financially and nutritionally depend 
on their daily catch. Sea-level rise also will impact industrial
ized countries, as implied in the Caspian Sea example (see Box 
16-4). Reduction in fresh water supplies due to sea-level rise 
and increased evaporation—where not offset by increased pre
cipitation—could have significant impacts on fish processing, 
which uses large amounts of potable water (Smit, 1993). 

Some technical adaptations can ease the impacts on industri
alized as well as developing countries—such as faster ves
sels, portable processing plants, alternative transportation 
infrastructure, and on-board processing. Nevertheless, costs 
will be incurred to finance the changes, and profitability will 
be reduced. 

16.2.6. Recreational Fisheries Issues 

There is no significant difference in the impacts of climate 
change on recreational species as opposed to commercial or 
subsistence species. Many species are pursued by multiple user 
groups. However, increased storminess or changes in weather 
patterns will affect the desirability and effort involved in recre
ational fishing more than other types of fishing. Changes might 
include shorter ice-fishing seasons and longer seasons for high
er-latitude fisheries. On New Zealand's west coast, expected 
decreases in westerly winds, higher temperatures, and sea-level 
rise may lead to a decline in the distribution and abundance of 
toheroa, a popular shellfish species sought by aboriginal and 
recreational fishermen (New Zealand, 1990). 

Many anglers prefer cold-water species, which are associated 
with higher expenditures. The ranges of such species can be 
expected to shift toward higher latitudes. However, if the day
time summer temperatures do not change significantiy when 
compared to changes in nighttime temperatures, the ranges and 
production of such species may expand. 

16.2.7. Sensitivities, Critical Rates, and Thresholds 

Most fish species are sensitive to the expected climate-
change effects. The individuals, or centers of production, can 
shift rapidly if suitable habitat and paths exist. Fish species 
are cold-blooded; life processes, such as growth, are faster 
when warmer (within limits). Many species have narrow eco
logical niches, but there are many species to fill niches. In a 
varying environment, species mixes will change. Examples 
of sensitivities are: 

• Fish eggs that rely on a gyre to return them to their 
habitat on a certain day or week 

• Fish eggs in streams or on the sea floor that require a 
minimum current speed for oxygenation 

• Species that require a certain influx of freshwater to 
induce spawning or to kill predators 

• Temperatures above or below the stock's lethal limit. 

At the societal level, there are other sensitivities. Species in 
more stable environments often are more valuable. Fishing 
interests often can follow fish, but political boundaries or eco
nomics can stop pursuit. Even if fishing interests can follow, 
communities may not. Developing nations dependent on fish 
as food or export earnings are most sensitive. Examples of 
societal sensitivities are: 

• Immobility of communities or industries dependent 
on one type of species 

• Societies without the money needed to buy replacement 
foods 

• Fishers without the ability to deal with increased 
storminess. 

Information on critical rates, thresholds, and sensitivities exists 
for only a few important species. Available information includes: 

• The relationship between fisheries production and the 
health or extent of corals, mangroves, and wetiands 

• The temperatures governing some fish movements, 
migrations, reproduction, and mortality (in general, 
fish are much more sensitive to cooling rates than to 
warming; Brett, 1980) 

• The optimum temperatures needed for certain aqua-
culture systems 

• Freshwater flows required for stock movements, 
migrations, reproduction, and aquaculture operations 

• Nonlinearities; As temperature rises and nutrients 
increase, euti-ophication may suddenly produce criti
cally low values of dissolved oxygen. 
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Additional responses that have some quantification are: 

• The shift in production centers of some oceanic fish 
in response to temperature changes (e.g., Murawski, 
1993) 

• The distribution of some fish in relation to northern 
ice cover (Shuter and Post, 1990) 

• Mortality-rate changes of some Antarctic krill and 
some eastern Pacific pelagic eggs and larvae in 
response to changes in UV-B radiation (Hunter et a l . , 
1979, 1981; Damkaer et a i , 1980, 1981; Damkaer 
and Dey, 1983; Dey et a l , 1988). For some species, 
the apparent thresholds for development and survival 
are at current incident UV-B levels (Damkaer et a l . , 
1980). Significant changes in ecosystem function and 
functioning could occur as species sensitive to UV-B 
radiation are replaced by more-resistant species 
(IGBP, 1990). 

16.2.8. Storminess 

Major storms such as cyclones have major consequences for 
ecosystems. They cause mixing of ocean waters and internal 
upwelling over the edges of shelf seas, moving nutrients and 
organisms into the photic zone—which then helps local 
food-web production and can be likened to terrestrial plow
ing (Shaф, 1994). Such mixing, though, can disturb the 
stratification of water masses and their biological compo
nents, on which many species depend as part of their repro
ductive strategies. Storms also can be disruptive to reefs, 
mangroves, and shoreline habitats and to egg masses laid on 
substrate. Storm paths are also important. Path changes can 
affect the density of plankton forage on which young fish 
depend, thus modifying the recruitment success of pelagic 
stocks (Lasker, 1981). 

Changes in storm frequency and intensity could have subtle 
and easily missed impacts in the coastal zone. For example, in 
regions of small tidal range, such as the Gulf of Mexico, there 
are wetlands found above the high-tide line that get inundated 
by storms and weather fronts or distant oceanic events 
(Swenson and Chuang, 1983). These high super-tidal wetlands 
are important in supporting marine species. In some interior 
areas, near and distant storms are the dominant flooding 
mechanisms and affect the production of shrimp (Childers et 
a l , 1990). 

Storms are also of major significance for the ñsheries industry. 
Increased storminess can damage fishery and aquaculture 
infrastructure and lead to increased costs for the strengthening 
of facilities. In some cases, increased storminess can lead to 
longer fishing seasons if ice is broken up or cannot form. 
Storms are a major threat to the safety of fishers. Increases in 
intensity or frequency could lead to additional losses in the 
occupation, which is already among the most dangerous; the 
fatality rate of commercial fishing is seven times the U.S. 
industry average (Hart and Perrini, 1984). 

16.3. Adaptation Options 

Events influencing fisheries are accelerating. Adaptations must 
be matched with the concept of an already highly stressed ecol
ogy and the inherent volatility of fisheries. Further, coincident 
problems such as pollution, resource degradation, and sea-level 
rise (or subsidence) also must be addressed. 

There is a danger that if climate-change alterations are slow, 
inexorable, and generally irreversible, impacts resulting from 
climate change will not be recognized in time. Alternatively, 
abrupt shifts in climate-influenced factors may be too limiting 
for species acclimation or management adjustment. Some fish
eries involve high capital investment, and others are very 
important to whole coastal communities. To minimize eco
nomic and social disruption, the possibility of permanent long-
term changes in the regional availability of traditional fish 
stocks must be anticipated and new management philosophies 
developed. Local fishery managers also need to anticipate and 
take advantage of short-lived benefits (Sharp, 1991). As in any 
stock management planning, managers must recognize the 
need for flexible approaches and for greater foresight when 
establishing policies. 

The faster the rate of climate change, the more difficult will be 
adjustments in human systems. Suфrises and divergences from 
the predicted scenarios are to be expected and must be antici
pated by resource and community managers. Preparation for 
the unexpected is important (New Zealand, 1990). In general, 
technological innovations are developed faster than are those 
of a biological or societal nature. Cultural attitudes, which are 
critical for the adoption of institutional innovations, have the 
greatest inertia. 

Fisheries strategies should concentrate on those that are com
patible with sound conservation principles and—like the earli
er IPCC response strategies—are beneficial for reasons otiier 
than climate change and make sense now in their own right; are 
economically efficient and cost-effective; serve multiple pur
poses; are flexible enough to change with new knowledge; are 
compatible with sustainable economic growth; and are admin
istratively practical (IPCC, 1990). 

Table 16-1 provides an overview of key fisheries impacts and 
whether there might be societal responses or adaptations. An I, 
P, or T indicates that an important response exists; the right-
hand column indicates the type of adaptation or issue involved. 

16.3.1. Fisheries 

Adaptation to existing climate variability may demonstrate 
ways to deal with climate change. A Canadian report (Smit, 
1993) offers insights. In the short term, the timing of fishing 
and tasks such as trip preparation and maintenance are adjust
ed to match the weather. Most full-time fishing interests also 
have several licenses and gear to allow flexibility in the 
species and locations fished. Others maintain work options in 
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activities such as constraction, tourism, or other sectors, 
which reduces rislc due to climate uncertainty. There also is 
risk-sharing within family businesses, extended families, and 
communities, which compensates for temporary setbacks in a 
particular fishery or enterprise. These may be formal or infor
mal, involving cooperatives or financial institutions, based on 
a sense of mutual support. The vulnerability of communities 
to varying stocks, intense fishing pressure, and inappropriate 
government policies is graphically apparent with the current 
Canadian moratorium on northem cod, whose stock abun
dance and distribution may be partly related to water temper
ature and salinity (Smit, 1993; Mann and Drinkwater, 1994). 
The policy lesson here is that government fisheries managers 
should not lock fishing interests into narrow full-time activity 
within a single fishery. Flexibility in fishing, plus seasonal 
shifts to other sectors, will be a valuable approach to mini
mizing climate-change impacts, as long as fishing capacity is 
consistent with the resource base. 

Management systems developed when resources were not 
under intense fishing or environmental threat have become ill-
adapted to resource scarcity. In traditional systems, resource 
access was regulated through the social stracture of rural com
munities. These systems lose their effectiveness as population 
pressure and resource uses intensify. They are being supple
mented by central legislation, with attendant lag times in 
addressing problems. These formal regulatory systems have 
also tended to become ineffective as the need for harvest 
rationing increases. As resources approach their production 
limits, administrators and producers have maintained the status 
q u o even at the cost of greater economic inefficiency and over
fishing. To function most effectively, economic systems need 
proper institutions (e.g., a market for pricing harvest rights), a 
property or ownership/stewardship regime for the functioning 
of that market, and an institutional context to administer the 
proper functioning of any allocation system based on such 
rights and markets. 

Climate change increases society's need to quickly adjust labor 
and capital to fish productivity. To have efí'icient fisheries, the 
capacity to control human inputs should precede and anticipate 
the development of technological intensification. This pre
scription is atypical of societal response. Overcapitalization 
problems are rooted in the uneven development of biotechni-
cal, administiative, and regulatory systems. 

Table 16-1: Overview of key fisheries impacts. 

There are several adaptation strategies: 

• Develop international agreements for ecosystem 
research and management and for stock allocation 
before stocks of fish move due to chmate changes. The 
dramatic decadal fluctuations in marine fisheries 
yields, considered in light of climate-change concems. 

Adaptation Example 
Institutional/ 

Global Change Impacts Certainty Policy/Technical Possible Adaptations 

Redistribution of Living Resources very likely 
- Increase inshore' possible УТ - Fish management/industry expansion 
- Decrease offshore 1 possible I - Government welfare assistance 
- Poleward migration l likely I/P/T - Welfare/industry assistance/mobility 
- EEZ jurisdiction changes likely yp - Negotiation/confrontation 

Faster Fish Growth Rates likely 
Extreme Events possible I/T - Forecasts, rescue/hardier equipment 
Precipitation Changes likely T - Water desalination for processing 
River Temperature Changes likely T - Water release from dams 
Aquaculture possible 

- Sites (freshwater, sea-level rise, temperature) РЛГ - Regulations/species, location 
- Growth rates T - Species, feed 
- UV-B T - Shelter 
- Diseases T - Hygiene, prophylactics 

Reduced Ice Cover likely 
- Freer navigation T - New fishing zones, routes, ports 
- Less ice strengthening T - Ships, facilities 

Seafood Health Issueŝ  possible I/P/T - Define responsibility, certify safety, 
establish monitoring system 

Flooding from Sea-Level Rise likely T - Build on higher ground, use water-
control structures, allow procession 

Increased UV-B likely T - Shelter for aquaculture, crew 

•Generalization difficult. 
Încreased frequency. 



F i s h e r i e s 531 

should accelerate the adoption of large marine ecosys
tems as the appropriate units for fisheries research and 
management (Sherman and Gold, 1990; Talbot et a i , 
1994). Some post-United Nations Conference on 
Environment and Development (UNCED), ecosys
tem-scale research programs are being implemented 
(AAAS, 1993). These programs are designed to couple 
recent advances in ecological monitoring, manage
ment, and stress mitigation strategies with needs in 
developing countries (AAAS, 1990, 1991). 

• Modify and strengthen fisheries management policies 
and institutions and associated fish population and 
catch-monitoring activities. In some areas, it takes 
many years to develop and implement changes in fish
eries policies, even after the institutions are established. 

• In coastal planning and environmental decisionmak
ing, consider that a healthy environment is a prerequi
site for healthy ecosystems. 

• Preserve and restore wetlands, estuaries, floodplains, 
and bottom lands—essential habitats for most fisheries. 
Cooperate more closely with forestry, water, and other 
resources managers because of the close interaction 
between land cover and maintenance of adequate fish
ery habitat. The adequacy of management practices in 
all sectors affecting fisheries (e.g., water resources, 
coastal management) needs to be examined to ensure 
that proper responses are made as climate changes. 

• Monitor and ensure that the habitat needs of marine 
mammals (as they shift to remain in an optimum envi
ronment) are considered from the standpoints of 
coastal planning and ocean pollution control. 

• Promote fisheries conservation and environmental 
education among fishermen worldwide. 

• Be alert to possible increased health problems caused 
by biotoxins and the release of pollutants from a rising 
sea level; industry and seafood-safety agencies should 
take the lead. Take measures to prevent the introduc
tion of undesirable organisms as climate changes. 

• Tailor institutional innovations to ecological, techni
cal, economic, and social features. Large-scale and 
small-scale production systems, in particular, require 
different regulatory arrangements. There is no stan
dard institutional solution. 

• Adapt to fish redistribution with faster vessels, 
portable processing plants and other onshore infra
structure, and on-board processing. 

• Construct and maintain appropriate infrastructure for 
storm forecasting, signaling systems, and safe refuges 
for dealing with possible rising sea level and 
increased storminess. 

• Take advantage of reduced need for ice strengthening 
of vessels and infrastructures in a warmer climate, 
except perhaps for areas with increased icebergs. 

• Foster interdisciplinary research, with scientists meet
ing periodically to exchange information on observa
tions and research results, and meeting with managers 
to ensure the proper interpretation of results and the 
relevance of research. 

• In cases of species collapse and obvious ecosystem 
disequilibrium, restock with ecologically sound 
species and strains as habitat changes. Great care is 
needed to avoid long-term ecological damage. 

• Consider, cautiously, the use of hatcheries to enhance 
natural recruitment when cUmate causes stocks to fall 
below the ecosystem carrying capacity for a given 
species. Such enhancement might increase stock pro
ductivity (per unit area), reduce recruitment variability 
(e.g., Héral et a l , 1989), and enable the colonization 
or recolonization of new areas (e.g., Peterman, 1991). 
Conversely, injudicious use may alter or impoverish 
the biodiversity and genetic pool of resources and pos
sibly transmit parasites and diseases (Barg, 1992). 
Research on identifying warm-water species with 
wide temperature tolerances also could be useful. 

Economic development of coastal communities beyond cap
ture fisheries to tourism and other activities has long been a 
goal in many areas. Development of aquaculture and tourism 
will make coastal communities better able to deal with uncer
tainties of climate change (Smit, 1993). In adapting to chmate 
change, aquaculturists should consider the following: 

• Warming will mean generally longer growing seasons 
and increased rates of biological processes—and 
often of production. 

• Warming will require greater attention to possible 
oxygen depletion. 

• In some areas, the species grown may have to shift to 
those more tolerant of warmer and perhaps less-oxy
genated waters. 

• Coastal culture facilities may need to consider the 
impacts of sea-level rise on facilities and the freeing 
of contaminants from nearby waste sites. 

• Competing wild fisheries production (and indeed, 
agriculture) may not vary much at the world level, but 
there could be significant regional changes in quanti
ty and species mix. 

• Precipitation, freshwater flows, and lake levels will 
likely change. Stirong regional variations are likely. 

• Warming waters could introduce disease organisms or 
exotic or undesired species before compensating 
mechanisms or intervention strategies have become 
established. 

• Less ice cover and thinner ice will generally mean 
less ice damage to facilities and a longer season for 
production and maintenance. 

• Covering culture tanks, or keeping them indoors 
under controlled light, may be needed more often to 
protect larvae from solar UV-B. 

• Several of the above and other factors, such as com
peting demand for coastal areas, may argue for tech
nological intensification in ponds and noncoastal 
facilities. 

16.3.2. A q u a c u l t u r e 
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16.3.3. Adaptation Constraints 

Technology, trade, and industry change rapidly to take advantage 
of new situations and adapt to those that are adverse. The suc
cess of many enfrepreneurs derives from thek abilities to adapt 
rapidly to opportunities and dangers, but those adversely affect
ed by chmate change may not be in a position to take advantage 
of opportunities. Many fish stocks are of supranational scope, 
but institutions to deal with them are not or lack sufficient 
authority. Changes in fisheries institutions generally result from 
crises, yet impacts from a changing climate may be too gradual 
to trigger needed responses from these institutions—as evi
denced by the failure of most governments to respond to the pro
found impact of the 1976-77 climate change event on Pacific 
fisheries over the last 20 years (Beamish, 1993). Nations that do 
not strongly depend on fisheries may react slowly. Also, nega
tive actions such as polluting and overfishing add stress to fish 
stocks and may reduce society's options. 

16.4. Research and Monitoring Needs 

Information is most valuable if there are institutions and man
agement mechanisms to use it. Research on improved mecha
nisms is needed so that fisheries can operate more efficiently 
with global warming as well as in the naturally varying climate 
of today. There is relatively little research underway on such 
mechanisms. While useful inferences can be made about glob
al-change impacts on fisheries, GCMs are inadequate to fore
cast changes at the regional scale—and even more so at the 
smaller scales of the spawning and nursery areas that are criti
cal in the relationships between environment and fish popula
tions (Sinclair, 1988). 

Knowledge of the reproductive strategies of many species and 
links between recruitment and environment is poor, but inter
est has been growing rapidly. Several international, broad-scale 
research programs are in place, some of which are aimed at 
providing a scientific basis and linkage to ecosystem sustain
ability programs (IOC, 1993; Sherman et a l . , 1992; Wu and 
Qiu, 1993; Mee, 1992). The growing partnership among fund
ing agencies, marine ecologists, and socioeconomic interests 
marks an important step toward realization of the UNCED dec
laration aimed at reversing the declining condition of coastal 
ecosystems and enhancing the long-term sustainability of 
marine resources. 

The following lists focus on items needed specifically because 
of climate change. Other types of research, which are prereq
uisites for dealing with such concems but which support the 
day-to-day needs of fisheries managers or relate more to under
standing how ecosystems function, are not included. 

16.4.1, Resource Research 

• Determine how fish adapt to natural extreme envkon-
mental changes or latitudmal transitions, how fishing 

affects then: ability to survive unfavorable conditions, 
and how reproduction strategies and environments are 
hnked. Lmk fishery ecology and regional climate mod
els to enable broader projections of chmate-change 
impacts and improve fishery management strategies. 
Both of these model types are in their infancy for appli
cation to fisheries and require considerable additional 
specificity, in addition to hnking with other models. 

• Implement regional and multinational systems to detect 
and monitor climate change and its impacts—^building 
on and integrating existing research programs. Fish can 
be indicators of climate change and ecological status 
and trends (Sharp, 1991). Assemble baseline data now 
so comparisons can be made later (Shaф, 1989). 

• Develop ecological models to assess multiple impacts 
of human activities. Separate appraisal of individual 
impacts is no longer sufficient. 

• Assess the effect of accrued global changes by com
piling and analyzing regional data sources—globally 
containing information on fisheries distributions and 
the associated environment—to detect consistent 
trends over the last century and determine how soci
eties have dealt with these changes. 

• Determine the fisheries most likely to be impacted, 
and develop adaptation sttategies. 

• Assess the potential leaching of toxic chemicals, 
viruses, and bacteria due to sea-level rise and how 
they might affect both fish and the seafood supply. 

16.4.2. Institutional Research 

• Determine institutional changes needed to deal with a 
changing climate. Such changes are likely the same 
ones needed for mastering overfishing and coping with 
the variabiHty and uncertainty of present conditions. 
Improved institutions would probably reduce stock 
variability more than climate change would increase it. 

• Study the recorded ability of societies—including 
preindustrial ones, where fisheries are important—to 
understand how they have adapted their activities 
when their resources are impacted by climate changes 
(Glantz and Feingold, 1990). 
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EXECUTIVE SUMMARY 

Within financial services, the property insurance industry is 
most likely to be directly affected by climate change, since it 
is already vulnerable to variability in extreme weather events. 
The cost of weather-related disasters to insurers has risen 
rapidly since 1960. For example, the annual insured cost of 
major windstorms worldwide increased progressively from 
$0.5 billion in the 1960s to more than $11 biUion (constant 
1990 dollars) in the early 1990s. This trend has led to restric
tions in coverage or steep price increases. Where insurance is 
unavailable or unaffordable, there are consequences for other 
economic activities, as well as for consumers and government. 
New enterprises may not start without insurance. Banks may 
be exposed to losses where financial transactions are backed 
by property. 

There are several reasons for the escalation in the cost of 
severe weather. Developed countries have become wealthier. 
Many more people now live in coastal areas with costly infra
structures. Personal goods and business processes are general
ly more vulnerable to water damage. The built environment 
also contributes through inappropriate or incorrect design and 
construction. The insurance industry has compounded matters 
by extending the basis of coverage. It is a common perception 
in the insurance industry that there is a trend toward an 
increased frequency and severity of extreme climate events. 
The meteorological literature fails to substantiate this in the 
context of long-term change, though there may have been a 
shift within the limits of natural variability. 

There is medium confidence that climate change will adverse
ly affect property insurance. More frequent intensive rain 
events and sea-level rise are material to both storm and flood 
damage. The chmatological literature does not supply suffi
cient information about future storms in relation to population 
centers or "combined events," like windstorms associated with 
heavy rain and storm surges. This could critically alter the pat
tern of insurance claims. Further, the indush^ is vulnerable to 
shifts in the variability as well as the scale of extreme events, 
and this is still obscure. Meteorological records are too short to 
calculate return periods of extreme events under current or 
changing chmate conditions. The property insurance sector is 

very interested in the probability of events two to three years 
ahead, rather than the timescales associated with cUmate 
change. Research on teleconnections where there is a substan
tial lag between the event and its precursor offers the possibil
ity of improved forward planning for the industry. 

Through its experience, the insurance sector can help authori
ties to improve the response to property damage from extreme 
events. Control of land use, particularly in floodplains and 
coastal zones, is essential to prevent values at risk increasing. 
Information about hazards can be mapped and appropriate 
physical protections put in place. Necessary improvements to 
constraction design and processes can be identified and incor
porated into new building and, if possible, also retrofitted. 
Many countries now accept that it is not appropriate to account 
for insurance against extreme events on an annual basis, since 
funds need to be accumulated over a long period to meet infre
quent but severe losses. Where it is not possible to provide pri
vate insurance, the industry can still assist with disaster-recov
ery services. This generally will prove to be a very efficient 
method compared to other ad hoc approaches. 

The implications of climate change for financial services out
side property insurance cannot be stated with any conñdence. 
Few institutions, if any, were aware of the potential implica
tions when this assessment began. Yet changes in human health 
may affect the life insurance and pension industries. Banking 
may be vulnerable to repercussions from property damage. 
Returns on long-term investments and capital projects may be 
affected by mitigation measures that alter the economics of 
whole industries—for example, shifting from carbon fuels to 
renewable resources. The economies of selected regions, such 
as coastal zones and islands, may be disadvantaged. Climate 
change might affect chent behavior, or even alter the available 
portfoUo of clients through the changing economics of differ
ent industries. Outsiders will be keen to know how the finan
cial sector deploys its funds in the light of climate change. 
There is a need for increased recognition by the financial sec
tor that chmate change is an issue that could affect its future at 
the national and intemational level. This could require institu
tional change. 
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17.1. Introduction 

This chapter commences with a brief overview of financial ser
vices. Property insurance is reviewed in more detail as the 
financial area most vulnerable to direct climatic effects, 
through multiple claims arising from extreme weather events. 
The study considers which extreme events are important for 
property and our limited knowledge of their past and future 
patterns. Because the future position is unclear, and the previ
ous Assessment Report did not deal extensively with financial 
services. Section 17.5 discusses the recent upward trend in the 
cost of extreme events and the criticality of such shocks to the 
financial system. The techniques property insurers use to adapt 
to changes in risk also are described, before the chapter looks 
at how climate change will affect other financial services. Most 
likely it will be indirectly through the measures taken by other 
industries or policymakers to adapt to, or mitigate, climate 
change. Finally, the chapter summarizes cross-cutting implica
tions for policymakers and indicates ways to make future 
assessments more effective. To the outsider, the discussion 
may seem biased toward property insurance. This reflects the 
reality of the direct impacts of climate and the available litera
ture. The indirect impact of climate change outside property 
insurance is unclear and largely unresearched. 

17.2. Financial Services 

This section deals with external factors that affect the whole 
sector. The financial services sector falls into two broad clus
ters—insurance and banking, which will be described in 
Sections 17.3 and 17.7, respectively. It has evolved into a high
ly complex system that recycles "money" among other parts of 
the economy, including final consumption and capital invest
ment. Governments participate to a varying degree through 
pubUc debt issues and other investments, and the process oper
ates on timescales from days to decades. The definition used 
here excludes foreign aid. Clearly, many countries have signif
icant noncash economies; the discussion excludes those activ
ities. Many of the costs of extreme events recorded by the 
financial sector reflect impacts in other sectors. Although this 
is in a sense "double-counting," the financial sector transmits 
these effects to other sectors and may indeed amplify them if it 
is unable to fulfill other services through lack of capital. 

Projecting the impact of climate change strictly requires a view 
of future society at the relevant horizon. Given the unforeseen 
changes over the past 100 years, clearly such an attempt for the 
next 100 years would be highly inaccurate. The alternative 
adopted here is to identify current trends that may be relevant, 
without drawing up a coherent "worldview." Technological 
advances are accelerating, particularly in transportation, 
telecommunications, and information technology. This is lead
ing to the globalization of society (Kennedy, 1993). Systems 
are becoming more complex and interconnected, with increas
es in the scale of operation and associated risk (Giarini and 
Stahel, 1994). Society is increasingly vulnerable to disruption 
because consumers are living on credit and businesses are 

adopting "just in time" techniques. As society becomes more 
dependent on electricity, any supply disruptions from extreme 
events become potentially more catastrophic. Economic devel
opment has been rapid, bringing with it wealth but also pollu
tion. In many cases, development has occurred in vulnerable 
locations (see Chapter 12). With the progression from primary 
to tertiary activities, the impact of climate change on many 
areas is likely to be indirect and thus more difficult to judge, 
particularly because social change also has been rapid. 
Population has burgeoned in many countries, and standards of 
behavior have altered regarding fundamental issues like the 
family, crime, and work (Kennedy, 1993). Consumerism and 
environmentalism have developed strongly as education has 
spread. Much financial services activity is "driven" by the pri
vate automobile, financing its purchase and use. Therefore, 
mitigating climate change by altering auto use would affect 
financial services. On the other hand, current trends in auto use 
cannot continue without putting enormous stress on society 
(Northcott, 1991). The answer may be to exploit telecommuni
cations as a substitute, but this is not certain. 

Trends to deregulate financial services nationally and interna
tionally are putting traditional distribution methods under pres
sure. Tele-selling will be an increasingly important influence. 
It is likely that there will be fewer independent operators, often 
integrated either horizontally or vertically to provide benefits 
of scale or synergy (Swiss Re, 1992; Muth, 1993). It is possi
ble that clients will key their own information (e.g., through the 
Internet). Data retrieval will become easier as paper files dis
appear. Information will become critical for management pur
poses, not just for recordkeeping. More powerful computers 
will facilitate the analysis of internal and external databases for 
sales and underwriting (Dlugolecki, 1995). 

Many economies have been plagued by enormous surges in 
property values, followed by stagnation or even collapse. This 
makes it difficult to assess assets and liabilities. A second factor 
that complicates the valuation of property is the generally high 
rate of inflation between 1960 and 1990. A further difficulty is 
fluctuating exchange rates in economies with unstable curren
cies. Such instabilities have led to high interest rates and peri
ods of rapid investment gains. These have diverted attention to 
"cash flow" sti-ategies (Swiss Re, 1991) and also have created 
the possibility of insolvency through poor investments (Denlea, 
1994). Another area of pressure on financial services is the need 
to fund environmental claims—seen at its most energetic in the 
United States, where the Superfund legislation has created huge 
liabilities for the property-casualty industry (Nutter, 1994). The 
banking industry also is threatened by "lender liability" as a 
consequence of repossessing or taking control of polluted land 
or a polluting operation (Vaughan, 1994). 

17.3. Tlie Property Insurance Market 

The insurance industry serves to protect other activities from 
the financial consequences of unexpected events, including 
natural hazards; therefore, it is directiy exposed to climate 
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change (Friedman, 1989; Roberts, 1990). Since 1987, fifteen 
extreme weather events have cost property insurers and rein
surers $50 billion (Leggett, 1994). In view of these impacts. 
Sections 17.3 through 17.6 consider property insurance and 
associated "interruption" coverage. "Property" is defined as 
buildings and thek contents, business and personal goods, and 
plant and infrastructure; conveyances, livestock, crops, and 
humans are excluded. 

The basic function of insurance is to transfer financial risk from 
an individual to a group; what is a disaster to the individual can 
often be managed by larger numbers. Typically, the individual 
proposes his risk to the underwriter, often with the assistance of 
an intermediary or broker. In some cases, the risk must be eval
uated in great detail, and the insurer may stipulate certain 
actions (risk management) to reduce the likelihood and scope of 
potential loss. Finally, the insurer offers specific terms in a pol
icy. The most important terms of the contract involve the price, 
or premium; any exclusions of events or property not covered 
by the contract; and limitations on the amount to be paid in a 
claim. Contracts of insurance are usually renewable. Usually 
the contract lasts for twelve months and is renegotiated with a 

view to changes in circumstances, particularly claims experi
ence. Following acceptance of the risk, the insurer must then 
decide whether to share it with reinsurers. The reinsurer may 
further spread the risk by "rettocession" to other reinsurers, but 
this has become less common. The other key activity is setthng 
claims. After a loss, the policyholder reports it to his insurer, 
who will decide how much investigation is necessary. A loss 
adjuster is often retained for this purpose. Claims recovery 
often provides the occasion to implement risk-improvement 
measures. Policies have become more comprehensive over 
time, culminating in "all risks" coverage, where the policy stip
ulates what is excluded. Other significant changes have been to 
allow for inflation in property values by indexation, and to set 
aside the effect of depreciation by using replacement values. 
Finally, pohcies often allow for economic costs such as alterna
tive accommodation if a claim results in temporary relocation. 

17.3.1. Scale of Activities 

The scale of the industry is measured either by premiums written 
or capital available. In 1992, the worldwide non-life insurance 

Box 17-1. Examples of Property Insurance and Weather Cover 

Property insurance is used to varying extents by different nations. Often, consumers are reluctant to purchase sufficient 
coverage. Lack of capital, culture, and consumer attitude to risk play their parts. In other cases, insurers are unwilling to 
provide affordable coverage because of an unduly high ratio of risk to return on capital. Lack of flood coverage is the 
most common absence of insurance. A selection of schemes for natural disasters is discussed briefly below. 

Japan 
Windstorm—Full coverage became generally available in 1984, with significant deductibles. In 1991, Typhoon Mireille 
consumed half of the tax-deductible catasti-ophe reserves insurers had accumulated (Horichi, 1993). 

United Kingdom 
Flood and subsidence—Coverage for these perils was added to virtually all domestic building policies in the 1960s and 
1970s, respectively, at uniform rates. The market is now moving toward risk-based rating (Dlugolecki et a l . , 1994). 

Netherlands 

Flood risk—The government accepts responsibility for physical protection. Insurance against flood is not available. 

United States 
National Flood Insurance Program (NFIP)—Coverage is not privately available. Communities must qualify for the 
NFIP by undertaking a risk assessment and reduction program (FEMA, 1992a). Problems often arise with determining 
whether water damage stems from rain or storm surge (Kunreuther et a l . , 1993). 
France 
Natural catastrophe—A 1982 French law attached natural catastrophe to ah property policies at a centrally determined 
set of surcharges on the basic premium. Claims are made only if the authorities declare a disaster. In 1990, the scheme 
was revised to exclude storm, but many practical problems remain, such as the difficulties of separating storm and flood 
damage and the issue of uninsured property owners (Florin, 1990). 

Caribbean 
As a result of heavy hurricane damage in the 1980s and 1990s, many insurers and reinsurers withdrew from the area. 
Remaining reinsurers insisted on separate, increased rates for windstorm, introduction of the "average" clause to elimi
nate the effects of underinsurance, and high deductibles for catasttophe losses (Murtay, 1993; Saunders, 1993). 
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industry generated premiums of $700 billion. The United States 
accounts for 44% of the total, the European Union (EU) 29% 
and Japan 12%, leaving the rest of the world with 15% (Swiss 
Re, 1994b). These sums meet all claims: liability, accidental 
damage, fire, and natural hazards, as well as administration 
costs. Figures on capital are not readily available, but a com
mercial insurer would generally maintain capital at 40-50% of 
premiums, giving an equivalent of $280 to $350 biUion. This 
capital provides a reserve to meet all unexpected costs, not just 
those from extreme weather events, and it is usually subject to 
a legal minimum requirement (e.g., 17% of premium in the 
EU). It is reinforced by reinsurers' capacity, but again the capi
tal is required for various classes of claims. The scale of the 
commercial non-life reinsurance industry is hard to estimate. 
Based on estimates by Foreman (1989) for the United States, 
the net premium volume is probably about $100 billion, with 
capital reserves about the same size. Two-thirds of the capital is 
required to fund non-property business (Laderman, 1993), leav
ing approximately $35 billion for natural catastrophes. 

17.3.2. Methods of Risk Assessment 

Natural hazards are dangerous because of the likelihood of an 
accumulation of loss through damage to many individual prop
erties (Nierhaus, 1986). Underwriters seek to estimate the max
imum probable loss. In fact, any level of loss must have a finite 
chance of being exceeded; Tiedemann (1991) points out that 
under certain conditions, a 90% probability of being free from 
an event for 100 years implies tiiat the event occurs once in 
1,000 years. Four methods of a risk assessment are described 
by Friedman (1984): conventionail pricing, two-tier pricing, 
stage-damage, and simulation. 

Conventional pricing is experience-based but with a short 
"memory," giving a dubious allowance for disasters. Two-tier 
pricing has a first element based on experience, but also a sec
ond element specifically for disasters, set notionally. For stage-
damage, the property at hazard is characterized by its key 
dimensions and vulnerability to different levels of event. 
Detailed knowledge of the local terrain is then used to model 
the likely impact on the property of a specific event. In simu
lation, the portfolio of property is treated at an aggregate level, 
and the likely damage is assessed by evaluating the damage 
over a large number of exü-eme events intended to be typical of 
the long-run distribution of severity and frequency. This 
approach overcomes two problems: first, that there are not 
many catastrophe events in practice, and second, that historic 
damage reflects very different portfolios (Clark, 1986). The 
third and fourth methods require considerable data. 
Topography can affect the damage potential by more than 
100% (Georgiou, 1989). Other difficulties are that it may not 
be practical to keep a schedule of property; losses to produc
tion may be caused by events elsewhere; and one "event" may 
strike several "target" locations (Meek and Tattersall, 1989). 

Two other methods are event prediction and parallelisms. As 
scientific knowledge grows about the conditions that produce 

hurricanes and other extremes—often months ahead of their 
occurrence—it is becoming possible to use specific probabilities 
rather than generaUzed ones as in simulation (North Atlantic 
storms: Tinsley, 1988; hurricanes: Clark, 1992; Landsea et a l , 
1994) . In fact, more and more disturbances can be associated 
with the El Niño Southern Oscillation (ENSO) phenomenon. 
Alternatively, where data on extremes is lacking, similar condi
tions may generate a similar distribution of extreme to normal 
frequency/severity, as for rivers (Meigh et a i , 1993). 

There now are many applications of Friedman's techniques: 
storm surge (Stakhiv and Vallianos, 1993), flood (Smith, 
1991), and European storms (Schraft et a l . , 1993). The insurer 
can study the potential effect of historic events on today's 
exposure, model hypothetical events, assess the expected cost 
of natural hazards for a portfolio, and estimate the probability 
of exceeding some loss level. The financial effects of 
deductibles or reinsurance can be measured (Boissonade and 
Dong, 1993). An Applied Insurance Research study of hurri
canes gave $53 billion for a class 5 hurricane hitting Miami 
and $52 billion for a class 4 hitting New York (IRC, 1995). The 
expected severity of the hazard often is codified by zoning ter
ritory to control the amount of risk in any event (Nierhaus, 
1986). The CRESTA (Catastrophe Risk Evaluating and 
Standardized Target Accumulations) system for earthquakes 
was invented by reinsurers (Foreman, 1989). A multi-peril 
approach for Australia uses 52 zones for cyclone, thunder
storm, wildfire, and earthquake (Flitcroft, 1989). 

17.3.3. Socioeconomic Factors 

World population is increasingly concenti-ated in urban areas, 
coastal regions, and river valleys (Marco and Cayuela, 1992). 
The concentration of property in such areas exposes insurers to 
potentially large losses from exti-eme events. Already, two-
thirds of the world population live within 60 km of the coast; 
this is expected to rise to 75% by 2010 (IPCC, 1994). The total 
amount of property assets is not well recorded. Hohmeyer and 
Gartner (1992) updated a 1971 estimate to give $22 ti-illion, 
but, allowing for economic growth, this must be at least $50 
tiillion by now. In 1988, insured property values were $2 tril
lion on the Gulf and Atiantic coasts of the United States (IRC, 
1995) . Most of the insured cost of storms relates to domestic 
property. This is explained by the sector's greater size and the 
greater likelihood that industry and government will self-insure 
their risks from weather. Prosperity has resulted in an increas
ing stock of personal property, often vulnerable to water, salt, 
and smoke damage. Parallel changes have occurred in com
mercial/industrial properties. Changes in organization and 
practice, and the increased significance of services like 
tourism, make interruption to business from extreme events 
more important. See Chapters 11 and 12 for more detail. 

Whenever a major flood or storm occurs and householders are 
uninsured, political pressures build up. Regulators are faced 
with irreconcilable duties: to make insurance affordable but 
also available. If premium levels are held down, an influx of 
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claims from high-hazard policies may make the insurer insol
vent (Denlea, 1994). A similar dichotomy is evident in the tax
ation treatment of catastrophe-prone business. The noncata-
strophe years are milked for tax revenue, as opposed to allow
ing the h-ansfer of "profits" to capital reserves (ABI, 1993). In 
recent years, media attention has highlighted insurance issues 
(Winters, 1993). Insurers therefore have been forced to settle 
claims with a minimum of investigation. Independent research 
shows that many claims are now either exaggerated or totally 
false (Sheam, 1994). 

17.4. Extreme Events and Property Insurance 

Severe events are the source of the greatest damage (Olsthoom 
and Toi, 1993). For example, floods with a return period 
greater than 100 years cause more than 50% of the property 
damage arising from all floods (Smith, 1991). The following 
climate extremes are of concern to the industry: 

R i v e r basin and coastal floods: What constitutes a serious flood 
is in part culture-dependent (Gardiner, 1992). Marco (1992) 
states that 0.3 m is a "small disturbance," with 1 m causing "a 
major disaster." The speed of water movement is also important 
(Smith, 1991). 

Drought: The impacts are direct on harvests (which may be 
insured, and form the basis for futures trading) and indirect 
through wildfire or building subsidence due to excessive 
extraction of groundwater (Hadfield, 1994) or drying clay soils 
(Freeman, 1992). 

Windstorm: Maximum gust and storm duration are both impor
tant (Schraft et a l . , 1993), as are gustiness (Muh--Wood, 1993) 
and the location of the storm track in relation to population cen
ters (Swiss Re, 1994a). A critical determinant of losses is the non
linear relationship of windspeed to damage (Munich Re, 1993; 
Schraft et a l , 1993). Figure 17-1 shows this for the October 1987 
storm that devastated southeast England (Dlugolecki, 1992). 
Because there is a limit to the damage that can be suffered, the 
full response curve is sigmoid. Hurricanes produce much higher 
damage because they are more intense and often accompanied by 
storm surges, and standards of building control may be poor. 
"Rainy" storms are more costly thfin "dry" storms (Bryant, 1991). 
This may mean an increased storm cost in the future because the 
atmosphere wiU generaUy be more water-laden (see Chapter 6, 
Climate Models—Projections of Future Climate, m the IPCC 
Working Group I volume). Bryant (1991) also reports the possi
bility that cyclones can trigger earthquakes. 

Convective events and precipitation extremes: Tornadoes, hail
storms, and thunderstorms are expensive despite thek locaUzed 
nature (Munich Re, 1984; Staveley, 1991). Heavy rainfall events 
can lead to landslides (Ahmad, 1991; Manning et a l , 1992). 

Temperature extremes: Low temperatures can cause signifi
cant property damage due to burst pipes and subsequent 
escape of water. High- and low-temperature extremes can 

reduce agricultural and industrial production (Palutikof, 1983) 
and increase mortality rates. 

17.4.1. Present-Day Trends in Extremes 

Lengthy base periods and a stable climate are essential to 
assess return periods (Knox, 1993; Toi, 1993). Reilly (1984) 
suggests that using 30 years' data could underestimate the true 
risk by 50%. Marco (1992) notes that current data may not be 
adequate to assess 100-year flood levels, yet the latter is the 
design level used for the U.S. Flood Program (with a second, 
500-year level). Return periods often are reevaluated in the 
light of new extremes (Wilkinson and Law, 1990; Tooley, 
1992; Anderson and Black, 1993). Attempts to develop long 
climate time series can be beset by inhomogeneities in the 
underlying data (von Storch et a l , 1993a). The impact of what 
may be termed "combined events" is important for the indus
try. Windstorm damage will be greatly increased if there is 
associated heavy rain or a storm surge (Engleñeld et a l , 1990; 
Davis and Dolan, 1993). The need for appropriate information 
has led some insurers to seek solutions through in-house 
research (Munich Re, 1990, 1993). 

There is a large literature on present-day trends in extremes, 
which is thoroughly reviewed in Chapter 3, Observed Climate 
Variability and Change, of the IPCC Working Group I volume. 

u-- 1 
40 

Maximum Gust Speed (m/sec) 

Figure 17-1: Storm cost vs. windspeed (October 1987). Mean dam
age ratio is based on Association of British Insurers data at postcode-
district level (claims cost as a ratio of total value of insured property) 
for domestic buildings. Windspeed is 1тефо1а1еа from maps in 
BuUer (1988). Each observation represents a postcode sector. 
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Just as climate varies regionally, we must expect any trends 
toward changes, or variability, in climate also to vary regionally 
(Jones and Briffa, 1992). One of the best-studied areas is North 
Atlantic storms. A study of the literature indicates some of the 
problems in attempting to determine whether trends are present. 
Lamb (1991) and Diaz e t a l . (1992) compiled long series of storm 
and wind records, respectively, but inhomogeneities in data col
lection are obvious or have been detected (Isemer, 1992). In the 
absence of reliable long-term records of windspeeds, one 
approach is to use a proxy variable with a long homogeneous 
record—for example, trends in the geostrophic wind calculated 
from mean sea-level pressure data (Palutikof et a l , 1992; 
Schmidt and von Storch, 1993; von Storch et a l , 1993b). These 
authors failed to find any trend that could not be explained by 
data inhomogeneities. A related insurance study suggests no trend 
in UK storminess over 60 years (Christofides et a l , 1992), but 
other studies show a correlation between winter storms and tem
perature (Doberitz, 1991; Dlugolecki, 1992) or a tendency to 
deeper depressions in the Atlantic in this century (Schinke, 1992). 
Again, it has been suggested that diis is due to inhomogeneities 
in compiUng weather maps (Schmidt and von Storch, 1993). 

17.4.2. Appropriate Information on Future Climate 
Change and Extreme Events 

The recognized source of information on future climate change 
is the general circulation model, or GCM (for a review, see 
Cohen, 1990; Giorgi and Mearns, 1991). Improvements in 
GCMs in the near future can be expected (e.g., Roeckner et a l , 
1992), but at present GCMs are of limited use to the financial 
sector, for the following reasons: 

• The length of model run is generaHy too short for statistical 
analysis of extreme events. Longer model runs are becom
ing available (e.g., Manabe and Stoufifer, 1993,1994). 

• For analysis of extreme events, model output may be 
required at the daily timescale. Validation of variables 
(e.g., daily temperature) generally demonstrates inad
equacies (e.g., Palutikof e t a l , 1995). Statistical down-
scaling methods offer opportunities to overcome this 
problem (e.g., Kari et a l , 1990; Winkler et a l , 1995; 
Zorita e t a l , 1995). 

• Current models cannot generate sufficient spatial 
detail. Higher-resolution output from nested Limited 
Area Models (e.g., Giorgi et a l , 1994) needs much 
more computing. 

• There may be a lack of consistency in model results— 
for example, for tropical and mid-latitude storms 
(Hewitson and Crane, 1992a, 1992b; von Storch et 
a l , 1993a; von Storch, 1994). 

Most literature on climate change at the regional level concen
trates on changes in the mean climate and on temperature and 
precipitation (e.g., Grotch and MacCracken, 1991; Boer et a l , 
1992; Palutikof et a l , 1992). This is of limited use—first, 
because it is exti-eme events that have the greater implications 
for insurance; second, because changes in variables such as 

windspeed and soil moisture content may be as significant as 
changes in temperature and precipitation. Even if the mean of 
a climate variable changes and the variance remains constant, 
the impact on the frequency of occurrence of extreme events 
would be nonlinear (Mearns et a l , 1984; Parry and Carter, 
1985; Wigley, 1985). We cannot assume that the variance will 
remain the same in a warmer world. Katz and Brown (1992) 
have shown that the frequency of extreme events is more 
dependent on changes in the variance than in the mean. 

Tropical and mid-latitude storms: GCM results indicate con
flicting trends in tropical cyclone frequency and severity. 
Whereas Haarsma et a i (1993) found an increase in the num
ber of tropical storms, Bengtsson et a l (1994a, 1994b) found a 
decrease. Similarly, there is a lack of consensus regarding 
future trends in mid-latitude storms (see Gates et a l , 1992; 
Hall et a l , 1994; Koenig et a l , 1993). 

Convective events and precipitation extremes: Experiments with 
GCMs indicate a tendency for increased convective activity in a 
high-C02 world (Hansen et a l , 1989; Noda and Tokioka, 1989). 
This implies an increase in the number of more intense rain
storms and hence in runoff (Mitchell et a l , 1990; Gordon et a l , 
1992; Whetton et a l , 1993). An increased frequency of intense 
rainstorms could lead, in turn, to more landslides. 

Droughts: Increases in potential évapotranspiration due to 
higher temperatures could increase drought potential even in 
regions where total rainfall increases (Whetton et a l , 1993). 
Several studies project droughtiness in populated areas (Rind 
et a l , 1990: United States; Whetton et a l , 1993: South 
Australia; Palutikof et a l , 1994: Mediterranean region). 

Temperature extremes: GCM-based regional studies indicate 
that there will be an increase in high-temperature extremes 
(Whetton et a l , 1993: Australia) and a decrease in low-
temperature extremes (Wilson and Mitchell, 1987: Europe). 

Coastal flooding: Coastal flooding may be expected to become 
more common as sea level rises. However, sea level will not rise 
uniformly around the world (Mikolajewicz et a l , 1990; Gregory, 
1993; Chapter 7, Changes in Sea Level of the IPCC Working Group 
I volume). Catastrophic incursions are generally the result of a com
bined event, such as a high tide associated with onshore winds. In 
Working Group I's Chapter 7, however, authors indicate that they 
expect little change in tide and surge as a result of sea-level rise. 

17.5. Impact of Extreme Events on Property Insurance 

The impact of an extreme event varies depending on the type 
of insurance system in place and socioeconomic and techno
logical factors. Damage often is uninsured. The most expen
sive claims have arisen from cyclonic storms. Generally, 
poorer countries suffer more from the effects of extreme 
events because their economies are based on primary, weather-
vulnerable activities. Less tiian 0.1% of gross domestic prod
uct (GDP) is "burnt up" by catastrophes in United States 
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(Anderson, 1991), compared to 49% in Tanzania (Nanjira, 
1991). Damage to infrastructure may significantly delay recov
ery (Marco and Cayuela, 1992). Repair costs are often surpris
ingly high, since the owners may not be in residence; building 
materials may be in short supply, giving rise to sharp inflation
ary rises in repair costs; and stricter standards may be enforced 
(Insurance Services Office, 1994). Increasingly, claims arise 
indirectly from the disruption caused (business interruption) as 
well as the direct property damage. Much equipment is vulner
able to water, sah, or smoke damage, and often stocks of goods 
are minimal, so production quickly ceases (Berz, 1988; 
Horichi, 1993). Services such as tourism are also prone to 
interruption from denial of access or from consumer anxiety. 

Reinsurers have noted a fourfold increase in disasters since the 
1960s (Berz and Conrad, 1993). This is not due merely to bet
ter recording, because the major disasters—which account for 
90% of the losses and would always be recorded—have 
increased just as quickly (Swiss Re, 1994a). Much of the rise 
is due to socioeconomic factors, but many insurers feel that the 
frequency of extreme events also has increased (Mercantile 
and General Re, 1992; Berz and Comad, 1993). At present, the 
cost of insured catastrophes amounts to about 2.5% of global 
non-life insurance premiums (Jakobi, 1994), but in Australia it 
reaches 12%, without allowing for associated administration 
(Brigstock and Minty, 1993). The UK used to be considered 
relatively hazard-free. Since 1987, the cost of a single day's 
storm has twice exceeded £1 billion. Subsidence losses 
exceeded £500 million in 1990 and 1991, from a base of under 
£100 milhon in previous years (Dlugolecki et a l . , 1995). 

17.5.1. International Reinsurers and Storms 

Coverage against windstorm is provided in most countries. 
They cause several types of harm to socioeconomic systems— 
property damage, lost production, macroeconomic disruption, 
and personal death, injury, or stress (Anderson, 1991; Smith, 
1991). Table 17-1 contains information on the impact of major 
windstorms worldwide since 1960. To allow a valid compari
son for the partial decade of the 1990s, the figures have been 
expressed as an annual rate in constant values. There is a very 
clear upward trend in the number and overall cost. In addition. 

Table 17-1: Major windstorms" worldwide: A n n u a l impact 
1 9 6 0 - 1 9 9 2 . 

1960s 1970s 1980s 1990s 

Number 0.8 1.3 2.9 5.0 
Total Damage ($B) 2.0 2.9 3.4 20.2 
Insured Cost ($B) 0.5 0.8 1.7 11.3 

Notes: Valued at 1990 prices; data from Munich Re & Swiss 
Re; 1990s include only 1990, 1991, and 1992. 
^ A major windstorm is defined as one costing more than 

$500M in total damage. 

Table 17-2: "Billion d o l l a r " s t o r m s . 

Insured 
Year Event Cost ($B) 

1987 "Hurricane" in SE England/NW France 2.5 
1988 Hurricane Gilbert in Jamaica/Mexico 0.8 
1989 Hurricane Hugo in Puerto Rico/S. Carolina 5.8 
1990 European Storms—Four 10.4 
1991 Typhoon Mireille in Japan 4.8 
1992 Hurticane Andrew in Florida 16.5 
1993 "Storm of the Century" in Eastem USA 1.7 
1995 Hailstorms in Texas 1.1 
1995 Hurricane Opal in Southern USA 2.1 

Sources: Munich Re, 1990; Leggett, 1994; PCS, 1995. 

the proportion of insured damage has risen to more than 50% 
in the 1990s. 

Table 17-2 shows insurers had at least one "billion doUar" storm 
event every year from 1987 to 1993. With such an unexpectedly 
high frequency, some local insurance companies collapsed, and 
the intemational reinsurance market went into shock. These cat
astrophe losses were one of the reasons for the crisis at Lloyd's, 
where capacity for all types of insurance fell from £11.4 billion 
to £8.9 bilhon between 1991 and 1993 (Tillinghast, 1994). 
Following the initial reduction in reinsurance availability, there 
has been recovery as new capital takes advantage of the conse
quent rise in premium rates, often in offshore tax havens 
(Hindle, 1993). However, this only has happened by ttebling the 
insurer's retention and increasing the reinsurance charge by a 
factor of four or ñve (Laderman, 1993). Reinsurance contacts 
now have far more restrictive conditions (Powers and Heam, 
1993; Jakobi, 1994). Some hazard-prone regions such as the 
Caribbean and Pacific now find insurance very expensive or 
even impossible to obtain (Murray, 1993). 

17.5.2. Operational Repercussions 

The financial insurance market itself may be disrupted by the 
effects of storm or flood because of serious failures of power 
and communications. Companies are tending to focus opera
tions at fewer sites; if any single site is affected, the total 
impact will be greater. Insurers and loss adjusters may find the 
increased volume of claims difficult to handle because they 
probably will be operating on much tighter margins, with fewer 
staff in reserve (Dlugolecki et a l , 1994). 

17.5.3. Criticality of Events 

Given that it is never possible to guarantee security even with 
a known loss distribution, the pressure of a worsening loss dis
tribution has serious consequences (Brigstock and Minty, 
1993). In such circumstances, the large thrive and the small 
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Box 17-2. Jamaica and Hurricane Gilbert 

On 12 September 1988, Hurricane Gilbert struck Jamaica with winds of 220 kph but no real storm surge. Total losses 
were about $1 billion, equivalent to about one-third of the annual gross national product (GNP). More than 40% of the 
housing stock was destroyed, with heavy losses in agriculture, industry, and public services (Siegel and Witham, 1991). 
Indkect losses were estimated to be up to twice the direct damage, owing to lost production and reduced tourism. The 
recovery process was hampered by lack of records (Siegel and Witham, 1991), damage to public infrastructure 
(Alexander, 1993), and scarcity of many goods. Clement (1990) noted that the damage was exacerbated by poor con
struction practice and breakdown of public order. 

The financial consequences were serious. Inflation doubled, and the trade deficit widened from 7% to 39% of GDP 
(Commonwealth Secretariat, 1991). The currency was devalued (Clement, 1990). Insurance records indicate that 8% of 
the insured values were destroyed—by no means extreme compared to the 30% caused by Hurricane Iniki in the Pacific 
(Murray, 1993) but far more extreme than European values. There was a painful readjustment in premium levels, con
tract terms, and risk-management requirements (Murray, 1993; Saunders, 1993; Nesbeth, 1994), but only when 
Hurricane Hugo emphasized the loss potential. Jamaica, like the entire Hurricane Belt, had been fortunate for many 
years; the average recurrence since 1881 for hurricanes had been 5.1 years (Siegel and Witham, 1991). 

The Commonwealth Secretariat (1991) noted the benefits of insurance to industry: 90% of plant and 75% of stock was 
insured. Owing to the heavy use of international reinsurance, only 2% of the insured damage was paid by the local mar
ket. This event is typical of the threat to economic development from cyclones (Granger, 1989). Even in Mexico it took 
twenty months to repair structural damage, with serious consequences for tourism (Clark, 1991b). 

survive: The proportion of the U.S. reinsurance market held by 
the top ten companies rose from 44% in 1985 to 57% in 1992. 
Clearly, each country will have its own "critical event." At one 
time it was thought that two hurricane "hits" of $7 billion in 
one season would be critical to the insurance industry (AIRAC, 
1986). However, the industry coped with Hurricane Andrew 
($16 billion insured damage, $30 billion in total), although 
seven companies became insolvent and forty-four sought to 
reduce their exposure afterward (Insurance Services Office, 
1994). Exercises to assess the impact of a major earthquake on 
the U.S. insurance industry provide some feel for the impact of 
a major hurricane. Doherty (1993) felt that a $50 billion event 
would seriously weaken the U.S. insurance industry with its 
capital base of about $160 billion and leave property owners 
less well-protected financially. A second study found that the 
system should be able to cope with an event up to $100 billion 
because of the immense size of the American economy (GDP 
in 1990 was $5.5 trillion) (Cochrane, 1993). This study 
assumed that new capital would enter the industry. It neglected 
the problems of regional blight and nonavailability of insur
ance, which would certainly follow. Potentially, as insurers liq
uidate investments to raise cash, there would be some impact 
on financial markets, despite reconstruction (Hofmann, 1990). 

The global insurance system, of course, will be able to cope 
with a larger event. However, the global reinsurance industry 
is much smaller than the direct insurance industry and can 
only survive by carefully controlling its exposure to any one 
event or territory. This makes it likely that government would 
be required to back any scheme for truly catastrophic losses 
(Gallardo, 1984; Nutter, 1994). However, Cochrane (1993) 
disagrees, saying that public borrowing is now at its limit and 
that the emphasis should be on loss prevention. It seems most 

likely that multiple events would be the cause of a global fail
ure, since the industry has proven fairly robust in response to 
single catastrophes. Flohn (1981) notes such occurrences in 
historic times, particularly when climatic change is occurring. 

17.6. Adaptation to Climate Cliange by Property Insurers 

Traditionally, insurers have dealt with changes in risk in four 
ways: restricting coverage so that the balance of risk-sharing 
shifts toward the insured; transferring risk; physical risk man
agement (before and after the event); or raising premiums. 
However, in view of the increasing costs of weather claims, 
insurers now are considering a more fundamental approach— 
involving better ways of creating the funds required for irreg
ular disasters, education of the affected parties, and coopera
tion with other functional or regulatory bodies in the property 
"system" (Horichi, 1993; Paish, 1993; Berz, 1994). Lack of 
information about extreme events hampers such activity and 
makes insurers wary of committing their capital. 

17.6.1. Restricted Insurance Coverage 

Increasing the contribution from the insured encourages better 
risk management, with consequent administrative savings. 
This may overcome any "moral hazard" through being insured 
or defended (Grose, 1992). The drawback could be in fraudu
lently inflated claims and a potential reduction in the fund from 
which to meet other claims, should the rating levels be signifi
cantly lowered. The obvious method would be to impose sig
nificant deductibles (Munich Re, 1993). Alternatives would be 
the increased use of coinsurance, whereby policyholders share 



Financial Services 5 4 9 

each loss on a predetermined percentage, and reduced upper 
limits of liability. "Reinstatement as new" coverage needs to be 
questioned because settlement net of depreciation would more 
fairly distribute the losses; most consumers must bear depreci
ation themselves (Shearn, 1994). High-risk items such as satel
lite dishes could be excluded. 

Theoretical studies of risk transfer have identified several con
ditions that might make insurance nonviable (Berliner and 
Buhlman, 1986; Peele, 1988; Henri, 1991). These include: 
inadequate spread of risk, undue influence on the event by the 
policyholder, insufficient knowledge of the likely loss distrib
ution, inabiUty to define when a loss has occurred and quanti
fy it, and, finally, premiums that are not affordable. The most 
common areas of nonparticipation are flood damage and dam
age to growing crops. A change in perception of the risk can 
lead to withdrawal of participation—for example, following 
storms in Fiji, Jamaica, and Florida (Clement, 1990; Anderson, 
1991; Murray, 1993). 

If insurers collectively withdrew coverage entirely for some 
peril, this would affect financiers, occupiers, the constraction 
industry, and local and national govemment. New enterprises 
might never start without being able to protect their capital 
through insurance. Recovery following a disaster also would 
be problematic without the influx of insurance funds (IRC, 
1995). The authorities might react as happened in Hawaii and 
Florida in 1993 (Insurance Services Office, 1994) to enforce 
participation by insurers. Insurers might still participate in the 
administration of a funding scheme, without bearing the risk 
(e.g., NFIP in the United States). 

Govemment may decide to become directly involved in impor
tant areas such as flood or agricultural insurance where com
mercial insurers are unwilling (Hueth and Furtan, 1994; 
Ericksen, 1995). In Bangladesh, farmers require income 
replacement and recapitalizing, and moneylenders charge high 
interest rates (Hodgson and Whaites, 1993). Govermnent can 

also assist with grants and subsidies, and so forth (Foster, 1984). 
This has several advantages: greater financial sti-ength, less 
requh-ement for supervision, mandatory powers to enforce com-
phance, and recognition of social and intemational issues such 
as income distribution and inward investment. There also can 
be significant disadvantages. Few countries can bear the cost of 
disaster alone (Mead, 1993). Many losses (e.g., tourism in East 
Africa; Nanjira, 1991) would not be eligible. Funds may be 
diverted from more deskable policies. It may encourage haz
ardous activities, be cumbersome to administer, and undermine 
the system for standard risks (Porter, 1994). Commercial insur
ers can help to keep such systems efficient (Dlugolecki, 1993). 

Funding can be by disaster relief. This approach is limited in 
scope, slow to react, undignified, and fraught with abuse. If too 
generous, it will act as a disincentive to insurance. The goal 
should be to ensure that insurance coverage is affordable for 
property owners. Certain propertyowners may decide they 
have sufficient resources to deal with the hazards themselves 
(e.g., govemment and big business) and choose not to insure on 
a rational basis (Geneva Association, 1992). 

17.6.2. Transfer of Risk 

Insurers have traditionally shared major exposures to loss with 
reinsurers. The solvency of the reinsurer is critical (Porro, 
1984). Reinsurers now assess whether a given territory will be 
able to "pay back" its losses within, say, 10 years and carefully 
control their exposure (Crowley, 1991). Clearly therefore, 
insurers can only insure great natural perils if they are them
selves financially strong, they charge an economic rate to reflect 
the underlying risk and the partial availability of reinsurance, 
and they underwrite the risks by acquiring sufficient informa
tion and adapting the contract terms to fit the degree of hazard. 

A new approach is "catastrophe futures"—contracts issued 
quarterly at a specific price and redeemable at a price based 

Box 17-3. Example of Criticality and Reinsurance 

Suppose an insurer covers a portfolio of one million domestic buildings (with contents) valued in total at $100 billion. At 
an average rate of $0.3%, this gives an annual total premium of $300 million. The rating allows for a catastrophe every 
10 years at a claims cost of $100 million, or $10 million per year. The insurer holds free reserves equal to 40% of the 
premium, equivalent to $120 milhon. Clearly, the fund can cope with the average catastrophe cost of $10 milhon per 
year, but it would be virtually wiped out in the year of the disaster. This is why reinsurance is necessary. 

In 1987, the typical excess-of-loss reinsurance protection was equivalent to 30% of the premium at risk (Laderman, 
1993). In the above example, we assume that $90 million of the risk was transferred [remember, the risk is actually the 
value of the property at risk (i.e., $100 billion)]. For this the insurer would pay a reinsurance premium somewhat higher 
than the annualized catastrophe cost, say $12 million. In the year of a catastrophe, he would now suffer $10 million cata
strophe (= $100-90 million), which his resources can accommodate. Clearly, if catasttophes become more frequent, the 
reinsurer suffers most. However, if catash:ophes become larger, the insurer suffers because he faces all the incremental 
claims above the reinsurer's cutoff point. In fact by 1993, the insurer would have raised his protection to $200 milhon, 
but with a deductible of $30 million. At the same time, the reinsurer would have increased his charge to perhaps $75 
million (Laderman, 1993)! 
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Box 17-4. Risk Management in Tanzania 

In recent years, Tanzania has experienced heavy rains 
and floods. Severe windstorms have been frequent in 
the lake zone. These have caused financial loss, death, 
injuries, and the spread of diseases. The government 
has issued several directives prohibiting construction in 
the lower lands and has allocated new sites on higher 
ground. Most of the people cannot afford insurance. 
The lake zone is the main cotton-growing area. Natural-
perils damage to the stored crop and the silos in which 
they are stored can be covered. The Cotton Act strictly 
regulates storage construction, and the National 
Insurance Corporation sends surveyors to advise the 
cooperative unions on how to minimize loss occur
rences. To date, the National Insurance Corporation 
does not provide growing-crop insurance due to the 
lack of reliable data. 

upon the actual cost of future catastrophe claims (Bannister, 
1993; UNCTAD, 1994). The benefits to the risk bearers are 
obvious, but so far this approach has not taken off because it 
lacks an obvious seller to match the buyer (insurer) (Boose and 
Graham, 1993). Also, insurance regulators need to recognize 
these contracts as admissible assets (ISO, 1994). 

17.6.3. Physical Risk Management 

Risk management is "a discipline for living with the possibili
ty that future events may cause harm" (Юотап, 1992). It 
embraces physical and monetary techniques; we deal with the 
latter under other headings. Traditionally it has been site-spe
cific, but now there are national and international initiatives 
[e.g., International Decade for Natural Disaster Reduction 
(IDNDR)]. Because development has grown very rapidly, there 
often is no realization of the hazard potential. Also, insurance 
is not required by the ultimate property owner until later and is 
often just part of a financial deal. Effective risk management 
comprises understanding the hazard and eliminating it, if pos
sible; if not, it plans how to modify the impact of an event or 
the property likely to be at hazard and how to mitigate the loss 
after the event (Foster, 1984). It involves such techniques as 
hazard mapping, improved design, simulations, and a full dis
aster plan including the warning system, emergency response, 
and recovery (Stone, 1992). Land-use control and information 
are also essential (Berz, 1994). The issue of coastal defense is 
considered in detail in Chapter 9. 

Within the construction sector, it is essential to identify the 
standards requked and adhere to them. Incortect construction 
often is to blame for damage; indeed, one of the great future 
issues will be how to "retrofit" substandard buildings (Sparks, 
1993). This is now done regularly in Fiji, with a scheme that 
features professional certification of the work and premium 
discounts (FBSC, 1985; Walker, 1989, 1992). Unless adequate 
checks and controls are maintained on reinstatement works, the 
reconstruction may be carried out in a shoddy way—leading to 
further problems for the future (Norton and Chantry, 1993). It 
may be necessary to rebuild to higher standards (Peele, 1988). 

Storm: Most damage is roof-related or due to poor detailing or 
wind-blown debris (NCPI, 1992a, 1992b; FEMA, 1992b, 1993). 
There is always pressure to reduce building costs (Norton and 
Chantry, 1993). Meek and Tattersall (1989) estimate that higher 
building standards introduced after Cyclone Tracy in Darwin, 
Austiralia would reduce damage by a factor of five. Offshore 
exposures are an obvious concern. Hurricane Andrew damaged 
or destroyed 173 energy rigs (Leggett, 1993a). 

Flood: This peril is very destructive and strongly localized 
(Cuny, 1991; Moser, 1992). Yevjevich (1992) lists thirty-three 
methods to cope with flood—divided into insurance, intensive 
physical and extensive physical flood-proofing, prediction, and 
prevention. Alternative accommodation is often required. More 
stringent plannmg conti-ols on floodplain development must be 
adopted (Henri, 1991). Appropriate defense work must be given 

higher priority in the known problem areas (Anderson, 1991; 
Sheam, 1994). Upgrading buildings during maintenance (Miller, 
1989), reviewing drainage capacity (Robbins, 1993), and land
scaping exposed sites (Bush, 1994) could be very effective. 

Risk management involves issues that go beyond the purview 
of the insurance industry. However, insurers and reinsurers 
play a leading role in mapping hazards, promoting better 
design codes, and improving the quality of implementation 
through ttade bodies like the Insurance Institute for Property 
Loss Reduction (IIPLR) in the United States. At the micro-
level, insurers inspect many buildings, making insurance 
dependent on adopting the inspector's recommendations for 
risk mitigation. Loss control is generally efficient, with help 
lines, recommended tradesmen, the use of loss adjusters in 
emergency panels, instructions through the media, and special
ist recovery agencies. However, with the wholesale reduction 
of staffing in the financial sector, future response may be less 
effective. It is important that insurers reflect varying degrees of 
protection in their premium levels, to encourage risk manage
ment (Foster, 1984; Natsios, 1991). Infrastructure work such as 
sea defenses should fall to the public purse. Much of the bene
fit might accrue to non-property owners, and many property 
owners do not purchase insurance. 

17.6.4. Technical P r i c i n g 

The initial response to increased losses might be to increase 
premiums. However, the decision is not usually simple because 
the market is increasingly competitive. The buying of market 
share inevitably leads to adverse results (the "underwriting 
cycle") (Munkhammar and Themptander, 1984). Individual 
property rating is based on value at risk, with an assessment of 
such factors as location, construction, and, for large commer
cial risks, trade processes. The rate is derived from past losses 
and modified for irregular events, administration expenses, and 
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profit margin (Brigstock and Minty, 1993). This method is 
clearly flawed if the size and number of weather related inci
dents are rising. Reinsurance pricing can modify the direct 
insurer's strategy significantly (Laderman, 1993). Recent 
experience will strongly color the consumer's expectations and 
wilhngness to pay (Changnon and Changnon, 1990). Owners 
tend to understate property values, which makes it difficult to 
ensure that an adequate fund is built up and also makes restitu
tion contentious. 

The general principle of insurance is to "share the risk." Henri 
(1993) points out that using a rate that does not reflect the 
degree of hazard will result in economically inefficient behav
ior (adverse selection). Below-average risks will be reluctant to 
insure, while insurers will shy away from the increasingly 
heavy pool of risks. A rate varying to reflect the individual 
exposure to hazard encourages risk management but can result 
in standard insurance becoming too expensive for some. It is 
deskable for insurance to be a prerequisite of property purchase/ 
ownership; otherwise damage may not be repaired, leading to 
a downward spiral of decay. It is easier to achieve tradeoffs 
with a multi-peril policy (Anderson, 1976), and it has practical 
benefits in claim handling. 

17.6.5. Funding over Time 

Retrofunding is sometimes used commercially, similar to a 
banker's line of credit (Jakobi, 1994), but generally it is a gov
ernment tool, taking the form of relief payments. These pay
ments often do not provide sufficient or efficient assistance 
(Anderson, 1991; Kunreuther, 1984). The alternative of pre-
funding (insurance) is therefore coming to the fore. It is impor
tant that natural-hazard insurance be treated as a long-term 
business rather than being accounted and taxed annually. The 
premiums must provide sufficient suфlus to give a reserve for 
disasters through the troughs of the underwriting cycle. 
Catastrophe reserves should be accumulated over years, to 
reduce reliance upon reinsurance arrangements or sharehold
ers' funds and to allow the accumulation of investment gains 
(Porro, 1984). The build-up of such reserve funds often is 
exempt from taxation (ABI, 1993; Candel, 1993). Insurers will 
still require reinsurance to cope with "super-catastrophes" or 
"multiple hits." 

17.6.6. Improving the Knowledge Base 

The collection and dissemination of information—including 
education and vocational training—is critical to the success of 
risk management (Foster, 1984; Ward, 1991). However, there 
is a serious lack of knowledge everywhere on weather pat
terns; the effects of climate change on these pattems; the 
effects of these changes on the potential for property loss and 
associated consequential costs to society and individuals; the 
value and specific locations and types of property at risk; and, 
lastiy, a detailed record of the actual losses sustained (insured 
and uninsured). Insurers will not underwrite climate risks 

without adequate information on their variability and magni
tude. Almost all countries have some form of natural-hazards 
risk analysis in hand, often prompted by UN initiatives such 
as IDNDR. Probably the only viable way is to rely on each 
country to carry out the work for its own hazards but to use 
common standards—and with central funding for less-devel
oped nations, possibly using the IDNDR as a body to coordi
nate databases, not just for commercial needs but for the pub
lic good (McCulloch and Etkin, 1995). The basic climate data 
are increasingly costly but are essential both for projecting 
models of future trends and for claims verification. 

17.6.7. Cooperation 

Instead of dealing with problems piecemeal, financial indus
tries need to influence the decisions of a wide variety of bod
ies and policymakers at the strategic level: 

• The construction industry: regarding methods, stan
dards, and regulation of construction 

• Government and its various departments: 
- To resist new development in high risk areas 
- To protect existing developments in high risk areas 
- To plan how insurance can help society cope with 

extreme events. 
• Intemational bodies (e.g.. United Nations): Many 

issues now are transnational (e.g., pollution, competi
tion, communication, climate change). The insurance 
industry has no intemational underwriting organiza
tion, and this now seems an important gap. Such a body 
also could coordinate the industry's research work. 

17.7. Impacts and Adaptation in Other Financial Services 

The bulk of this chapter has dealt with the effects of weather 
and climate change on the insurance of property. However, 
other financial services may be affected. Many of the process
es involved are similar to property insurance underwriting in 
that risks are assessed before a financial commitment is made. 

17.7.1. Likely Impacts in Other Non-Life Insurance Activities 

Transportation: This sector is an integral part of modern soci
ety. In addition to providing the means for our lifestyles and 
economies to function, transport goods and services are prod
ucts in themselves, and the organizations supplying them are 
major employers. Sensitivity to weather and chmate change is 
considered fully in Chapter 11. Extreme conditions can be 
very disruptive, causing damage and delay, often compound
ed by human ertor in these conditions. There has not been a 
major published study in this respect. Damage to infrastruc
ture is generally not insured. Damage and particularly injury 
caused to other users is often insured. Hail damage to vehicles 
was a particular concern in the Munich hailstorm of 1984 
(Munich Re, 1984). However, compensation for delays is not 
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generally covered because of the practical difficulties in prov
ing losses. Travel insurance is an exception, but the sums 
insured are small. 

Liability insurance: Liability insurance has become a rather 
difficult sector, with the over-use of tort law and increasing 
emphasis on strict liability combined with environmental 
degradation claims (Winters, 1993; Nutter, 1994). In dealing 
with impacts of weather, it is often difficult to prove negligence 
or to identify a currently pursuable person or organization. 
There has been some litigation in this field—for example, con
trol of tree-root invasion into neighboring buildings (Institution 
of Structural Engineers, 1994); control of undergrowth follow
ing bush fires in Australia costing over $100 million 
(Alexander, 1993); limitation of beach erosion, which is often 
initiated by human action (Bryant, 1991); and even the accura
cy of weather forecasts and flood control (Kusler, 1985). At a 
strategic level, there has even been discussion of national lia
bility for climate change (Stone, 1992; Leggett, 1994), but this 
does not seem likely to become a commercially insurable risk. 
An interesting case cited by Changnon and Changnon (1990) 
involved liability for overselling drought policies, resulting in 
underwriting losses of $8 million. 

Crop insurance: Agriculture is a key sector in many nations, 
though often it is not a part of the market economy. In most 
countries, insurers do not offer coverage for growing crops 
because of the possibility of catastrophic loss and the difficul
ties of loss control and evaluation. However, schemes do exist. 
Durham (1994) describes the use of crop insurance in the 
United States, where a multi-peril-crop insurance policy is 
sponsored by the federal government, with varying participa
tion by private insurers. Hueth and Furtan (1994) coordinated 
a detailed investigation of such schemes in the United States, 
Canada, and other developed economies. They came to the 
conclusion that crop insurance was not the best way to address 
farmers' yield uncertainty because of moral hazard (the temp
tation not to mitigate losses because they will be met by insur
ance) and adverse selection (the tendency for farmers with 
worse-than-average risks to insure, knowing that they will 
make a "profit," while the better risks will not insure). The sit
uation is further complicated by the relatively liberal granting 
of disaster relief in times of hardship, which discourages the 
prudent farmer from buying insurance at all. Sugar-crop insur
ance in Mauritius has been compulsory since 1946 and is gov
ernment-administered. The scheme was discussed for Tanzania 
but not adopted (Putty, 1984). Similar schemes exist elsewhere 
(e.g., Costa Rica), with support from the banking sector 
(Gallardo, 1984). Climate change is expected to have signifi
cant impacts on agriculture (see Chapter 13), so it may be 
expected that interest in this area will increase. 

The various considerations in Section 17.6 apply here. In trans
portation, weather-related hazards are likely to remain subordi
nate. There will be more attention to risk management in spe
cific circumstances (e.g., tree owners, coastal property owners) 
to minimize liability. With regard to crops, private insurers are 
unlikely to take on large commitments. 

17.7.2. Life Insurance and Pensions 

By contrast with general insurance, these industries are long-
term, highly actuarial in nature, and often linked with savings 
plans. The contracts are underwritten less rigorously than many 
general policies, are unusually nonrenewable, and last for 
many years, until terminated by death of the insured. 
Investment of the premiums is a major activity, with the 
emphasis on security over many years. A range of instruments 
is used, from government bonds to corporate stock, real estate, 
and fine art. The industry generated $770 billion in premiums 
in 1992 and is highly influenced by changes in government 
policy on social insurance and fiscal matters (Swiss Re, 
1994b). As with general business, about 85% of the market lies 
in the United States, EU, and Japan. Although the volume of 
business is comparable to general insurance, the investible 
funds are much greater ($3,075 billion in 1989, as against $832 
billion for non-life business). 

Likely Impacts: The impact of climate change is likely to come 
in two ways. The first is through changes in morbidity or mor
tality. Such changes are associated with extremes of heat and 
cold. Potentially, shifts in mean conditions could lead to the 
introduction of new pests and diseases or, occasionally, the elim
ination of old ones (Epstein and Shaф, 1994). There have been 
many weather-related deaths in developing countiies but, in gen
eral, without any significant involvement of life insurers. 
Indirect effects might include food and water shortages (see 
Chapter 18). The second major impact is in the potential impact 
on investments. Long-term decisions really need to include cli
mate change as a factor, but this is definitely not happening yet. 
This will be discussed more fully in Section 17.7.3. 

Adaptation: Given that there are many other imponderables 
such as drugs or crime-related influences on human well-
being, it is unlikely that meaningful adjustments to mortality 
tables can be made. However, investment strategy can be 
adapted over a shorter period and therefore should be updated 
periodically to recognize the current views on the impact of cli
mate change (Porro, 1984). 

17.7.3. Banking 

The other major industry is "banking," which also covers a 
wide range of activities. Liquid assets (e.g., savings and prof
its) are invested, either short term to finance debt (e.g., over
drafts) or long-term to finance assets (e.g., mortgages) and pro
vide pensions. This requires banks to provide treasury and 
investment-management services. Some investments are spec
ulative, with an uncertain return, but often loans are provided 
in return for fixed interest. This requires similar skills to insur
ance underwriting, in order to assess the riskiness of the ven
ture or the likelihood of repayment. Loans often are secured on 
assets such as property (which is itself insured against damage) 
in order to provide some guarantee of repayment. The majori
ty of loans are short-term (less than five years). Finally, the sec
tor may act to organize the raising of capital for a project or to 
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strengthen the capital base of a company by finding new share
holders. A large and increasing range of financial instruments 
is used to manage the inherent financial risks (hedging, etc.) 
(Thompson, 1995). 

In relation to this topic, banks fall into three types: internation
al banks (i.e., economically involved all over the world); 
regional banks; and specialist banks, including building soci
eties, "thrifts," and similar institutions. There has been much 
talk of product integration between banks and insurers (still for
bidden in some countries). However, the cultural differences in 
treating claims versus bad debts, for example, make this unlike
ly for the mass consumer market. At софога1е level, "risk" and 
"finance" are almost interchangeable (Seebauer, 1992). 

17.7.3.1. Likely Impacts 

Banking will be affected indirectly as its customers find their 
operations, consumption, and/or financial circumstances 
affected by climate change. Specifically, the banking industry 
and any investment activity could be affected if property 
insurers withdraw coverage from property that was the subject 
for some long-term financial transaction. This already has 
happened in some small island states, and any coastal site 
must be challengable (Leggett, 1993a; Dlugolecki et a l . , 
1995). Indeed, the burden of uninsured catastrophe losses 
could cause loan defaults (Vaughan, 1994). Sectors that may 
be adversely affected, such as tourism and agriculture in cer
tain regions, may find it difficult to raise finance if uninsured 
losses are perceived to be a real threat to viability. Moreover, 
a fall in property values precipitated by a loss of confidence in 
the local economy could itself ti-igger a "credit famine," 
because property is often used as security for loans (Medioli, 
1989; Bender, 1991; Thompson, 1995). 

If a financial center is unexpectedly exposed to extreme 
weather events, the added effect associated with being dis
rupted or even cut off from the nonstop global financial mar
kets could be significant. 

It can be argued that for the world banking system there is no 
critical threshold of chmate change because banks would coop
erate to reestablish a new basis, as happened after the Third-
World debt crisis. The huge scale of global financial flows 
would outweigh the likely cost of even a series of catastrophes 
(Dlugolecki and Klein, 1994). At the national level, the bank
ing system could be reestabhshed with external assistance, but 
of course this would result in a permanent weakening of the 
local economy though adjustments in the exchange rate and 
interest rates. As with insurance, the scale of event will vary 
from one country to another. For Jamaica, Hurricane Gilbert 
was extreme enough to cause lasting financial damage 
(Commonwealth Secretariat, 1991). Cochrane (1993) reports 
that the U.S. banking system has withstood two shocks of 
around $300 billion due to rapid changes in oil prices. He con
cludes that the effect of $100 billion natural catastrophe (in this 
case, earthquake) could be absorbed. While this might be true 

at the scale of the U.S. economy, there is no doubt that major 
local disruption would result, with failures at the micro-level. 

Investment activities can be aff'ected indirectly by climate 
change through the actions of other sectors. In particular, miti
gation policies to alter the production and use of energy may 
have a stirong effect on the tiransport and energy sectors. This 
may alter the economics of specific technologies and entire 
nations or regions, with implications for rates of return on invest
ment. Without coherent early guidance, changes in policy may 
result in suboptimal investment decisions. A more subtle effect 
on banking may stem from the changing mix of consumption 
and business activities brought about by climate change 
(Vaughan, 1994). This will surely affect the requkements for 
financial services, but no study has been made of this yet. 

17.7.3.2. Adaptation 

In banking, the key issues will be to anticipate the growing risk 
exposure of lenders by reduced insurance coverage, to include 
climate change as one of the factors in assessing the risk in 
investment and lending opportunities (past and future), to plan 
for changes in client portfoho, caused by global warming, and 
to anticipate operational impacts of climate change as outlined 
in Section 17.5.2. 

It will be important to ensure that insurance coverage is avail
able throughout the lifetime of loans. This will mean more 
stringent lending conditions. Environmentally integrated 
assessment, with regard to the direct impact on assets and the 
indirect effect on the borrower's business, will be required. 
Closer cooperation with insurers, to the extent of partnership or 
even ownership, is a possibility. Alternatively, it may require 
govemment intervention to ensure that altemative protection is 
available (Britton, 1989; Kunreuther, 1993). 

It should be evident that some activities or projects are more 
likely to be affected by climate change than others. Therefore, 
this should be taken into account when appraising any invest
ment. In particular, assets with long life spans situated in coastal 
zones or river basins may be sensitive, and there may be certain 
stages of construction that are more vulnerable (Anderson, 
1991; Bender, 1991). The classic banking solutions to increased 
risk are similar to those of property insurers: restiicted involve
ment (with consequent difficulties for economic activity) and 
higher prices, including an environmental risk premium—often 
not easy to achieve in a competitive envkonment. More radical 
approaches are necessary for a fundamental issue like climate 
change, and enhghtened bankers are akeady exploring such 
avenues in the light of sustainable development initiatives 
(Vaughan, 1994). This will initially requke a substantial effort 
to understand the problems and may generate new services to 
assist those clients most affected, once they have been identified 
through improved screening. A suitable starting place for such 
studies will be comprehensive national and intemational assess
ments of climate change impact, which allow an integrated 
appraisal of the many activities supported by financial services 



5 5 4 Financial Services 

(e.g., ЕРСС, 1990; CCIRG, 1991). Outsiders will be keen to see 
how the financial sector deploys its funds in the light of climate 
change. Shareholders and employees will be concerned about 
"their" capital and how it may be affected by mitigation policies 
or whether it is being used "responsibly" (ACBE, 1994). 

17.7.4. Brokering 

"Brokering," or arbitrage, provides the link between buyers 
and sellers of financial instruments, including foreign curren
cy. As financial markets have become more turbulent, the use 
of "hedging" instruments has increased. This has been acceler
ated by the trend toward global markets with more deregula
tion (Swiss Re, 1992). 

Likely impacts: A really major catastrophe could affect stock 
market valuations and the propensity to save. Such impacts 
currently are largely confined to the impact on insurers' share 
values and the construction sector. 

Adaptation: The role of financial markets is to reallocate risk 
and to process and disseminate information, and this will be 
even more necessary with climate change. Research into areas 
of uncertainty and policymaking will be important to improve 
the efficiency of resource allocation. Financial rating agencies 
will devote more attention to this aspect, in particular seeking 
to quantify company performance on "green" issues (Mueller 
e t a l . , 1994). 

17.8. Implications for Policymakers 

One of government's roles is to provide leadership in the man
agement of natural hazards (Towfighi, 1991; Britton and 
Oliver, 1993). This entails research into occurrence and 
impacts, followed by implementation of preventative mea
sures. Key hazards are drought, flood, and storm, which often 
are not insured. Key vulnerable areas are developing countries 
(Stone, 1992), small island states and coastal zones (IPCC, 
1990), cities (Cohen, 1991), and agriculture (IPCC, 1990). The 
public infrastructure is vital to recovery, but it is often exposed 
to natural hazards and may require retrofitting for robustness 
(Kreimer and Munasinghe, 1991; Minnery and Smith, 1995). 
Much of the cost of climate change will not be insurable [e.g., 
damage to ecosystems, gradual degradation, loss of economic 
value of coastal property (Stone, 1992)]. 

National p l a n n i n g : Short- and long-term objectives are 
required. Short-term objectives are principally in the area of 
"good housekeeping" and tightening of existing arrangements 
to minimize the effects of damage from extreme events. Long-
term planning should consider particularly the risk of major 
inundation (Beatley, 1994). This is an increasing risk as popu
lation and investment move to coastal areas or river plains and 
will be compounded by sea-level rise. The question of how to 
treat property built on land to be redesignated as hazardous will 
be contentious (Minnery and Smith, 1995). 

Education: Al l parties in the property market must be fully 
aware of the potential effects of climate change and fully edu
cated in the means available to combat these impacts so that 
disaster plans can be prepared at all levels. These parties 
include property owners and occupiers, architects and builders, 
insurers, and regulatory authorities. 

Integrating financial mechanisms: If the probability of an 
event is very low, consumers act as if it will never happen, 
even if the probable maximum loss is very high. It will there
fore be necessary to offer incentives (or disincentives) to pro
mote sound risk management by consumers and to introduce 
mandatory policies for risk-prone locations, backed by appro
priate resources for regulation. In many cases, affordability 
will be an issue. 

With better information, it will be possible to assess the 
risk exposure of individual entities and the nation as a 
whole. This will serve as a basis for discussion about which 
risks can be borne by the private sector. Where the risk is 
too hazardous for private insurance companies, there still 
are many advantages in involving the private insurance sec
tor in planning for disaster mitigation. Their practical 
knowledge of marketing a financial product, tariff struc
tures, access to international resources, damage recovery, 
avoidance of duplicate administration, and fraud control 
would prove invaluable (Leggett, 1993b; Vellinga and Toi, 
1994). Similarly, because of the large-scale financial impli
cations of adaptation or mitigation strategies, it will be 
important to consider whether and how the financial sector 
can contribute. 

New cooperative institutions are required to draw together 
the many disciplines needed to tackle the implications of 
global warming (Kunreuther, 1994; Natsios, 1991; Sykes, 
1991). The United Nations' IDNDR and Coastal Zone 
Management (CZM) provide excellent platforms to begin 
consultation on information and mitigation strategies 
(Bender, 1991; Berz, 1994; Clark, 1991a). Even cautious 
observers support the principle of collaboration for informa
tion-gathering in the context of the potential threat of climate 
change (Ausubel, 1991). 

Climate data: The availability and affordability of climate data 
for research and commercial decisionmaking is critical. 

Construction industry: The authorities must work with trade 
associations to improve building quality and design and con
sider how to "retrofit" structures if necessary. 

Finally, in view of the long-term nature of much financial 
activity, particularly pension-funding, it would be valuable for 
governments to give an early indication of how they might 
modify policy on industries that contribute to, or counter, 
global warming and then act consistently so that investment 
can be channeled efficiently (Leggett, 1994). Initially, subsi
dies may be important for research and development in novel 
technologies. 
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17.9. Requirements for Future Assessments 

There are several key issues for property insurance and related 
activities. Better information is required on the past and future 
location, severity, and frequency of extreme events, especially 
storms and precipitation. The areas most vulnerable to extreme 
events need to be identified. Better information is required on 
the damage-response curve for the various hazards. A stan
dardized database on the cost of extreme events would be 
extremely useful. Improved techniques are required for apply
ing knowledge of actual events to hypothetical situations to 
evaluate risks (i.e., simulation). 

For other areas of financial services, better information on the 
likely changes in morbidity or mortality is needed, as is a clear
er exposition of how policymakers are likely to seek to adapt 
to or mitigate climate change. 

Finally, it must be said that the current assessment was ham
pered by the lack of a substantial literature base and lack of 
awareness on the part of many financial services, organiza
tions, and individuals. Therefore, a program of attention-rais
ing is important. 

Aclinowledgments 

The authors wish to thank all those individuals who have sup
ported this research by providing advice and information—in 
particular. Professor P. Vellinga, Dr. G. Berz, and all those who 
attended the workshop on 24/25 March 1994 in Amsterdam. We 
also wish to thank our governments for their assistance, our own 
organizations for giving us the opportunity to contribute to this 
important project, and of course IPCC for providing a sound 
context. Finally, we thank two people who were indispensable to 
the smooth completion of the task—Richard Klein in The 
Netherlands for general administiation and Mandy Macdonald 
for her fast, fauhless secretarial work under great time pressure. 

References 

ABI, 1993: ABI Response to consultative document on equalisation reserves. 
ABI, London, UK, (unpublished). 

ACBE, 1994: What the city should ask. Proceedings of a seminar, November 
1994, Advisory Committee on Business and the Environment, 
Department of Trade and Industry, London, UK, pp. 62. 

Ahmad, R., 1991: Landslides triggered by the rainstorm of May 21-22, 1991. 
Jamaican Journal of Science and Technology, 2, 1-13. 

Alexander, D., 1993: Natural Disasters. UCL Press, London, UK, 632 pp. 
Alexander, H., 1994: Flooding in Northern Italy—A Report of the November 

¡994 Floods in Piedmont and an Assessment of Future Risk. Alexander 
Howden Group Ltd., London, UK, 8 pp. 

AIRAC, 1986: Catastrophic Losses: How the Insurance System Would Handle 
Two $7 Billion Hurricanes. AIRAC, Oak Brook, IL, 73 pp. 

Anderson, D.R., 1976: All risks rating within a catastrophe insurance system. 
Journal of Risk and Insurance, XLIU(4), 629-651. 

Anderson, M.B., 1991: Which costs more: prevention or recovery? In: 
Managing Natural Disasters and the Environment [Kreimer, A. and M. 
Munasinghe (eds.)]. Proceedings of a colloquium, 27-28 June 1990, 
Environment Department, World Bank, Washington, DC, pp. 17-27. 

Anderson, J. and A. Black, 1993: Tay flooding: act of God or climate change. 
Circulation, Newsletter of the British Hydrological Society, 38, 1-4. 

Ausubel, J.H., 1991: A second look at the impacts of chmate change. 
American Scientist, 79, 210-221. 

Bannister, J. (ed.), 1993: Insurance Derivatives: A Practical Introduction. 
Supplement to Catastrophe Reinsurance Newsletter 9, DYP Group Ltd., 
London, UK, 8 pp. 

Beatley, T., 1994: Promoting sustainable land use: mitigating natural hazards 
through land use planning. In: Natural Disasters: Local and Global 
Perspectives. 1993 Annual Forum of National Committee on Property 
Insurance, Insurance Institute for Property Loss Reduction, Boston, MA, 
pp. 31-36. 

Bender, S.O., 1991: Managing natural hazards. In: Managing Natural 
Disasters and the Environment [Kreimer, A. and M. Munasinghe (eds.)]. 
Proceedings of a colloquium sponsored by the World Bank, 27-28 June 
1990, Worid Bank, Washington, DC, pp. 182-185. 

Bengtsson, L., M. Botzet, and M. Esch, 1994a: Hurricane Type Vortices in a 
General Circulation Model. Max Planck Institut fur Météorologie Report 
123 (available from Max Planck Institut fur Météorologie, Bunestsrasse 
55,20146, Hamburg, Germany), 42 pp. 

Bengtsson, L., M. Botzet, and M. Esch, 1994b: Will Greenhouse Gas-Induced 
Warming over the Next 5 0 Years Lead to a Higher Frequency and 
Greater Intensity of Hurricanes? Max Planck Institut fur Météorologie 
Report 139 (available from Max Planck Institut fur Météorologie, 
Bunestsrasse 55, 20146, Hamburg, Germany), 23 pp. 

Berliner, B. and N. Buhlmann, 1986: Subjective determination of limits of 
insurability on the grounds of strategic planning. Geneva Papers on Risk 
and Insurance, 11(39), 94-109. 

Berz, G., 1988: Climatic change: impact on intemational reinsurance. In: 
Greenhouse: Planning for Climate Change [Rearman, G.I. (ed.)]. CSIRO 
Publications, East Melbourne, Victoria, Australia, pp. 579-587. 

Berz, G., 1994: Cost of disasters: areas of co-operations with the insurance 
industry. Presented at UN Worid Conference on Natural Disaster 
Reduction, Yokohama, Japan, May, 8 pp. 

Berz, G. and K. Conrad, 1993: Winds of change. The Review, June 1993, 
32-35. 

Boer, G.J., N.A. McFarlane, and M. Lazare, 1992: Greenhouse gas-induced 
climate change simulated with the CCC second-generation general cir
culation model. Journal of Climate, 5, 1045-1077. 

Boissonade, A. and W. Dong, 1993: Windstorm model with applications to 
risk management. In: Natural Disasters: Protecting Vulnerable 
Communities [Merriman, PA. and C.W.A. Browitt (eds.)]. Proceedings 
of the IDNDR Conference, London, 13-15 October, Thomas Telford, 
London, UK, pp. 331-343. 

Boose, M.A. and A.S. Graham, 1993: Predicting trading activity for catastro
phe insurance futures. Journal of Reinsurance, 1, 42-55. 

Brigstock, C. and D. Minty, 1993: The real cost of catastrophe exposure to 
insurers. In: Catastrophe Insurance for Tomorrow: Planning for Future 
Adversities [Britton, N.R. and J. Oliver (eds.)]. Proceedings of a seminar 
sponsored by Sterling Offices (Australia) Ltd., Griffith University, 
Brisbane, Australia, pp. 51-81. 

Britton, N.R., 1989: Community attitudes to natural hazard insurance: what 
are the sahent facts? In: Natural Hazards and Reinsurance [Ohver, J. and 
N.R. Britton (eds.)]. Proceedings of a seminar sponsored by Steriing 
Offices (AustraUa) Ltd., Cumberland College of Health Sciences, 
Lidcombe, NSW, Australia, pp. 107-121. 

Britton, N.R. and J. OUver, 1993: Changing social hazardousness and increas
ing social vulnerability: whose responsibility? In: Catastrophe Insurance 
for Tomorrow: Planning for Future Adversities [Britton, N.R. and J. 
Oliver (eds.)]. Proceedings of a seminar sponsored by SterUng Offices 
(Australia) Ltd., Griffith University, Brisbane, Australia, pp. 31-50. 

Bryant, E.A., 1991: Natural Hazards. Cambridge University Press, 
Cambridge, UK, 294 pp. 

Buller, RS.J., 1988: The October Gale of 1987. Building Research 
Establishment, Department of Environment, London, UK, 23 pp. 

Bush, D.M., 1994: Coastal hazard mapping and risk assessment. In: Natural 
Disasters: Local and Global Perspectives. 1993 Annual Forum of 
National Committee on Property Insurance, Insurance Institute for 
Property Loss Reduction, Boston, MA, pp. 19-26. 



556 Financial Services 

Candel, F.M., 1993: Large industrial risks, catastrophes and environmental 
threats. Geneva Papers on Risk and Insurance, 18(69), 449-453, Geneva 
Association, Geneva. 

Changnon, S.A. and J.M. Changnon, 1990: Use of cUmatological data in 
weather insurance. Journal of Climate, 3 , 568-576. 

Christofides, S., C. Barlow, N. Michaelides, and C. Miranthis, 1992: Storm 
Rating in the Nineties. General Insurance Study Group, General 
Insurance Convention of Actuaries, London, UK, 89 pp. 

Clark, J.R., 1991a: Coastal zone management. In: Managing Natural 
Disasters and the Environment [Kreimer, A. and M. Munasinghe (eds.)]. 
Proceedings of a colloquium sponsored by the World Bank, 27-28 June 
1990, World Bank, Washington, DC, pp. 115-118. 

Clark, J.R., 1991b: Case study: Hurricane Gilbert in Yucatan, Mexico. In: 
Managing Natural Disasters and the Environment [Kreimer, A. and M. 
Munasinghe (eds.)]. Proceedings of a colloquium sponsored by the 
World Bank, 27-28 June 1990, World Bank, Washington, DC, pp. 119. 

Clark, K., 1986: A formal approach to catastrophe risk assessment and man
agement. Proceedings of the Casualty Actuarial Society, LXX11I(2)140, 
69-92, Boston, MA. 

Clark, K., 1992: Predicting Global Warming's Impact. Contingencies 
May/June, Applied Insurance Research, Boston, MA, pp. 1-8. 

Clement, D., 1990: An Analysis of Disaster, Life after Gilbert. University of 
the West Indies, Working Paper 37, Kingston, Jamaica, 57 pp. 

Climate Change Impact Review Group, 1991: The Potential Effects of 
Climate Change in the United Kingdom. Department of the Environment, 
HMSO, London, UK, 124 pp.. 

Cochrane, H., 1993: Banking, oil and earthquake: how severe a blow can the 
United States economy absorb? In: Natural Disasters: Perceiving Our 
Vulnerabilities and Understanding Our Perceptions. Annual forum of the 
National Committee on Property Insurance, December 16, Boston, 
NCPI, Boston, MA, pp. 51-55. 

Cohen, M., 1991: Urban growth and natural hazards. In: Managing Natural 
Disasters and the Environment [Kreimer, A. and M. Munasinghe (eds.)]. 
Proceedings of a colloquium sponsored by the Worid Bank, 27-28 June 
1990, World Bank, Washington, DC, pp. 82-89. 

Cohen, S.J., 1990: Bringing the global warming issue closer to home: the chal
lenge of regional impact studies. Bulletin of the American Meteorological 
Society, 7 1 , 5 2 0 - 5 2 6 . 

Commonwealth Secretariat, 1991: Natural disasters: economic impact and 
poUcy options. FMM (91) 10, London, UK (unpubUshed). 

Crowley, K., 1991: Earthquakes—reinsuring the New Zealand risk. Journal of 
the Society of Fellows, 6(1), 13-28, Chartered Insurance Institute, 
London, UK. 

Cuny, E C , 1991: Living with floods: alternatives for riverine flood mitigation. 
In: Managing Natural Disasters and the Environment [Kreimer, A. and M. 
Munasinghe (eds.)]. Proceedings of a colloquium sponsored by the World 
Bank, 27-28 June 1990, World Bank, Washington, DC, pp. 62-73. 

Davis, J.V., 1992: The past and future of loss financing. Geneva Papers on 
Risk and Insurance, 17(64), 355-361. 

Davis, R.E. and R. Dolan, 1993: Nor'easters. American Scientist, 81,428-239. 
Denlea, Jr., L.E., 1994: Regulating insurance availability and insurer solven

cy: are they at cross puфoses? In: Natural Disasters: Local and Global 
Perspectives. 1993 Annual Forum of National Committee on Property 
Insurance, Insurance Institute for Property Loss Reduction, Boston, MA, 
pp. 10-14. 

Diaz, H.R, K. Wolter, and S.D. Woodruff' (eds.), 1992: Proceedings of the 
International COADS Workshop, Boulder, CO, 13-15 January 1992. U.S. 
Department of Commerce, Boulder, CO, 390 pp. 

Dlugolecki, A.F., 1992: Insurance implications of climate change. Geneva 
Papers on Risk and Insurance, 17(64), July, 393-405, Geneva 
Association, Geneva, Switzerland. 

Dlugolecki, A.F., 1993: The role of commercial insurance in alleviating natur
al disaster. In: Natural Disasters: Protecting Vulnerable Communities 
[Merriman, RA. and C.W.A. Browitt (eds.)]. Proceedings of the IDNDR 
Conference, London, 13-15 October, Thomas Telford, London, UK, pp. 
421-431. 

Dlugolecki, A.R and R. Klein (eds.), 1994: IPCC Workshop on Climate Change 
and Financial Services, 24/25 March, bstitute for Envh-onmental Studies, 
Vrije Universiteit, Amsterdam, The Netherlands, 91 pp. 

Dlugolecki, A.F., 1995: Insurance demands in a dynamic environment: grap
pling with the issues. In: Insurance Viability and Loss Mitigation: Farmers 
in Risk Resolution. Proceedings of a seminar sponsored by Sterling Offices 
(Australia) Ltd. Griffith University, Brisbane, AustraUa (in press). 

Dlugolecki, A., C. Elvy, G. Kirby, R. Salthouse, S. Turner, D. Witt, R. Martin, 
С Toomer, B. Secrett, J. Palutikof, and D. Clement, 1994: The Impact of 
Changing Weather Patterns on Property Insurance. Chartered Insurance 
bstitute, London, UK, May, 87 pp. 

Dlugolecki, A.F., P.J. Harrison, J. Leggett, and J.R Palutikof, 1995: 
Implications for insurance and finance. In: Economic Implications of 
Climate Change in Britain [Parry, M.L. and R. Duncan (eds.)]. 
Earthscan, London, UK (in press). 

Doberitz, R., 1992: Vierter Winter Mit Zahheichen Tiefs Unter 950 hPa 
Kerndruck in Nordatalantik-keine Zuname der Hurrikanzahlen. Der 
Wetterlotse, 547, 218-223. 

Doherty, N., 1993: Insurance surplus "shock" and its economic implications. 
In: Natural Disasters: Perceiving Our Vulnerabilities and Understanding 
Our Perceptions. Annual forum of the National Committee on Property 
Insurance, December 16, Boston, NCPI, Boston, MA, pp. 60-64. 

Durham, В., 1994: Hail, drought and disaster. The Chartered Insurance 
Institute Journal, London, CII(May), 22-23. 

Englefleld, G.J.H., M.J. Tooley, and Y. Zong, 1990: An Assessment of the 
Clwyd Coastal Lowlands after the Floods of February 1 9 9 0 . 
Environmental Research Centre, University of Durham, UK, 14 pp. 

Epstein, PR. and D. Sharp (eds.), 1994: Health and Climate Change. The 
Lancet, London, UK, 36 pp. 

Ericksen, N., 1995: Devolution and co-operation—New Zealand and the 
resource management act 1991. In: Co-erce or Co-operate? Rethinking 
Environmental Management [May, P. (ed.)]. National Science 
Foundation, Washington, DC, pp. 83-90. 

FBSC, 1985 : 0мг War Against Cyclones: Guidance to Homeowners on How 
to Upgrade Existing Homes. Fiji Building Standards Committee, 
Commissioner for Insurance, Suva, Fiji. 

FEMA, 1992a: Answers to Questions about the National Flood Insurance 
Program (FIA-2). FEMA, Washington, DC, 50 pp. 

FEMA, 1992b: Building Performance: Hurricane Andrew in Florida. Federal 
Insurance Agency, Washington, DC, 93 pp. 

FEMA, 1993: Building Performance: Hurricane Iniki in Hawaii. Federal 
Insurance Agency. Washington, DC, 100 pp. 

Flitcroft, J.C, 1989: Development and maintenance of a hazard information 
system. In: Natural Hazards and Reinsurance [Oliver, J. and N.R. 
Britton (eds.)]. Proceedings of a seminar sponsored by Sterhng Offices 
(Australia) Ltd., Cumberland College of Health Sciences, Lidcombe, 
NSW, Austraha, pp. 144-157. 

Flohn, H., 1981: Short-term climatic fluctuations and their economic role. In: 
Climate and History [Wigley, T.M.L., M.J. Ingram, and G. Farmer 
(eds.)]. Cambridge University Press, Cambridge, UK, pp. 310-318. 

Florin, P., 1990: L'assurance des tempêtes et des catastrophes naturelles en 
France. L'Argus, 14 September, 2340-2348. 

Foreman, D.R, 1989: CatasOrophe information: its value to reinsurers. In: Natural 
Hazards and Reinsurance [Oliver, J. and N.R. Britton (eds.)]. Proceedings 
of a seminar sponsored by SterUng Offices (Austraha) Ltd., Cumberland 
College of Health Sciences, Lidcombe, NSW, Australia, pp. 158-167. 

Foster, H.D., 1984: Reducing vulnerability to natural hazards. Geneva Papers 
on Risk and Insurance, 9(30), 27-56. 

Freeman, T.J., 1992: Seasonal foundation movements in clay soil. In: 
Proceedings of Fifth DYP Insurance and Reinsurance Group Conference 
on Changing Weather Patterns. DYP Group Ltd, London, UK, 14 pp. 

Friedman, D.G., 1984: Natural hazard risk assessment for an insurance pro
gram. Geneva Papers on Risk and Insurance, 9(30), 57-128. 

Friedman, D.G., 1989: Implications of climate change for the insurance indus-
\xy. In: Coping with Climate Change [Topping, Jr., J.C. (ed.)]. Chmate 
bstitute, Washington, DC, pp. 389-400. 

Gallardo, G., 1984: The markets for disaster insurance. Geneva Papers on 
Risk and Insurance, 9(31), 175-187. 

Gardiner, J., 1992: Environmental impact of floods. In: Coping with Floods 
[Rossi, G., N. Harmancioglu, and V. Yevjevich (eds.)]. Proceedings of 
NATO Advanced Studies Institute, October, E. Majorana Centte for 
Scientific Culture, University of Catania, Italy, pp. 355-374. 



Financial Services 5 5 7 

• Gates, W.L., J.F.B. Mitchell, GJ. Boer, U. Cubasch, and V.P. Meleshko, 1992: 
Chmate modelUng, cUmate prediction and model validation. In: Climate 
Change 1992: The Supplementary Report to the IPCC Scientific 
Assessment [Houghton, J.T., B.A. Callander, and S.K. Vamey (eds.)]. 
Cambridge University Press, Cambridge, UK, pp. 97-134. 

Geneva Association, 1986: Limits of insurabiUty of risks, from Proceedings 
of the Second International Conference on Strategic Planning and 
Insurance, London 1985. Geneva Papers on Risk and Insurance, 11(39), 
April, 192 pp. 

Georgiou, P.N., 1989: The prediction of wind risk in tropical cyclone regions. 
In: Natural Hazards and Reinsurance [Ohver, J. and N.R. Britton (eds.)]. 
Proceedings of a seminar sponsored by SterUng Offices (AustraUa) Ltd., 
Cumberland College of Health Sciences, Lidcombe, NSW, Australia, pp. 
132-143. 

Gianni, O. and W. Stahel, 1994: The Limits to Certainty. Kluwer, Dordrecht, 
The Netheriands, 270 pp. 

Giorgi, F. and L.O. Meams, 1991: Approaches to the simulation of regional 
cUmate change: a review. Reviews of Geophysics, 29, 191-216. 

Giorgi, F., C.S. Brodeur, and G.T. Bates, 1994: Regional cUmate change sce
narios over the United States produced with a nested regional cUmate 
model. Journal of Climate, 7, 375-399. 

Gordon, H.B., RH. Whetton, A.M. Fowler, and M.R. Haylock, 1992: Simulated 
changes in daily rainfall intensity due to the enhanced greenhouse effect: 
impUcations for extreme rainfall events. Climate Dynamics, 8, 83-102. 

Granger, O.E., 1989: ImpUcations for Caribbean societies of cUmate change, 
sea-level rise and shifts in storm pattems. b: Coping with Climate Change 
[Topping, Jr., J.C. (ed.)]. Climate Institute, Washington, DC, pp. 115-127. 

Gregory, J.M., 1993: Sea level change under increasing atmospheric CO2 in a 
transient coupled ocean-atmosphere GCM experiment. Journal of 
Climate, 6, 2247-2262. 

Grose, V.L., 1992: Risk management from a technological perspective. 
Geneva Papers on Risk and Insurance, 17(64), 335-342. 

Grotch, S.L. and M.C. MacCracken, 1991: The use of general circulation mod
els to predict regional cUmate change. Journal of CUmate, 4,286-303. 

Haarsma, R.J., J.EB. Mitchell, and C.A. Senior, 1993: Tropical disturbances 
in a GCM. Climate Dynamics, 8, 247-257. 

Hadfield, P., 1994: The revenge of the rain gods. New Scientist, 20, 14-15. 
Hall, N.M.J., B.J. Hoskins, R Valdes, and C.A. Senior, 1994: Storm tracks in 

a high resolution GCM with doubled COj. Quarterly Journal of the 
Royal Meteorological Society. 

Hansen, J., D. Rind, L. Russell, P. Stone, I. Fung, R. Ruedy, and J. Lemer, 
1989: Climate sensitivity analysis of feedback mechanisms. In: Climate 
Processes and Climate Sensitivity [Hansen, J. and T. Takahashi (eds.)]. 
Geophysical Monograph 29, American Geophysical Union, Washington, 
DC, pp. 130-163. 

Henri, C, 1991: The insurance industry response to flood. In: Natural and 
Technological Hazards: Implications for the Insurance Industry [Britton, 
N.R. and J. Oliver (eds.)]. Proceedings of a seminar sponsored by 
Sterling Offices (AustraUa) Ltd., University of New England, Armidale, 
New South Wales, AustraUa, pp. 167-173. 

Henri, C , 1993: Govemment philosophies to the uninsured with respect to the 
impact of major catastrophes. In: Catastrophe Insurance for Tomorrow: 
Planning for Future Adversities [Britton, N.R. and J. Oliver (eds.)]. 
Proceedings of a seminar sponsored by Steriing Offices (AustraUa) Ltd., 
Griffith University, Brisbane, AustraUa, pp. 157-175. 

Hewitson, B.C. and R.G. Crane, 1992a: Regional scale climate prediction 
from the GISS GCM. Palaeogeography, Palaeoclimatology, 
Palaeoecology, 97, 249-267. 

Hewitson, B.C. and R.G. Crane, 1992b: Regional climate in the GISS Global 
Circulation Model: synoptic scale circulation. Journal of Climate, 5, 
1002-1011. 

Hindle, J., 1993: The reinsurer's view: catastrophes are you being served? In: 
Climate Change and the Insurance Industry. Symposium by Greenpeace, 
24 May, Greenpeace, London, UK, 4 pp. 

Hodgson, R.L.P. and A. Whaites, 1993: The rehabiUtation of housing after nat
ural disasters in Bangladesh. In: Natural Disasters: Protecting 
Vulnerable Communities [Merriman, P.A. and C.W.A. Browitt (eds.)]. 
Proceedings of the IDNDR Conference, London, 13-15 October, Thomas 
Telford, London, UK, pp. 194-209. 

Hofmann, M.R., 1990: Climatic changes and the insurance industry. Business 
Insurance, 43, 75. 

Hohmeyer, O. and M. Gartner, 1992: The Cost of Climate Change: A Rough 
Estimate of Orders of Magnitude. Report to the Commission of the 
European Communities DGXII, Fraunhofer - Institute for Systems and 
Innovation Research, Karlsruhe, Germany, 60 pp. 

Horichi, S., 1993: Natural disasters and changing environment: can the indus
try prepare? Address to Intemational Insurance Society, May 1993, avail
able from Tokio Marine and Fire Insurance Co. Ltd, Tokyo, Japan. 

Hueth, D.L. and W.H. Furtan (eds.), 1994: Economics of Agricultural Crop 
Insurance: Theory and Evidence. Kluwer Academic Publishers, 
Dordrecht, The Netherlands, 380 pp. 

Institution of Structural Engineers, 1994: Subsidence of Low Rise Buildings. 
Institution of Structural Engineers, London, UK, 105 pp. 

Insurance Services Office, 1994: The impact of catastrophes on property 
insurance. Catastrophe Reinsurance Newsletter, 12, 28-32. 

IPCC, 1990: Impacts Assessment of Climate Change: The Policymakers' 
Summary of the Report of Working Group II to IPCC. Commonwealth of 
Australia, 32 pp. 

IPCC, 1994: Preparing to Meet the Coastal Challenges of the 21 st Century. 
Worid Coast Conference 1993 Report, Rijkwaterstaat, The Hague, The 
Netherlands, 49 pp. and appendices. 

IRC, 1995: Coastal Exposure and Community Protection—Hurricane 
Andrew's Legacy. Insurance Research Council, Wheaton, IL (in associa-
uon with Insurance Institute for Property Loss Reduction), 48 pp. 

Isemer, H.J., 1992: Comparison of estimated and measured marine surface wind 
speeds. In: Proceedings of the Intemational COADS Workshop, Boulder, 
CO, 13-15 January 1992 [Diaz, H.R, K. Wolter, and S.D. Woodmff (eds.)]. 
U.S. Department of Commerce, Boulder, CO, pp. 143-158. 

Jakobi, W., 1994: The future of the catastrophe reinsurance market. 
Catastrophe Reinsurance Newsletter, 10, 4-7; 11, 18-20; and 12, 36-39. 

Jones, RD. and K.R. Briffa, 1992: Global surface air temperature variations 
during the twentieth century. Part 1: Spatial, temporal and seasonal vari
ations. The Holocene, 2, 165-179. 

Karl, T.R. W.-C. Wang, M.E. Schlesinger, and R.W. Knight, 1990: A method 
of relating general circulation model simulated climate to the observed 
climate. Part 1: Seasonal statistics. Journal of Climate, 3, 1053-1079. 

Katz, R.W. and B.B. Brown, 1992: Extreme events in a changing cUmate: vari
ability is more important than averages. Climatic Change, 2 1 , 289-302. 

Kennedy, P., 1993: Preparing for the Twenty-First Century. Fontana Press, 
Harper ColUns Publishers, London, UK, 428 pp. 

Kloman, H.F., 1992: Rethinking risk management. Geneva Papers on Risk 
and Insurance, 17(64), 299-313. 

Knox, J.C, 1993: Large increases in flood magnitude in response to modest 
changes in cUmate. Nature, 361, 430-432. 

Koenig, W., R. Sausen, F. Sielman, 1993: Objective verification of cyclones in 
GCM simulations. Journal of Climate, 6, 2217-2231. 

Kreimer, A. and M. Munasinghe, 1991: Managing environmental degradation 
and natural disasters: an overview. In: Managing Natural Disasters and 
the Environment [Kreimer, A. and M. Munasinghe (eds.)]. Proceedings 
of a colloquium sponsored by the World Bank, 27-28 June 1990, World 
Bank, Washington, DC, pp. 3-6. 

Kunreuther, H., 1984: Causes of underinsurance against natural disasters. 
Geneva Papers on Risk and Insurance, 9(31), 206-220. 

Kunreuther, H., 1993: Reducing the risks. Is insurance doing aU it should? An 
outsider's view. In: Catastrophe Insurance for Tomorrow: Planning for 
Future Adversities [Britton, N.R. and J. Oliver (eds.)]. Griffith 
University, Brisbane, AustraUa, pp. 275-287. 

Kunreuther, H.F., N. Ericksen, and J. Handmer, 1993: Reducing Losses 
from Natural Disasters through Insurance and Mitigation: A Cross-
Cultural Comparison. Wharton Risk Management and Decision 
Processess Center Working Paper, University of Pennsylvania, 
Philadelphia, PA, 27 pp. 

Kunreuther, H.F., 1994: The role of insurance and mitigation in reducing dis
aster losses. In: Natural Disasters: Local and Global Perspectives. 1993 
Annual Foram of National Committee on Property Insurance, Insurance 
Institute for Property Loss Reduction, Boston, MA, pp. 27-30. 

Kusler, J., 1985: LiabiUty as a dilemma for local managers. P u b l i c 
Administration Review, 45, 118-22. 



5 5 8 Financial Services 

Laderman, S.K., 1993: The catastrophe reinsurance market: yesterday, today 
and tomorrow. In: Catastrophe Insurance for Tomorrow: Planning for 
Future Adversities [Britton, N.R. and J. Oliver (eds.)]. Proceedings of a 
seminar sponsored by Sterling Offices (Australia) Ltd., Griffith 
University, Brisbane, Australia, pp. 83-98. 

Lamb, H., 1991 : Historic Storms of the North Sea, British Isles and Northwest 
Europe. Cambridge University Press, Cambridge, UK, 204 pp. 

Landsea, C.W., W.M. Gray, RW. Mielke, Jr., and K.J. Berry, 1994: Seasonal 
forecasting of Atlantic hurricane activity. Weather, 49(8), 273-284. 

Leggett, J., 1993a: Who will underwrite the hurricane? New Scientist, 7 
August, 29-33. 

Leggett, J., 1993b: Climate change and the future security of the reinsurance 
market: recent developments and upcoming issues for the industry. 
Journal of Reinsurance, 1, 73-95. 

Leggett, J., 1994: Climate Change. Presentation to the 26th Annual Meeting 
of the Reinsurance Association of America, 29 April, Laguna Niguel, 
CA, Greenpeace International, London, UK, 53 pp. 

Manabe, S. and R.J. Stouffer, 1993: Century-scale effects of increased atmos
pheric COj on the ocean-atmosphere system. Nature, 364, 215-218. 

Manabe, S. and R.J. Stouffer, 1994: Multiple-century response of a coupled 
ocean-atmosphere model to an increase of atmospheric carbon dioxide. 
Journal of Climate, 7, 5-23. 

Manning, A.S., T. McCain, and R. Ahmad, 1992: Landslides triggered by 
1988 Hurricane Gilbert along roads in the Above Rocks area, Jamaica. 
Journal of the Geological Society of Jamaica, special issue 12, Natural 
Hazards in the Caribbean [Ahmad, R. (ed.)], 34-53. 

Marco, J.B., 1992: Flood risk mapping. In: Coping with Floods [Rossi, G., N. 
Harmancioglu, and V. Yevjevich (eds.)]. Proceedings of NATO Advanced 
Studies Institute, October, E. Majorana Centre for Scientific Culture, 
University of Catania, Italy, pp. 255-276. 

Marco, J.B. and A. Cayuela, 1992: Urban flooding: the flood planned town. In: 
Coping with Floods [Rossi, G., N. Harmancioglu, and V. Yevjevich (eds.)]. 
Proceedings of NATO Advanced Studies Institute, October, E. Majorana 
Centre for Scientific Cultuns, University of Catania, Italy, pp. 337-354. 

McCulloch, J. and D. Etkin (eds.), 1995: Improving Responses to Atmospheric 
Extremes: The Role of Insurance and Compensation. Proceedings of a 
workshop, 3-4 Octoberl994, Toronto, Environmental Adaptation 
Research Group, Environment Canada, Toronto (in association with the 
Climate Institute, Insurers' Advisory Organisation, Reinsurance Research 
Council, and other bodies), 223 pp. 

Mead, R.D., 1993: The development of a New Zealand local authority natural 
disasters and emergencies funding facility for infrastructural assets. In: 
Catastrophe Insurance for Tomorrow: Planning for Future Adversities 
[Britton, N.R. and J. Oliver (eds.)]. Proceedings of a seminar sponsored 
by Sterling Offices (Australia) Ltd., Griffith University, Brisbane, 
Australia, pp. 145-156. 

Mearns, L.O., R. Katz, and S.H. Schneider, 1984: Extreme high-temperature 
events: changes in their probabilities with changes in mean temperature. 
Journal of Climate and Applied Meteorology, 23, 1601-1613. 

Medioli, A., 1989: Climate change: the implications for securities underwrit
ing. In: Coping with Climate Change [Topping, Jr., J.C. (ed.)]. Climate 
Institute, Washington, DC, pp. 406-411. 

Meeic, I.E. and A.R. Tattersall, 1989: Natural hazards: the insurer's viewpoint. 
In: Natural Hazards and Reinsurance [Oliver, J. and N.R. Britton (eds.)]. 
Proceedings of a seminar sponsored by Sterling Offices (Australia) Ltd., 
Cumberiand College of Health Sciences, Lidcombe, NSW, Australia, pp. 
168-175. 

Meigh, J.R., J.V. Sutcliffe, and FA.K. Farquharson, 1993: Prediction of risks 
in developing countries with sparse river flow data. In: Natural 
Disasters: Protecting Vulnerable Communities [Merriman, P.A. and 
C.W.A. Browitt (eds.)]. Thomas Telford, London, UK, pp. 315-330. 

Mercantile and General Reinsurance (M&G Re), 1992: Natural Perils in 
Australia—A Reinsurer's Perspective. M&G Re, Sydney, Australia, 
52 pp. 

Milcolajewicz, U., B.D. Santer, and E. Maier-Reimer, 1990: Ocean response to 
greenhouse warming. Nature, 345,589-593. 

Miller, T.R., 1989: Impact of global chmate change on metropolitan infra
structure. In: Coping with Climate Change [Topping, J.C. (ed.)]. Climate 
Institute, Washington, DC, pp. 366-376. 

Minnery, J. and D. Smith, 1995: Climate change, flooding and urban infra
structure. In: Greenhouse '94. Proceedings of a conference, WeUington, 
9-14 October, 1994, CSIRO, Division of Atmospheric Research, 
Canberra, Australia (in press). 

Mitchell, J.F.B., S. Manabe, V. Meleshko, and T. Tokioka, 1990: Equihbrium cU
mate change—and its imphcations for the future. In: Climate Change: The 
IPCC Scientific Assessment [Houghton, J.T, G.J. Jenkins, and J.J. Ephraums 
(eds.)]. Cambridge University Press, Cambridge, UK, pp. 131-172. 

Moser, D.A., 1992; Assessment of the economic effects of flooding. In: Coping 
with Floods [Rossi, G., N. Harmancioglu, and V. Yevjevich (eds.)]. 
Proceedings of NATO Advanced Studies Institute, October, E. Majorana 
Centre for Scientific Culture, University of Catania, Italy, pp. 287-300. 

Mueller, K., J. de Frutos, K.-U. Schluessler, and H. Haarbosch, 1994: 
Environmental Reporting & Disclosures: The Financial Analyst's View. 
European Federation of Financial Analysts' Societies, Basle, 
Switzerland, 26 pp. 

Muir-Wood, R.M., 1993: Windstorm hazard in northwest Europe. In: Natural 
Disasters: Protecting Vulnerable Communities [Merriman, P.A. and 
C.W.A. Browitt (eds.)]. Proceedings of tiie IDNDR Conference, London, 
13-15 October, Thomas Telford, London, UK, pp. 517-533. 

Munich Re, 1984: Hailstorm. Munich Re, Munich, Germany, 56 pp. 
Munich Re, 1990: Windstorm—New Loss Dimensions of a Natural Hazard. 

Munich Reinsurance Company, Munich, Germany, 116 pp. 
Munich Re, 1993: Winter Storms in Europe—Analysis of 1990 Losses and 

Future Loss Potential. Munich Reinsurance Company, Munich, 
Germany, 55 pp. 

Munkhammar, A. and R. Themptander, 1984: Catastrophe insurance. Geneva 
Papers on Risk and Insurance, 9(31), 131-134. 

Murray, C , 1993: Catastrophe reinsurance crisis in the Caribbean. 
Catastrophe Reinsurance Newsletter, 6 August, DYP Group Ltd, 
London, UK, pp. 14-18. 

Muth, M., 1993: Facing up to the losses. The McKinsey Quarterly, 2, 6-11. 
Nanjira, D.D.C.D., 1991: Disaster and development in East Africa. In: 

Managing Natural Disasters and the Environment [Kreimer, A. and M. 
Munasinghe (eds.)]. Proceedings of a colloquium sponsored by the 
Worid Bank, 27-28 June 1990, World Bank, Washington, DC, pp. 82-89. 

National Committee on Property Insurance, 1992a: Natural Disaster Loss 
Reduction Update, 1(1). NCPI, Boston, MA, 4 pp. 

National Committee on Property Insurance, 1992b: Natural Disaster Loss 
Reduction Update, 2(1). NCPI, Boston, MA, 12 pp. 

National Committee on Property Insurance, 1993a: Natural Disaster Loss 
Reduction Update, 2(1). NCPI, Boston, MA, 5 pp. 

National Committee on Property Insurance, 1993b: Natural Disaster Loss 
Reduction Update, 2(2). NCPI, Boston, MA, 4 pp. 

National Committee on Property Insurance, 1993c: Natural Disaster Loss 
Reduction Update, 2(3). NCPI, Boston, MA, 6 pp. 

Natsios, A.S., 1991: Economic incentives and disaster mitigation. In: 
Managing Natural Disasters and the Environment [Kreimer, A. and 
M. Munasinghe (eds.)]. Proceedings of a colloquium sponsored by 
the Worid Bank, 27-28 June 1990, Worid Bank, Washington, DC, pp. 
111-114. 

Nesbeth, O., 1994: Address to the Fourteenth Caribbean Insurance 
Conference, 30 May, General Brokers and Agents Ltd, Nassau, Bahamas, 
7 pp. (unpublished). 

Nierhaus, F., 1986: A strategic approach to insurability of risks. Geneva 
Papers on Risk and Insurance, 11(39), 83-90. 

Noda, A. and T. Tokioka, 1989: The effect of doubling the COj concentration 
on convective and non-convective precipitation in a general circulation 
model coupled with a simple mixed-layer ocean. Journal of the 
Meteorological Society of Japan, 67, 1055-1067. 

Northcott, J., 1991: Britain in 2010: The PSI Report. Policy Studies Institute, 
London, UK, 364 pp. 

Norton, J. and G. Chantry, 1993: Promoting principles for better typhoon 
resistance in buildings—a case study in Vietnam. In: Natural Disasters: 
Protecting Vulnerable Communities [Merriman, P.A. and C.W.A. Browitt 
(ed.)]. Thomas Telford, London, UK, pp. 534-546. 

Nutter, F.W., 1994: The role of government in the United States in addressing 
natural catasttophes and environmental exposures. Geneva Papers on 
Risk and Insurance, 19(72), 244-256. 



Financial Services 

OIsthoorn, A.A. and R.S.J. Toi, 1993: Socio-Economie and Policy Aspects of 
Changes in the Incidence of Extreme (Weather) Events. Amsterdam 
Workshop, 24-25 June 1993, Institute for Environmental Studies, Free 
University of Amsterdam, The Netherlands, 33 pp. 

Paish, A.G.C., 1993: The insurer's response to climate change—an overview. 
In: Climate Change and the insurance Industry. Symposium by 
Greenpeace, 24th May, Greenpeace, London, UK, 4 pp. 

Palutikof, J.R, 1983: The impact of weather and climate on industrial produc
tion in Great Britain. Journal of Climatology, 3, 65-79. 

Palutikof, J.R, X. Guo, T.M.L. Wigley, and J.M. Gregory, 1992: Regional 
Changes in Climate in the Mediterranean Basin Due to Global Greenhouse 
Warming. MAP Technical Report Series 66, Mediterranean Action Plan, 
United Nations Environment Programme, Athens, Greece, 172 pp. 

Palutikof, J.R, CM. Goodess, and X. Guo, 1994: Climate change, potential 
évapotranspiration and moisture availabihty in the Mediterranean Basin. 
Intemational Journal of Climatology, 14, 853-869. 

Palutikof, J.R, J.A. Winkler, CM. Goodess, and J.A. Andresen, 1995: The 
simulation of daily time series from GCM output. Part 1: Comparison of 
model data with observations. Preprint Volume, Sixth Symposium on 
Global Change Studies, American Meteorological Society, Boston, MA 
(in press). 

Parry, M.L. and T.R. Carter, 1985: The effect of chmate variations on agri
cultural risk. Climate Change, 7, 95-110. 

Peele, B.D., 1988: Insurance and the greenhouse effect. In: Greenhouse: 
Planning for Climate Change [Rearman, G.I. (ed.)]. CSIRO Publications, 
East Melbourne, Victoria, Australia, pp. 588-601. 

Porro, В., 1984: Natural disaster insurance, problems of capacity and solven
cy. Geneva Papers on Risk and Insurance, 9(31), 167-174. 

Porter, R.W. (ed.), 1994: Should governments be insurer of last resort? 
Alexander & Alexander National Seminar, 1 June, Alexander & 
Alexander (UK) Ltd, London, UK. 

Powers, l.Y. and P. Hearn, 1993: Coping with the Catastrophe Coverage 
Crisis. Emphasis 1993(4), Tillinghast, Towers Perrin, New York, 
NY, pp. 6-9. 

Property Claims Services, 1995: Cat news. In: Catastrophe Reinsurance 
Newsletter, 29 June, Lloyd's of London Press Ltd., London, UK, pp. 1-5. 

Putty, M., 1984: Crop Insurance—The Mauritian Experience. Seminar on 
Insurance for Rural Sector, 18-20 July, Insurance Institute of Tanzania, 
Dar-es-Salaam, Tanzania, 44 pp. 

Reilly, F.V., 1984: National flood insurance program flood insurance manual 
revision rates and rules. In: Natural Disasters and Insurance IV Etudes 
et dossiers No. 77, Geneva Association, Geneva, Switzerland, pp. 1-14. 

Rind, D., R. Goldberg, J. Hansen, С Rosenzweig, and R. Ruedy, 1990: 
Potential évapotranspiration and the likelihood of future drought. Joumal 
of Geophysical Research, 95, 9983-10,004. 

Robbins, J., 1993: Legal and financial liability in disaster compensation at the 
local level: an AustraUan case study. In: Catastrophe Insurance for 
Tomorrow: Planning for Future Adversities [Britton, N.R. and J. Oliver 
(eds.)]. Proceedings of a seminar sponsored by Sterling Offices 
(Australia) Ltd., Griffith University, Brisbane, AustraHa, pp. 99-114. 

Roberts, T, 1990: Management of risk in a changing environment. In: 
Climatic Change—Impacts on New Zealand. Ministry for the 
Environment, Wellington, New Zealand, pp. 226-228. 

Roeckner, E., K. Arpe, L. Bergtsson, S. Brinkop, L. Dumeril, M. Esch, E. 
Kirk, F. Lunkeit, M. Ponater, B. Rockel, R. Sausen, V. Schlese, S. 
Schubert, and M. Windeband, 1992: Simulation of the Present-Day 
Climate with the ECHAM Model. MPI Report 93 (available from Max 
Planck Institut fur Météorologie, Bundestrasse 55,20146 Hamburg, 
Germany), 32 pp. 

Saunders, A., 1993: Underwriting guidelines. Presented at the thirteenth 
Caribbean Insurance Conference, Association of British Insurers, 
London, UK, 7 pp. (unpublished). 

Schinke, 1992: Zum auftreten von zyklonen mit niedrigen kemdrucken in 
atlantisch—europaischen raum von 1930 bis 1991. Wiss, Zeitschrift der 
Humboldt Universitat zu Beriin. R. Mathematik/Naturwiss, 41, 17-28. 

Schraft, A., E. Durand, P. Hausmann, 1993: Storms over Europe: Losses and 
Scenarios. Swiss Reinsurance Company, Zurich, Switzeriand, 28 pp. 

Schmidt, H. and H. Von Storch, 1993: German blight storms analysed. Nature, 
365, 791. 

559 

Seebauer, R., 1992: Bank and insurance companies in the field of finan
cial services. In: Insurance in a Changing Europe. Symposium of 
18th October, 1991, Gerling-Konzern Globale, Cologne, France, pp. 
40-42. 

Shearn, W.G., 1994: Personal lines pricing—insurance or discrimination. 
Sixteenth UK Insurance Economists Conference, Cripps Hall, University 
of Nottingham, 20-21 April, Department of Insurance, University of 
Nottingham, UK. 

Siegel, S.L. and P. Witham, 1991: Case study: Jamaica. In: Managing Natural 
Disasters and the Environment [Kreimer, A. and M. Munasinghe (eds.)]. 
Proceedings of a colloquium sponsored by the World Bank, 27-28 June 
1990, World Bank, Washington, DC, pp. 166-167. 

Smith, D.I., 1991: Extreme floods and dam failure inundation: implications for 
loss assessment. In: Natural and Technological Hazards: Implications 

for the Insurance Industry [Britton, N.R. and J. Oliver (eds.)]. 
Proceedings of a seminar sponsored by Sterling Offices (Australia) Ltd., 
University of New England, Armidale, NSW, Australia, pp. 13-29. 

Sparks, PR., 1993: Hurricane resistance by accident or design. In: Natural 
Disasters: Perceiving Our Vulnerabilities and Understanding Our 
Perceptions. Annual forum of the National Comrtuttee on Property 
Insurance, December 16, Boston, NCPI, Boston, MA, pp. 24-36. 

Stakhiv, E. and L. VaUianos, 1993: Impacts of Global Warming in Coastal 
Zones—Accelerated Sea Level Rise and Extreme Events. Working paper 
for Working Group II, Intergovernmental Panel on Climate Change 
(IPCC), Washington, DC, 22 pp. 

Staveley, J.K., 1991: 1989—All that and more? Australian hazard insurance 
experiences during the period 1989-1991: imphcations for the industry in 
a period of economic downturn. In: Natural and Technological Hazards: 
Implications for the Insurance Industry [Britton, N.R. and J. Oliver 
(eds.)]. Proceedings of a seminar sponsored by Sterling Offices 
(AustraUa) Ltd., University of New England, Armidale, New South 
Wales, Australia, pp. 13-29. 

Stone, CD., 1992: Beyond Rio: insuring against global warming. The 
American Journal of International Law, 86, 445-488. 

Swiss Re, 1991: Results of Non-Life Insurers in 8 Countries. Sigma (6), Swiss 
Re, Zurich, Switzerland, 24 pp. 

Swiss Re, 1992: The I n s u r a n c e Industry in the Context of Finance and 
F i n a n c i a l I n n o v a t i o n . Sigma (7), Swiss Re, Zurich, Switzerland, 
27 pp. 

Swiss Re, 1994a: Sigma 2. Swiss Reinsurance Company, Zurich, Switzerland, 
48 pp. 

Swiss Re, 1994b: World Insurance in 1992: Sigma (3), Swiss Re, Zurich, 
Switzerland, 30 pp. 

Sykes, C , 1991: Learning from traditional responses. In: Managing Natural 
Disasters and the Environment [Kreimer, A. and M. Munasinghe (eds.)]. 
Proceedings of a colloquium sponsored by the World Bank, 27-28 June 
1990, World Bank, Washington, DC, pp. 178-179. 

Thompson, H., 1995: The financial sector. In: The Second Assessment Report 
of the Climate Change Impacts Review Group. Department of the 
Environment, HMSO, London, UK (in press). 

Tiedemann, H., 1991: Assessing the risk of catastrophes. Foresight, Joumal 
of the Institute of Risk Management, August 4-10 (pp. 3-5) and 
September 5-10 (pp. 6-8). 

Tillinghast, 1994: Insurance Pocket Book. NTC Publications, Henley-on-
Thames, UK, 213 pp. 

Tinsley, B.A., 1988: The solar cycle and the QBO influence on the latitude of 
storm tracks in the North Aflantic. Geophysical Research Letters, 15(5), 
409-412. 

Toi, R.S.J. (ed.), 1993: Socio-Economic and Policy Aspects of Change in the 
Incidence and Intensity of Extreme (Weather) Events. Amsterdam 
Workshop, 24-25 June 1993, Free University of Amsterdam, The 
Netherlands, 220 pp. 

Tooley, M.J., 1992: Sea level changes and forecasting flood risks. Geneva 
Papers on Risk and Insurance, 17(64), 406-414. 

Towfíghi, P., 1991: Integrated planning for natural and technological disas
ters. In: Managing Natural Disasters and the Environment [Kreimer, 
A. and M. Munasinghe (eds.)]. Proceedings of a colloquium sponsored 
by the World Bank, 27-28 June 1990, Worid Bank, Washington, DC, 
pp. 106-110. 



5 6 0 Financial Services 

UNCTAD, 1994: Review of Developments in the Insurance Market: 
Alternatives for Insurance of Catastrophes, Environmental Impairments 
and Large Risks in Developing Countries. TD/B/CN.4/32, 1 June, Trade 
and Development Board, Standing Committee on Developing Services 
Sectors, United Nations Conference on Trade and Development, Geneva, 
Switzerland, 43 pp. 

Vaughan, S., 1994: Environmental Risk and Commercial Banks. Discussion 
paper for UNEP round table on commercial banks and the environment, 
26-27 September, United Nations Environment Programme, Geneva, 
Switzerland, 71 pp. 

Vellinga, P. and R.S.J. Toi, 1994: Climate change: extreme events and society's 
response. Journal of Reinsurance, 1, 59-72. 

von Storch, H., J. Guddal, K. Iden, T. Jonsson, J. Perlwitz, M. Reistad, J. de 
Ronde, H. Schmidt, and E. Zorita, 1993a: Changing Statistics of Storms 
in the North Atlantic? Max-Planck Institut fur Météorologie Report 116 
(available from MPI, Bundestrasse 55,20146 Hamburg, Germany), 19 pp. 

von Storch, H., E. Zorita, and U. Lubasch, 1993b: Downscahng of climate 
change estimates to regional scales: an application to winter rainfall in 
the Iberian Peninsula. Journal of Climate, 6, 1161-1171. 

von Storch, H., 1994: Inconsistencies at the Interface of Climate Impact 
Studies and Global Climate Research. MPI Report 122 (available from 
Max Planck Institut fur Météorologie, Bundestrasse 55,20146 Hamburg, 
Germany), 12 pp. 

Walker, G.R., 1989: Losses due to the effect of wind and rain on structures 
during tropical cyclones. In: Natural Hazards and Reinsurance [Oliver, 
J. and N.R. Britton (eds.)]. Proceedings of a seminar sponsored by 
Sterling Offices (Australia) Ltd., Cumberland College of Health 
Sciences, Lidcombe, NSW, Australia, pp. 1-17. 

Walker, G.R., 1992: Austrahan achievements in the mitigation of wind dam
age to housing from tropical cyclones. In: IDNDR: Australia's Role in the 
South West Pacific [Smith, D. and J. Handmer (eds.)]. Resource and 
Environmental Studies Number 5, Centre for Resource and 
Environmental Studies, Australian National University, Canberra, 
Australia, pp. 1-8. 

Ward, В., 1991: Training in the Asian-Pacific region. In: Managing Natural 
Disasters and the Environment [Kreimer, A. and M. Munasinghe (eds.)]. 
Proceedings of a colloquium sponsored by the World Bank, 27-28 June 
1990, World Bank, Washington, DC, pp. 135-140. 

Whetton, RH., A.M. Fowler, M.R. Haylock, and A.B. Pittock, 1993: 
Implications of climate change due to the enhanced greenhouse effect on 
floods and droughts in Australia. Climatic Change, 25, 289-317. 

Wigley, T.M.L., 1985: Impact of extreme events. Nature, 316,106-107. 
Wilkinson, W.B. and F.M. Law, 1990: Engineering design for chmate 

extremes. Weather, 45(4), 138-145. 
Wilson, C.A. and J.EB. Mitchell, 1987: Simulated chmate and COj-induced 

climate change over western Europe. Climatic Change, 10, 11-42. 
Winkler, J.A., J.R Palutikof, J.A. Andresen, and CM. Goodess, 1995: The sim

ulation of daily time series from GCM output. Part 2: Development of 
local scenarios for maximum and minimum temperature using statistical 
transfer functions. Preprint Volume, Sixth Symposium on Global Change 
Studies, American Meteorological Society, Boston, MA (in press). 

Winters, R., 1993: The consumer movements and the impact on insurance: an 
American point of view. Geneva Papers on Risk and Insurance, 18(69), 
412-425. 

Yevjevich, V., 1992: Classification and description of flood mitigation mea
sures. In: Coping with Floods [Rossi, G., N. Harmancioglu, and V. 
Yevjevich (eds.)]. Proceedings of NATO Advanced Studies Institute, 
October, E. Majorana Centre for Scientific Culture, University of 
Catania, Italy, pp. 375-392. 

Zorita, Е., J.R Hughes, D.R. Lettenmaier, H. von Storch, 1995: Stochastic char
acterization of regional circulation patterns for climate model diagnostics 
and estimation of local precipitation. Journal of Climate (in press). 



18 
Human Population Health 

ANTHONY J. McMICHAEL, AUSTRALIA/UK 

Principal Lead Authors: 

M . Ando, J a p a n ; R . C a r c a v a l l o , A r g e n t i n a ; P. Epstein, USA; Л . H a i n e s , UK; 
G. Jendritzky, Germany; L . Kalkstein, USA; R . Odongo, Kenya; J. Patz, USA; 
W. Piver, USA 

Contributing Authors: 
R . Anderson, UK; S. C u r t o de Casas, A r g e n t i n a ; L Galindez G i r o n , Venezuela; 
S. Kovats, UK; W . J M . M a r t e n s , The Netherlands; D . M i l l s , USA; A . R . M o r e n o , 
M e x i c o ; W. Reisen, USA; R . Slooff, W H O ; D . Waltner-Toews, C a n a d a ; 
A . Woodward, New Z e a l a n d 



CONTENTS 

Executive Summary 563 

18.1. Introduction 565 
18.1.1. Climate Change and Human Population 

Health: The Nature of the Relationship 565 
18.1.2. Forecasting Health Impacts: The Challenge 

to Health Science 565 
18.1.3. Sensitivities and Thresholds 566 
18.1.4. Major Trends in World Health: Backdrop 

to Climate Change Impacts 567 

18.2. Potential Direct Health Impacts 
of Climate Change 568 
18.2.1. Health Impacts of Altered Patterns of 

Thermal Stress 568 
18.2.2. Health Impacts of Weather Variability 

and Extreme Events 570 

18.3. Potential Indirect Health Impacts 
of Climate Change 571 
18.3.1 Vector-Borne Diseases 571 

18.3.1.1. Malaria 571 
18.3.1.2. African Trypanosomiasis 574 
18.3.1.3. American Trypanosomiasis 

(Chagas' Disease) 574 
18.3.1.4. Schistosomiasis 574 
18.3.1.5. Onchocerciasis (River Blindness) 574 
18.3.1.6. Trematode Infections 575 
18.3.1.7. Vector-Borne Viral Infections 575 
18.3.1.8. Other Vector-Borne Diseases 575 

18.3.2. Water-Borne and Food-Borne 
Infectious Diseases 576 

18.3.3. Agricultural Productivity and Food Supplies: 
Effects upon Nutrition and Health 576 
18.3.3.1. Modes of Climatic Impact upon 

Agricultural Productivity 576 
18.3.3.2. Impacts upon Food Supplies, 

Costs, and the Risk of Hunger 577 
18.3.3.3. Impacts of Climate Change on 

Non-Cereal Food Production 577 
18.3.4. Health Impacts of Sea-Level Rise 577 
18.3.5. Chmate and Air Pollution: Impacts on 

Respiratory and Other Health Disorders 577 

18.4. Stratospheric Ozone Depletion and Ultraviolet 
Radiation: Impacts on Health 578 
18.4.1. Skin Cancers 578 
18.4.2. Cataracts and Other Damage to the Eye 579 
18.4.3. Alteration of Immune Function 579 
18.4.4. Indirect Effects of Ozone Depletion upon 

Human Health 579 

18.5. Options for Adaptation 579 

18.6. Research Needs 580 

18.7. Concluding Remarks 580 

References 581 



EXECUTIVE SUMMARY 

The sustained health of human populations requires the contin
ued integrity of Earth's natural systems. The disturbance, by 
climate change, of physical systems (e.g., weather patterns, 
sea-level, water supplies) and of ecosystems (e.g., agroecosys-
tems, disease-vector habitats) would therefore pose risks to 
human health. The scale of the anticipated health impacts is 
that of whole communities or populations (i.e., it is a public 
health, not a personal health, issue). These health impacts 
would occur in various ways, via pathways of varying direct
ness and complexity, including disturbance of natural and man
aged ecosystems. With some exceptions, relatively little 
research has yet been done that enables quantitative description 
of these probable health impacts. 

It is anticipated that most of the impacts would be adverse. 
Some would occur via relatively direct pathways (e.g., deaths 
from heat waves and from extreme weather events); others 
would occur via indirect pathways (e.g., changes in the range 
of vector-borne diseases). Some impacts would be deferred in 
time and would occur on a larger scale than most other envi
ronmental health impacts with which we are familiar. If long-
term climate change ensues, indirect impacts probably would 
predominate. 

Populations with different levels of natural, technical, and 
social resources would differ in their vulnerability to climate-
induced health impacts. Such vulnerability, due to crowding, 
food insecurity, local environmental degradation, and per
turbed ecosystems, already exists in many communities in 
developing countries. Hence, because of both the geography 
of chmate change and these variations in population vulnera
bility, climate change would impinge differently on different 
populations. 

• An increased frequency or severity of heat waves 
would cause an increase in (predominantly cardiores
piratory) mortality and illness (High Confidence). 
Studies in selected urban populations in North 
America, North Africa, and East Asia indicate that the 
number of heat-related deaths would increase several-
fold in response to two general ch-culation model 
(GCM)-modeled climate change scenarios for 2050. 
In very large cities, this would represent several thou
sand extra deaths annually. Although this heat-related 
increase in deaths would be partially offset by fewer 
cold-related deaths, there are insufficient data to 
quantify this tradeoff; further, this balance would vary 
by location and according to adaptive responses 
(Medium Confidence). 

• If extreme weather events (droughts, floods, storms, 
etc.) were to occur more often, increases in rates of 
death, injury, infectious diseases, and psychological 
disorders would result (High Confidence). 

• Net climate change-related increases in the geograph
ic distribution (altitude and latitude) of the vector 
organisms of infectious diseases (e.g., malarial mos
quitoes, schistosome-spreading snails) and changes in 
the life-cycle dynamics of botii vector and infective 
parasites would, in aggregate, increase the potential 
transmission of many vector-borne diseases (High 
Confidence). Malaria, of which there are currently 
around 350 million new cases per year (including two 
million deaths), provides a central example. 
Simulations with first-generation mathematical mod
els (based on standard climate-change scenarios and 
incorporating information about the basic dynamics 
of chmatic influences on malaria transmission) pre
dict an increase in malaria incidence in Indonesia by 
2070 and—with a highly aggregated model—an 
increase from around 45% to around 60% in the pro
portion of the world population living within the 
p o t e n t i a l malaria transmission zone by the latter half 
of the next century. Although this predicted increase 
in p o t e n t i a l transmission encroaches mostly into tem
perate regions, actual climate-related increases in 
malaria incidence (estimated by one model to be of 
the order of 50-80 milhon additional cases annually, 
relative to an assumed global background total of 500 
milhon by 2100) would occur primarily in tropical, 
subtropical, and less well protected temperate-zone 
populations currently at the margins of endemically 
infected areas. Some localized decreases may also 
occur (Medium Confidence). 

• Increases in non-vector-borne infectious diseases 
such as cholera, salmonellosis, and other food- and 
water-related infections also could occur, particularly 
in tropical and subtropical regions, because of climat
ic impacts on water distribution, temperature, and 
microorganism proliferation (Medium confidence). 

• The effects of climate change on agricultural, animal, 
and fisheries productivity, while still uncertain, could 
increase the prevalence of malnutrition and hunger 
and their long-term health impairments, especially in 
children. This would most probably occur regionally, 
with some regions likely to experience gains, and oth
ers losses, in food production (Medium Confidence). 

• There would also be many health impacts of the phys
ical, social, and demographic disruptions caused by 



rising sea levels and by climate-related shortages in 
natural resources (especially fresh water) (Medium 
Confidence). 
Because fossil-fuel combustion produces both carbon 
dioxide and various primary air pollutants, the climate 
change process would be associated with increased 
levels of urban air pollution. Not only is air pollution 
itself an important health hazard, but hotter tempera
tures, in urban environments, would enhance both the 
formation of secondary pollutants (e.g., ozone) and 
the health impact of certain air pollutants. There 
would be increases in the frequency of allergic disor
ders and of cardiorespiratory disorders and deaths 
caused by various air pollutants (e.g., ozone and par
ticulates) (High Confidence). 
A potentially important category of health impact 
would result from the deterioration in social and eco
nomic circumstances that might arise from adverse 
impacts of climate change on patterns of employment, 
wealth distribution, and population mobility and set
tlement. Conflicts might arise over dwindling envi
ronmental resources (Medium Confidence). 
Stratospheric ozone is being depleted concurrently 
with greenhouse gas accumulation in the troposphere. 
Although there are some shared and interactive atmos
pheric processes between disturbances of the stratos
phere and troposphere, both they and their health 
impacts arise via quite distinct pathways. A sustained 
10-15% depletion of stratospheric ozone over several 
decades would cause increased exposure to ultraviolet 
radiation and an estimated 15-20% increase in the 
incidence of skin cancer in fair-skinned populations 
(High Confidence). Lesions of the eye (e.g., cataracts) 
also may increase in frequency, as might vulnerability 
to some infectious diseases via adverse effects on 
immune function (Medium Confidence). 

Adaptive options to minimize health impacts include improved 
and extended medical care services; environmental manage
ment; disaster preparedness; protective technology (housing, 
air conditioning, water purification, vaccination, etc.); public 
education directed at personal behaviors; and appropriate pro
fessional and research training. It also will be important to 
assess in advance any risks to health from proposed technolog
ical adaptations (e.g., exposures that could result from using 
certain alternative energy sources and replacement chemicals 
for chlorofluorocarbons; effects of pesticide use on resistance 
of vector organisms and their predator populations). 

There is immediate need for improved and internationalized 
monitoring of health-risk indicators in relation to climate 
change. Existing global monitoring activities should encom
pass health-related environmental and bioindicator-species 
measurements and, where appropriate, direct measures of 
human population healtii status. To assist the evolution of pub
lic understanding and social policy, the health sciences must 
develop improved methods, including integrated predictive 
models, to better assess how climate change (and other global 
environmental changes) would influence human healtii. 

In conclusion, the impacts of global climate change, particu
larly if sustained in the longer term, could include a multitude 
of serious—but thus far underrecognized—impacts on human 
health. Human population health is an outcome that integrates 
many other inputs, and it depends substantially on the stabili
ty and productivity of many of Earth's natural systems. 
Therefore, human health is likely to be predominantly 
adversely affected by climate change and its effects upon 
those systems. 
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18.1. Introduction 

18.1.1. CUmate Change and Human Population Health: 
The Nature of the Relationship 

Global climate change over the coming decades would have 
various effects upon the health of human populations (WHO, 
1990; Haines and Fuchs, 1991; McMichael, 1993; Last, 1993; 
L a n c e t , 1994). Because of the nature of the exposures 
involved, the scale of these climate-related changes would, in 
general, apply to whole populations or communities, rather 
than to small groups or individuals. The assessment of health 
impacts therefore focuses on changes in rates of death or dis
ease in populations. 

Many of the health impacts of climate change would occur via 
processes that are relatively unfamihar to pubhc-health science. 
They would not occur via the familiar toxicological mechanisms 
of localized exposure to environmental contaminants, nor via 
locally determined influences on the spread of infectious dis
eases. Instead, many of the impacts would arise via the indh-ect 
and often delayed effects of disturbances to natural systems and 
thek associated ecological relationships. For example, changes 
in background climate may alter the abundance, distribution, and 
behavior of mosquitoes and the life 
cycle of the malarial parasite, such 
that patterns of malaria would 
change. Climate change also would 
have varied regional effects on agri-
culhiral productivity, so that some 
vulnerable populations may experi
ence nuhitional deprivation. There 
also would be some rather more 
readily predictable health impacts, 
arising, for example, from more fre
quent or severe heatwaves. 

The range of potential major types of health impact is shown in 
Figure 18-1. For simphcity, they have been classified as 
"direct" and "indirect," according to whether they occur pre
dominantly via the direct impact of a climate variable (temper
ature, weather variability, etc.) upon the human organism or are 
mediated by climate-induced changes in complex biological 
and geochemical systems or by climatic influences on other 
environmental health hazards. 

18.1.2. Forecasting Health Impacts: 
The Challenge to Health Science 

Predictions of future trends in population health are readily 
made in relation to actual current exposures—for example, 
future lung cancer rates can be predicted as a function of a 
population's current cigarette smoking habits (Peto et a l , 
1994). It is unusual to make predictions on the basis of some 
anticipated future profile of exposure (e.g., smoking habks in 
the year 2020), yet this is the nature of the present exercise: 
Potential health impacts are being assessed in relation to 
future scenarios of climate change. There are inevitable, mul
tiple uncertainties in such an approach (McMichael and 
Martens, 1995). 

On a wider canvas, several of the 
world's ecosystems that are 
important in sustaining human 
health already have been weak
ened by damage, habitat loss, and 
species/genetic depletion. These 
include agricultural lands and ocean 
fisheries and the terrestrial ecosys
tems that influence the transmission 
of infectious diseases. Climate 
change may, via various processes, 
exacerbate those ecosystem distur
bances. Because an ecosystem com
prises a suite of interacting compo
nents, in which member organisms 
relate to the whole suite rather than 
to individual parts, the uncoupling 
of relationships by climate change 
could initiate a cascade of distur
bances that might jeopardize human 
population health. 

Mediating Process Health Outcomes 

CLIMATE 
CHANGE: 
TEMPERATURE, 
PRECIPITATION, 
AND WEATHER 

DIRECT 

Exposure to thermal extremes 
(especially heatwaves) 

Altered frequency and/or intensity 
of other extreme weather events 
(floods, storms, etc.) 

Altered rates of heat- and cold-related 
illness and death (especially 
cardiovascular and respiratory diseases) 

Deaths, injuries, and psychological 
disorders; damage to public health 
infrastructure 

INDIRECT 

DISTURBANCES OF 
ECOLOGICAL SYSTEMS 

Effects on range and activity of vectors 
and infective parasites 

Altered local ecology of water-borne 
and food-borne infective agents 

Altered food (especially crop) 
productivity due to changes in climate, 
weather events, and associated pests " 
and diseases 

Changes in geographic ranges and 
incidence of vector-borne diseases 

Changed incidence of diarrheal and 
• certain other infectious diseases 

Sea-level rise, with population 
displacement and damage to 
infrastructure (e.g., sanitation) 

Levels and biological impacts of air 
pollution, including pollens and spores " 

Social, economic, and demographic 
dislocations due to adverse climate 
change impacts on economy, 
infrastructure, and resource supply 

Regional malnutrition and hunger, and 
. consequent impairment of child growth 

and development 

Injuries, increased risks of various 
infectious disease (due to migration, 

• crowding, contamination of drinking 
water), psychological disorders 

Asthma and allergic disorders; other 
. acute and chronic respiratory disorders 

and deaths 

Wide range of public health 
consequences (e.g., mental healdi, 

" nutritional impairment, infectious 
diseases, civil strife) 

Note: Populations with different levels of natural, technical, and social resources would differ 
in their vulnerability to climate-induced health impacts. 

Figure 18-1: Ways in which climate change can affect human health. 
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Some aspects of climate change and its first-level impacts (on Neither the scope of this chapter nor available scientific knowl-
sea level, coastal ecosystems, forests, agriculture, fisheries, edge allows comprehensive consideration of these issues, 
etc.), as projected by IPCC Working Group I, would lie outside 
the range of recorded human health experience. Hence, the 
forecasting of human health impacts must rely principally upon 1 8 . 1 . 3 . Sensitivities and Thresholds 
reference to historical analogy (where available) and reason
able extrapolation, judgment, and the use of integrated mathe- Forecasting health impacts requires knowledge of, first, the 
matical models (Niessen and Rotmans, 1993; McMichael and sensitivity of change in population health status in response to 
Martens, 1995). Most ofthe health impact modeling to date has climate change and, second, of any associated thresholds, 
been at a highly aggregated global or regional level, with no "Sensitivity" refers to the rate of change in health outcome per 
capacity to make finer-grained predictions. Ongoing develop- unit change in climate (however defined), whereas "threshold" 
ments in modeling techniques include the incoфoration of refers to a sudden change in slope or curvature in that dose-
complex nonlinear relationships and feedback processes, deal- response graph (e.g., a certain amount of climate change may 
ing with uncertainty, and richer use of local detail (Alcamo et be tolerated before an impact on some particular health out-
a l . , 1994a, 1994b). come occurs). 

Some health impacts can be forecast by relatively simple 
extrapolation from empirical epidemiological dose-response 
data. For example, models to predict the mortality impacts of 
an increase in heatwaves can be based on existing empirical 
data. However, predicting the health impact of climate-induced 
shifts in ecological relationships and habitat boundaries (e.g., 
malarial mosquitoes, agricultural crops) poses a more complex 
challenge. Equally complex is the task of predicting the vari
ous indirect health impacts of such things as sea-level rise or of 
civil disruption and enforced migration because of deteriorat
ing envkonments and dwindling resources. 

A further difficulty arises with regional predictions. Not only is 
the ability to predict regional differences in climate change still 
limited, but human populations differ greatly in their environ
mental circumstances, social resources, and preexisting health 
status. They therefore differ in their vulnerability to climate-
induced stresses. Although there is generally insufficient infor
mation available to make differentiated assessments of health 
impacts in different populations, the balance of the assessments 
published to date is that, because of the geography of the 
impacts of climate change (particularly in relation to infectious 
disease transmission and food production) and of population 
vulnerability, many of the anticipated adverse health impacts 
would be greater in the world's less-developed regions. 
Nevertheless, in developed countries, demographic trends 
including population aging and increasing levels of disability, 
chronic illness, and coastal retirement may increase the vul
nerability of populations. 

Although it is tempting to compile a list of discrete health 
impacts, it is important that the systemic quality of the impact 
of climate change be understood. There would be many cross
links, including interactions of climate change with other, 
coexisting environmental changes. Further, the attempts of 
society to mitigate the health effects of climate change may 
actually exacerbate some of them. For example, increased use 
of fertilizers to compensate for a decline in local agricultural 
production can increase algal blooms and hence the risk of 
cholera or shellfish poisoning; or the relocation of populations 
from drought-sti-icken areas might introduce them to unfamil
iar pathogens (or introduce their unfamiliar pathogens). 

Although there is only limited information on the sensitivities 
and thresholds of human health response to climate change, 
some illusti-ative comments can be made: 

• The impact of thermal stress depends on physiological 
tolerance thresholds being exceeded (see Section 
18.2.1). For example, most studies of heat-related mor
tality show that increased mortality occurs only after a 
critical temperature has been exceeded for a certain 
duration. This critical temperature varies geographical
ly, reflecting socioeconomic differences, physiological 
acclimatization, and cultural-technical adaptation. 

• Infectious disease pathogens and insect pests are nor
mally constrained by bioclimatic thresholds. That is, 
there is a range of climatic conditions with upper and 
lower thresholds within which a population of organ
isms is viable (Dobson and Carper, 1993). These 
thresholds account for seasonal and longer-term fluc
tuations in the distribution and abundance of most 
organisms. The uncoupling, by climate change, of 
previously stable ecological relationships between 
species would reveal otiier thresholds as population 
imbalances pass critical points. 

• Changes in the distribution of organisms (e.g., mos
quitoes) that spread vector-borne diseases (e.g., 
malaria) would occur if climate change causes their 
geographic range to shift. This shift would reflect the 
critical thresholds of temperature, precipitation, and 
humidity (i.e., the bioclimatograph) for vector matu
ration and persistence. For example, the range of 
P l a s m o d i u m vivax malaria is limited because the par
asite cannot develop inside its mosquito host at tem
peratures below 14-16°C (Gilles, 1993). Further, 
blood-feeding arthropods feed and reproduce only 
above certain temperatures and need less time to com
plete their life cycle as temperatures increase above 
that threshold (Curto de Casas and Carcavallo, 1984; 
Burgos et a l . , 1994). Threshold effects also apply to 
the life cycle of the infecting parasite. 

• Some animal and plant populations would be unable 
to migrate or adapt behaviorally to climate change, in 
part because of constraints imposed by non-cliinate 
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variables such as day-length and soil type. Other 
species with either migratory or dispersive activity 
(particularly arthropod and weed pests in agriculture 
and disease vectors that affect human health) would 
cope with the shifts in climate zones. Humans gener
ally would be less sensitive to changes in background 
climate because of their capacity to adapt via culture, 
technology, migration, and behavior. 

• The sensitivity of health-outcome response depends 
on population susceptibility. For example, the impact 
of a climate-related increase in exposure to infectious 
agents would depend on prior contact (i.e., herd immu
nity), on general biological resilience (especially nutri
tional and immune status), and on population density 
and pattems of interpersonal contact. Social infra
structure and health-care resources also would condi
tion the impact. In general, the most vulnerable popu
lations or communities would be those living in pover
ty, with a high prevalence of undernutrition, chronic 
exposure to infectious disease agents, and inadequate 
access to social and physical infrastructure. 

Table 18-1 lists illustrative examples of the relative sensitivity 
of selected human health responses to key aspects of climate 
change. It also summarizes what is known about thresholds in 
those responses. Further, the "conditionality" of response (i.e., 
the extent to which it is modulated by other influences) is indi
cated. This latter criterion is important: Many factors (includ
ing the intrinsic vulnerabihty of the local population) influence 
the determination of health status, and many of these would 
condition the health impact of climate change. 

Further, many of the impacts of climate change would depend 
on parameters other than the central changes in mean values. 

For example, weather variabihty would be important for 
extreme events; rates of change would influence the production 
in ecosystems (e.g., agriculture and fisheries); and the ecology 
of infectious disease vectors is sensitive to many aspects of cli
mate, including changes in the day-night differential in tem
perature. These aspects of climate change would vary in their 
relative importance for different health impacts, as illustrated 
in Table 18-2. However, information on such details is still 
rather incomplete. 

18.1.4. Major Trends in World Health: Backdrop to 
Climate Change Impacts 

Information about levels and time trends in specific health out
comes facilitates both the prediction and the appraisal of the 
health impacts of climate change. For example, patterns of 
malaria and malnutrition are changing around the world in 
response to various other changes in social, biological, and 
ecological circumstances. Any predicted impact of climate 
change upon such health outcomes should be assessed either 
by differentiating that impact from those of other independent 
background trends or, if appropriate, by assessing its interac
tive impact with those other, coexisting influences. 

The main contemporary features of world health (World Bank, 
1993; Murray and Lopez, 1994) are as follows: (1) near-world
wide increases in life expectancy [with the ex-Eastern Bloc 
countries standing in sharp recent contrast (Feachem, 1994)], 
(2) a decline in infant and child mortality in most developing 
countries, (3) persistent gradients in health status between rich 
and poor (within and between populations), (4) reductions in 
certain vaccine-preventable diseases (e.g., polio and measles), 
(5) increases in the chronic noninfectious diseases of adult life 

Table 18-1: Examples of important aspects of the relationship of selected h e a l t h outcomes to climate c h a n g e . 

Health Outcome Sensitivitŷ  Conditionality'̂  Thresholds 

Chmate Stress/Mortality +++ ++ Temperature 33°Cc 
Chmate Stress/Morbidity + 

Allergy ++ ++ Not apphcable 
Asthma + + Not applicable 

Vector-Borne Diseases ++(+) ++++ Temperature isotherms and humidity levels 
(malaria, yellow fever, dengue. (bioclimatic functions) 
onchocerciasis, encephalitis)'* e.g., 10°C: Ae. mosquito, 14-16°C: P. vivax parasite 

Other Infectious Diseases +(++) Temperature thresholds for algal and bacterial 
(e.g., cholera) proliferation in sea- and freshwater—optimal ranges 

++++ = great effect, + = small effect, (+) = possible additional effect 
^ Extent of change in health outcome per unit change in climate (equivalent to "slope" of regression line). 
^ Extent to which sensitivity depends on preceding and coexistent circumstances (i.e., notions of vulnerability/susceptibility 

and interactive effects). 
Based principally on northeastern U.S. data. Critical temperature depends on local climate and population acclimatization, 

d See also Table 18-3. 
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Table 18-2: Probable relative impact on h e a l t h outcomes ofthe aspects of climate c h a n g e . 

Aspects of Climate Change 
Change in Mean Extreme Rate of Change Day-Night 

Health Outcome Temperature Events of Climate Variable Difference 

Heat-Related Deaths and Illness + 
Physical and Psychological Trauma due to Disasters ++++ 
Vector-Borne Diseases +++ ++ + ++ 
Other Infectious Diseases + + 
Food Availability and Hunger + ++ 
Consequences of Sea-Level Rise ++ ++ + 
Respiratory Effects 

- Air Pollutants + ++ + 
~ Pollens, Humidity ++ 

Demographic Disruption -n- -i- -i-

Notes: ++++ = great effect, + = small effect; empty cells indicate no known relationship. 

(especially heart disease, diabetes, and certain cancers) in 
urban middle classes in rapidly developing countries, and (6) 
widespread increases in HIV infection. Rates of disease and 
death from cigarette smoking are likely to escalate markedly in 
many countries over the coming decades, as the tobacco indus
try takes advantage of freer trade and market-based economies 
(Peto et a l . , 1994). In many urban populations, drug abuse and 
violence are increasing. 

There appears to be a widespread increase in the tempo of new 
and resurgent infectious diseases (Levins et a l . , 1994). This pri
marily reflects the combination of environmental and demo
graphic changes in the world, plus increases in antibiotic and 
drug resistance, pesticide resistance, and decreased surveil
lance (Morse, 1991; CDC, 1994a). The interaction of local cli
mate change with other disruptions of ecosystems may have 
facilitated various infectious disease outbreaks: the emergence 
of rodent-borne hantavirus pulmonary syndrome in the United 
States during 1992-3; various rodent-borne arenaviruses in 
Africa and South America; the spread of harmful algal 
blooms—and its association with cholera (which is now affect
ing more nations worldwide than at any earlier time this centu
ry); the rapid resurgence of dengue in the Americas since 1981; 
and the occurrence of dengue and malaria at higher altitudes 
than previously recorded (Levins et a l , 1994). 

Many other important influences on population health are 
changing over time. For example, new vaccines are being devel
oped, and existing ones are being used more widely; contracep
tion is becoming more widely used, with benefits to maternal 
and child health; and safe drinking water is becoming available, 
albeit slowly, to an increasing proportion of householders in 
poorer countries. Other adverse effects (from cigarettes, drugs, 
urban traffic, social breakdown, violence, etc.) are increasing 
widely, and persistent widespread poverty remains a major 
structural impediment to improved health (WHO, 1995a). 
Against this complex balance sheet, it is inevitably difficult to 
estimate the likely net impact on population health status after 
the additional inclusion of climate change. 

18.2. Potential Direct Health Impacts of Climate Change 

The direct effects of climate change upon health result from 
changes in climate characteristics or short-term weather 
extremes that impinge directíy on human biology. The following 
subsections deal with the health impacts of thermal stress and 
extreme weather events. 

18.2.1. Health Impacts of Altered Patterns of Thermal Stress 

Many studies, particularly in temperate countries, have observed 
a J-shaped relationship (often more generally referred to as a U-
shaped relationship) between daily outdoor temperature and 
daily death rate: Mortality is lowest within an intermediate com
fortable temperature range. The graph is not symmetrical; the 
death rate increases much more steeply with rising temperatures, 
above this comfort zone, than it does with falling temperatures 
below that zone (Longstreth, 1989; Kalkstein, 1993; Kunst et a l , 
1993; Touloumi et a l , 1994). Relatedly, death rates in temperate 
countries appear to be affected across a wider band of decreas
ing, cold, temperatures than that for increasing, hot, temperatures 
(Kilbourne, 1992; Kunst et a l , 1993). Because death rates in 
temperate and subtropical zones are higher in winter than in 
summer (Kilbourne, 1992), it is a reasonable expectation that 
milder winters in such countries would entail a reduction in cold-
related deaths and illnesses. However, since summer-related 
deaths appear to be more related to temperature extremes than 
are winter-related deaths, this reduction may not fully offset the 
heat-related increases. Further, this balance of gains and losses 
would vary among geographic regions and different populations. 
The issue of balance is examined further later in this section. 

Quantitative 1п1ефге1а11оп of the impacts of altered daily-tem
perature distribution also is hampered by the fact that, for both 
heat-related and cold-related deaths, many of the apparent 
excess deaths occur in already-vulnerable persons (especially 
the elderly and the sick). Some analyses indicate that, in the 
absence of extreme temperatures, many of those persons would 
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have died in the near future. This "mortahty displacement" 
issue also will be considered further. 

Global warming is predicted to increase the frequency of very 
hot days (see Chapter 6, Climate Models-Projections of Future 
C l i m a t e , of the IPCC Working Group I volume). The frequen
cy of such days in temperate climates (e.g., USA, UK, 
Australia) would approximately double for an increase of 
2-3°C in the average summer temperature (e.g., CDC, 1989; 
Climate Change Impacts Review Group UK, 1991). Extensive 
research has shown that heat waves cause excess deaths 
(Weihe, 1986; Kilboume, 1992). Recent analyses of concurrent 
meteorological and mortality data in cities in the United States, 
Canada, the Netherlands, China, and the Middle East provide 
confirmatory evidence that overall death rates rise during heat 
waves (Kalkstein and Smoyer, 1993; Kunst et a l . , 1993), par
ticularly when the temperature rises above the local popula
tion's threshold value. Therefore, it can be predicted confi
dently that climate change would, via increased exposure to 
heat waves, cause additional heat-related deaths and illnesses 
(Kalkstein, 1993; Haines et a l . , 1993). 

The effect of extreme heat on mortality is exacerbated by low 
wind, high humidity, and intense solar radiation (Kilboume, 
1992). Indeed, these meteorological elements can be treated 
synoptically, to evaluate the net impact of weather on human 
health. For example, recent studies in the United States have 
described "oppressive" air masses (analogous to the meteorol
ogist's "stagnating" air masses), which represent synoptic 
meteorological situations that exceed physiological tolerance 
levels. This approach recognizes that humans principally 
respond to the umbrella of air that surrounds them rather than 
to individual meteorological elements (Kalkstein, 1993). It also 
should be noted that concurrent hot weather and air pollution 
have interactive impacts on health (Katsouyanni et a l , 1993; 
see also Section 18.3.5). 

Healtiiy persons have efficient heat regulatory mechanisms that 
cope with increases in temperature up to a particular threshold. 
The body can increase radiant, convective, and evaporative heat 
loss by vasodilation (enlargement of blood vessels in the skin) 
and perspiration (Horowitz and Samueloff, 1987; Diamond, 
1991) . Further, some acclimatization to persistent oppressive 
weather conditions can occur within several days (Kilboume, 
1992) . Nevertheless, the risk of death increases substantially 
when thermal stress persists for several consecutive days 
(Kalkstein and Smoyer, 1993). The elderly and very young are 
disproportionately affected because of thek limited physiologi
cal capacity to adapt. Although some individuals die from heat 
exhaustion or heatstroke, the deaths associated with very hot 
weather are predominantly associated with preexisting cardio
vascular and respiratory disorders, as well as accidents (Larsen, 
1990a, 1990b). Although there is less evidence on nonfatal il l
ness episodes, it is a reasonable general assumption that thermal 
stress also increases rates of morbidity. 

Socioeconomic factors may have important modulating effects 
on thermal stress-related mortality. From studies in the United 

States, the extent of protection from air conditioning remains 
unclear (Ellis and Nelson, 1978; Larsen, 1990a; Rogot et a l . , 
1992; Kalkstein, 1993). Of more general importance, people 
living in poverty, including segments of many urban popula
tions in developing countries, are particularly vulnerable to 
heat stress. Poor housing, the urban heat island effect, and lack 
of air conditioning are among the primary causes (Kilboume, 
1989). Complete acclimatization may take up to several years 
(Babeyev, 1986), rendering immigrants (e.g., rural-to-urban) 
vulnerable to weather extremes for a considerable time. 
Ongoing rapid increases in urbanization (see Chapter 12) will 
increase the number of vulnerable persons. 

The question in relation to the abovementioned notion of "mor
tality displacemenf is: Would some of those who die during 
heat waves have succumbed soon afterward from preexisting 
frailty or disease (Kalkstein, 1993; U.S. EPA, in press)? 
Various time-series analyses indicate a "deficit" in daily deaths 
for up to a month after heat waves (e.g.. Figure 18-2), and U.S.-
based research suggests that 20-40% of the deaths occurring 
during heat waves would have occurred within the next few 
weeks (Kalkstein, 1993). A related uncertainty is whether, as 
the frequency of heat waves increases, the mortality excess 
remains constant or whether, as some research suggests, suc
cessive heat waves entail a progressive lessening of the associ
ated mortality peak. 

Kalkstein (1993) made predictions of heat-related mortality for 
selected urban populations in North America, North Africa, 
and East Asia in relation to IPCC-specified climate-change 
scenarios. This entailed, first, identifying for each population 
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Figure 18-2: Daily summer mortality during a New York heatwave, 
1966 (Kalkstein, 1993). 
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setting the synoptic weather situations that are "oppressive" 
(i.e., exceed physiological tolerance levels). The annual num
ber of oppressive synoptic situation days was then predicted 
for the climate-change scenarios, and the annual total of asso
ciated excess deaths was estimated. Model-based predictions 
of the numbers of additional deaths attributable to heat during 
a typical summer in a future warmer world were thus obtained. 
Two sets of predicted mortality increases were made: one 
assuming that the population does not acclimatize and the other 
assuming partial acclimatization (i.e., complete physiological 
acclimatization but without improved socioeconomic condi
tions such as the development of more protective housing). 

Consider the population of Atianta, for example. Presently, 
Atianta experiences an average of 78 heat-related deaths each 
summer. Under the climate projections of the Geophysical Fluid 
Dynamics Laboratory (GFDL) 1989 (transient) climate-change 
model, and assuming no change in population size or age pro
file, this number would increase to 191 in the year 2020 and to 
293 in the year 2050. If population acclimatization occurs, the 
annual total would increase less, to 96 and 147 in those two 
years. Under the UKTR (ti-ansient) model run, the correspond
ing four projections of heat-related mortality are 20-40% high
er than for the GFDL model run: 247 and 436 deaths (unaccli-
matized, 2020 and 2050) and 124 and 218 deaths (acclimatized, 
2020 and 2050). These and other results for selected North 
American cities, Shanghai, and Cairo indicate that the annual 
number of heat-related deaths would, very approximately, dou
ble by 2020 and would increase several-fold by 2050. Thus, in 
very large cities witii populations displaying this type of sensi
tivity to heat stress, climate change would cause several thou
sand extra heat-related deaths annually. 

As mentioned earlier, the seasonal death rates in developed 
countries are highest in winter (Klboume, 1992; Tan, 1994). In 
temperate-zone countries, death rates increase particularly dur
ing periods of severe winter weather. However, no single study 
has yet been published that allows a direct comparison of the 
anticipated winter gains and summer losses that would accom
pany global warming. A substantial proportion of winter-related 
deaths are from cardiovascular disease (Kunst et a l , 1993; 
Langford and Bentiiam, 1995). It is likely that this increased 
risk of cardiovascular disease reflects an increased cold-induced 
tendency for blood to clot (Keatinge et a l , 1989), perhaps exac
erbated by the fibrinogen-enhancing effect of winter respirato
ry infections (Woodhouse et a l , 1994). The relative importance 
of respiratory infections and cardiovascular diseases to antici
pated reductions in mortality, and how these would vary geo
graphically, remains uncertain. One recent British study has 
forecast that approximately 9,000 fewer winter-related deaths 
(estimated to represent a reduction of 2-3%) would occur annu
ally by the year 2050 in England and Wales, under typical cli
mate-change scenarios that entail 2-2.5°C wintertime increases 
(Langford and Bentham, 1995). Just over half the avoided deaths 
would be from ischaemic heart, disease and stroke, with chronic 
bronchitis and pneumonia each contiibuting 5-10%. Other 
researchers have concluded that a significant portion of the over
all winter-related mortality is due to respiratory infections such as 

influenza (Curwen, 1991). Since tiiese respiratory infections 
depend upon aerosol transmission—usually in confined, poorly 
ventilated places—a small rise in winter temperatures should 
reduce this risk if it encouraged outdoor activities and improved 
ventilation. However, annual influenza outbreaks do not appear 
to correlate with mean winter or monthly temperature (CDC, 
1994b; Langford and Bentham, 1995). 

Overall, the sensitivity of death rates to hotter summers is like
ly to be greater than to the accompanying increase in average 
winter temperature. The overall balance is difficult to quantify, 
and also would depend on the population's capacity for adap
tive responses. However, research to date suggests that global 
warming would, via an increased frequency of heat waves, 
cause a net increase in mortality and associated morbidity. This 
conclusion must be qualified by noting that there is an imbal
ance in the published research—most of which refers to devel
oped, non-tropical, countries. 

18.2.2. Health Impacts of Weather Variability 
and Extreme Events 

Global warming may affect ocean currents, air currents, and 
atmospheric humidity (see Chapter 6, C l i m a t e M o d e l s -
Projections of Future Climate, of tiie IPCC Working Group I 
volume). Any consequent changes in weather variability may 
alter the frequency and severity of extreme weather events: 
bushfires, droughts, floods, storms, and landslides (Gordon et 
a l , 1992; Meehl et a l , 1992). However, some of these relation
ships remain uncertain (e.g., for tropical cyclones; see Lighthill 
et a l , 1994) and have proven difficult to model with GCMs. 
Such events increase deaths, injuries, infectious diseases, stress-
related disorders, and the many adverse health effects associat
ed with social disruption, environmentally enforced migration 
(Myers, 1993), and settlement in urban slums. Health impacts 
would be greatest on those communities that are most exposed 
and have the fewest technical and social resources. 

Low-lying, poorly resourced populations would be particular
ly vulnerable to an increase in frequency of storms and storm 
surges. In the 1970 Bangladesh cyclone, mortality varied from 
around 5% inland to almost 50% in coastal communities. 
Widespread destruction of food supplies may also occur; in 
1970, two-thirds of fishing activities along the coasts and 
plains in Bangladesh were destroyed, along with 125,000 ani
mals (Alexander, 1993). In Andhra Pradhesh, India, in 1970, 
many victims died when wind and rain caused the collapse of 
houses (Sommer and Mosely, 1972). 

Flash floods and landslides (see Chapter 12) would increase in 
frequency in regions experiencing increased torrential rainfall. 
Heavy rains can erode soil, thereby impairing agricultural pro
ductivity. Flooding also can affect the incidence of vector-
borne diseases. On the one hand, flood waters may wash away 
mosquito eggsЛarvae; on the other hand, residual water may 
increase mosquito populations and consequent infectious dis
eases. In southeastern Australia, epidemics of Ross River virus 
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infection follow heavy rains in the Murray-Darling basin 
(NichoUs, 1993). Flooding also may affect the transmission of 
diarrheal diseases: In Bolivia, for example, flooding associated 
with El Niño in 1983 led to a 70% increase in salmonella infec
tions, particularly in children (Telleria, 1986). 

Hash flooding is a leading cause of weather-related mortality in 
the United States (French and Holt, 1989). Damage to homes and 
displacement of residents may facilitate the spread of infectious 
diseases because of crowded hving conditions. Flooding can con
taminate water sources with fecal material or toxic chemicals. 
Flooding also mercases runoff from agricultural lands and urban 
storm water systems (Thurman et a l , 1991, 1992). Water 
resources thus are contaminated by toxic chemical wastes, agri
cultural chemicals, and pathogens (e.g., Cryptosporidium). 
Hazardous exposure may arise from contaminated drinking water 
and from edible fish that bioaccumulate contaminants. 

The many psychosocial effects of natural disasters have been 
studied in survivors of storms, floods, earthquakes, and fires 
(e.g., Gregg, 1989). Severe disturbance (including "post-trau
matic stress disorder") usually affects only a minority, many of 
whom recover (de Girolamo and McFarlane, 1994)—although 
children in affected families may show developmental prob
lems over the ensuing years (Titchener and Frederic, 1976). 
The level of psychological impact may depend upon the sud
denness and unexpectedness of the impact, the intensity of the 
experience, the degree of personal and community disruption, 
and long-term exposure to the visual signs of the disaster 
(Green, 1982; Green et a l , 1991). Data from disasters in devel
oping countries are sparse, but a follow-up study after the dis
astrous 1988 floods in Bangladesh showed increased behav
ioral disorders in young children (Durkin et a l , 1993). 

Two final conmients on extreme events are appropriate here. 
First, a major effect of extreme chmatic events on human health 
has been malnutrition and starvation due to severe drought and 
its consequences (Escudero, 1985). This, in turn, causes 
increased susceptibility to infection (Tomkins, 1986). Second, 
there is evidence that environmental degradation, unequal 
access to resources, and population growth may be potent fac
tors in provoking conflict (Homer-Dixon et a l , 1993). By 
affecting water and food supply, climate change could increase 
the possibility of violent conflicts in a number of regions. 

18.3. Potential Indirect Health Impacts of Climate Change 

The indirect effects of climate change upon health are those 
that do not entail a direct causal connection between a climat
ic factor (such as heat, humidity, or extreme weather event) and 
human biology. 

18.3.1. Vector-Borne Diseases 

The transmission of many infectious diseases is affected by cli
matic factors. Infective agents and their vector organisms are 

sensitive to factors such as temperature, surface water, humid
ity, wind, soil moisture, and changes in forest distribution 
(Bradley, 1993). This applies particularly to vector-borne dis
eases (VBDs) like malaria, which require an intermediate 
organism such as the mosquito to transmit the infective agent. 
It is therefore projected that climate change and altered weath
er patterns would affect the range (both latitude and altitude), 
intensity, and seasonality of many vector-borne and other 
infectious diseases. In general, increased warmth and moisture 
would enhance tiansmission of these diseases. However, any 
such climate-related redistribution of disease may also entail— 
perhaps in conjunction with other environmental stresses— 
some localized reductions in rates of infection. 

The sustained (or endemic) transmission of VBDs requires 
favorable climatic-environmental conditions for the vector, the 
parasite, and, if applicable, the intermediate host species. For 
vectors with long life spans (e.g., tsetse flies, bugs, ticks), vec
tor abundance is a major determinant of disease distribution; 
arthropods that transmit VBDs generally thrive in warmth and 
moisture. For vectors with short life spans (e.g., mosquitoes, 
sandflies, blackflies), the temperature-sensitive extrinsic matu
ration period of the parasite is of critical importance. The geo
graphic distributions of many of the parasites, both unicellular 
(protozoa) and multicellular (e.g., flukes and worms), correlate 
closely with temperature (Gillet, 1974; Shope, 1991). The geo
graphic distributions of vector-borne viral infections, such as 
dengue and yellow fever, are affected by temperature and sur
face water distribution. For many VBDs, such as plague and 
hantavirus, rodents act as intermediate infected hosts or as 
hosts for the arthropod vector (Wenzel, 1994); rodent activity 
would also tend to increase in a warmer world (Shope, 1991). 

In tropical countries, VBDs are a major cause of illness and 
death. For the major VBDs, estimates of numbers of people at 
risk and infected, and of VBD sensitivity to climate change, are 
shown in Table 18-3. While the potential transmission of many 
such diseases would increase (geographically or from seasonal 
to year-round) in response to climate change, the capacity to 
control these diseases also will change. New or improved vac
cines can be expected; some vector species can be consttained 
by use of pesticides. Nevertheless, there are uncertainties and 
risks here, too: for example, long-term pesticide use breeds 
resistant strains and kills many predators of pests. 

18.3.1.1. Malaria 

Malaria remains a huge global public-health problem, currently 
causing around 350 million new infections annually, predomi
nantly in tropical countries. Malaria is caused by an infective par
asite (Plasmodium) transmitted between humans by a mosquito 
vector. Its incidence is affected by temperature, surface water, and 
humidity (Gill, 1920a, 1920b; Sutherst, 1983). Although anophe-
line mosquito species that transmit malaria do not usually survive 
where the mean winter temperahire drops below 16-18°C, some 
higher-latitude species are able to hibernate in sheltered sites. 
Sporogonic development (i.e., the extrinsic incubation phase of 
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Table 18-3: Major tropical vector-borne diseases and the likelihood of change of their distribution with climate c h a n g e . 

Disease Vector 
Population at 
Risk (million)̂  

Number of 
People Currently 
Infected or New 
Cases per Year 

Present 
Distribution 

Likelihood 
of Altered 

Distribution with 
Climate Change 

Malaria Mosquito 2,400b 300-500 million Tropics/Subtropics 

Schistosomiasis Water Snail 600 200 million Tropics/Subtropics + + 

Lymphatic Filariasis Mosquito l,094c 117 million Tropics/Subtropics + 

African 
Trypanosomiasis 
(Sleeping Sickness) 

Tsetse Fly 55d 250,000-300,000 
cases per year 

Tropical Africa + 

Dracunculiasis 
(Guinea Worm) 

Crustacean 
(Copepod) 

100« 100,000 per year South Asia/ 
Arabian Peninsula/ 
Central-West Africa 

? 

Leishmaniasis Phlebotomine 
Sand Fly 

350 12 million infected, 
500,000 new 

cases per year̂  

Asia/Southern 
Europe/Africa/ 

Americas 

-1-

Onchocerciasis 
(River Blindness) 

Black Fly 123 17.5 million Africa/Latin America + + 

American 
Trypanosomiasis 
(Chagas' disease) 

Triatomine 
Bug 

1008 18 million Central and 
South America 

+ 

Dengue Mosquito 1,800 10-30 million per year All Tropical Countries + + 

Yellow Fever Mosquito 450 <5,000 cases per year Tropical South 
America and Africa 

+ + 

+ = likely, ++ = very likely, -i-+-f- = highly likely, ? = unknown. 
^Top three entries are population-prorated projections, based on 1989 estimates. 
bWHO, 1995b. 
^Michael and Bundy, 1995. 
dWHO, 1994a. 
sRanque, personal communication. 
^Aimual incidence of visceral leishmaniasis; annual incidence of cutaneous leishmaniasis is 1-1.5 million cases/yr (РАНО, 1994). 
gWHO, 1995c. 

die Plasmodium within the mosquito) ceases below around 18°C 
for Plasmodium falciparum and below 14°C for P. vivax. Above 
those temperatures, a small mercase in average temperature 
accelerates the parasite's extrinsic incubation (Miller and Warrell, 
1990). Temperatures of 20-30°C and humidity above 60% are 
optimal for the anopheline mosquito to survive long enough to 
incubate and transmit the parasite. 

Until recent decades, parts of today's developed world were malar
ious. These mcluded the United States, southern Europe, and north-
em Austraha. In the last century, outbreaks of P. vivax malaria 

occurred in Scandinavia and North America. Although climate 
change would increase the potential transmission of malaria in 
some temperate areas, the existmg public-health resources in those 
countries—disease surveillance, surface-water management, and 
treatment of cases—would make reemergent malaria unlikely. 
Indeed, malaria is most likely to extend its spread (both latitude 
and altitude) and undergo changes in seasonality in tropical coun
tries, particularly in populations currently at Üie frmge of estab
lished endemic areas (Martens et a l , 1994). Newly affected pop
ulations would initially experience high case fatality rates because 
of their lack of natural acquired immunity. 
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Box 18-1. Examples of Modeling the Future Impact of Climate Change upon Malaria 

Mathematical models have been recently developed for the quantitative prediction of climate-related changes in the poten
tial transmission of malaria (e.g., Sutiierst, 1993; Matsuoka and Kai, 1994; Martin and Lefebvre, 1995). Note the use of tiie 
important word "potential" here; the models are primarily predicting where malaria could occur as a function of climate and 
associated environment, irrespective of the influence of local demographic, socioeconomic, and technical circumstances. 

A simple model has been used for Indonesia, based on empirical historical data from selected provinces on the relation
ship of annual average temperature and total rainfall to the incidence of malaria (and dengue and diarrhea) (Asian 
Development Bank, 1994). The model forecasts that annual malaria incidence (currently 2,705 per 10,000 persons) 
would, in response to the median climate-change scenario, increase marginally by 2010 and by approximately 25% by 
2070. Because of the limited technical information, it is not easy to appraise these particular forecasts. 

A more complex integrated global model has been developed by Martens et a l . (1994). This model takes account of how 
climate change would affect the mosquito population directiy—i.e., mosquito development, feeding frequency, and 
longevity—and the incubation period of the parasite inside the mosquito (see Figure 18-3). As a highly aggregated 
model, it does not take account of local environmental-ecological factors, and it therefore cannot be regarded as a source 
of precise projections. The model's output refers to geographic changes in p o t e n t i a l transmission (i.e., the range within 
which both the mosquito and parasite could survive with sufficient abundance for sustained transmission of malaria). 
This is not, therefore, a projection of actual disease incidence, and it must be interpreted in relation to local control mea
sures, health services, parasite reservoir, and mosquito densities. Further, until such models have been validated against 
historical data sets, their predictions must be viewed cautiously. 
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Figure 18-3: Systems diagram of a model designed to assess the impact of climate change on the potential transmission of 
malaria (adapted from Martens et al., 1994). 

This particular model predicts widespread increases in the potential habitat range and the "vectorial capacity" of the 
mosquito, and therefore potential malaria transmission, in response to climate change. For example, using GCM predic
tions of 3-5°C increases in global mean temperature by the year 2100, the malaria epidemic potential of the mosquito 
population is estimated to increase twofold in tropical regions and substantially more than tenfold in temperate climates 
(Martens et a i , 1995a). Overall, there is an increase from around 45% to around 60% of the world population living 
within the potential malaria transmission zone by the latter half of the next century. However, most of the developed 
countries have effective control and surveillance measures that should preclude reinttoduction of endemic malaria. In 
the already endemic areas, especially in the subtropics, malaria may increase (although in some hot climates, further 
temperature increases may shorten the life span of mosquitoes, and local malaria transmission would then decrease). In 
particular, in adjoining areas of lower endemicity or unstable malaria, the occurrence of infection is far more sensitive 
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Box 18-1 (continued) 

to climate variation, so climate change may have a marlced effect on its incidence and stability. Simulations with this 
model, using several different GCMs, predict a climate-induced increase in the incidence of annual malaria cases of 
approximately 50-80 million in response to a temperature rise of around 3°C by the year 2100, relative to an assumed 
approximate base of 500 million annual cases in a 2100 world without chmate change (Martens et a l . , 1995b). 

Another recent attempt at aggregated global modeUng (Martin and Lefebvre, 1995) has predicted that potential malaria 
transmission would spread to higher latitudes, while some currently stable endemic areas near the equator would become 
unstable, leading to reductions in population immunity levels. 

Such models, despite their highly aggregated predictions and simplifying assumptions, provide indicative information 
about the likely impact of climate change on the potential transmission of vector-borne diseases (assuming that other rel
evant factors remain constant). There is a clear need for validation of these models and for incorporating more extensive 
detail into them. Meanwhile, this hue of research has begun to elucidate the interdependent relationships among chmate 
change, vector population dynamics, and human disease dynamics. 

Recent evidence of the responsiveness of malaria incidence to 
local climate change comes from observations of marked 
increases in malaria incidence in Rwanda in 1987, when atyp-
ically hot and wet weather occurred (Loevinsohn, 1994), and 
annual fluctuations in falciparum malaria intensity in northeast 
Pakistan that correlated with annual temperature variations 
during the 1980s (Bouma et a i , 1994). Hence, it is a reason
able prediction that, in eastem Africa, a relatively small 
increase in winter temperature could extend the mosquito habi
tat and thus enable falciparum malaria to reach beyond the 
usual altitude limit of around 2,500 m to the large, malaria-
free, urban highland populations, e.g., Nairobi in Kenya and 
Harare in Zimbabwe. Indeed, the monitoring of such popula
tions around the world, currently just beyond the boundaries of 
stable endemic malaria, could provide early evidence of cli
mate-related shifts in malaria distribution (Haines et a l . , 1993). 

18.3.1.2. African Trypanosomiasis 

African trypanosomiasis, or "sleeping sickness," is transmitted 
by tsetse flies. The disease is a serious health problem in trop
ical Africa, being generally fatal if untreated. Research in 
Kenya and Tanzania shows only a very small difference in 
mean temperature between areas where the vector, Glossina 
morsitans, does and does not occur. This indicates that a small 
change in temperature may significantly affect the limits of the 
vector's distribution (Rogers and Packer, 1993). 

18.3.1.3. A m e r i c a n Trypanosomiasis (Chagas ' Disease) 

American trypanosomiasis is transmitted by insects of the sub
family Triatominae. It is a major problem in Latin America, 
with 100 million people at risk and 18 million infected (WHO, 
1995c). An estimated 15-20% of infected people develop clin
ical Chagas' disease. Most of the triatomine vector species 
need a minimum temperature of 20°C for feeding and repro
duction (Curto de Casas and Carcavallo, 1984), but at higher 

temperatures (28-30°C) they feed more frequently, have a 
shortened life cycle, and an increased population density 
(Carcavallo and Martinez, 1972, 1985). At even higher tem
peratures, the most important vector species, Triatoma infes
t o n s , doubles its reproductive rate (Hack, 1955). 

18.3.1.4. Schistosomiasis 

Schistosomiasis is a water-based disease caused by five species 
of schistosomal flukes. Water snails act as the intermediate 
host (and, strictly speaking, are not active "vectors"). The 
infection has increased in worldwide prevalence since mid-
century, perhaps largely because of the expansion of irrigation 
systems in hot climates, where viable snail host populations 
interact with infected humans (White et a l . , 1972; Grosse, 
1993; Hunter et a l . , 1993). 

Data from both the field and the laboratory indicate that tem
perature influences snail reproduction and growth, schistosome 
mortality, infectivity and development in the snail, and human-
water contact (Martens et a l , 1995b). In Egypt, for example, 
water snails tend to lose then- schistosome infections during 
winter, but if temperatures increase, snails may mediate schis
tosomiasis transmission throughout the year (Gillet, 1974; 
WHO, 1990). Predictive modehng indicates that a change in 
background temperatures may cause the infection to extend to 
curtently unaffected regions. Fluctuations in temperature may 
also play an important role in optimizing conditions for the 
several life-cycle stages of schistosomiasis (Hairston, 1973). 

18.3.1.5. Onchocerciasis (River Blindness) 

Onchocerciasis, or "river bhndness," is a VBD affecting approx
imately 17.5 milhon people—some in Latm America, most in 
West Africa. The vector is a small blackfly of the genus 
Simulium, and the infectious agent is the larva of the Onchocerca 
volvulus parasite. This threadlike worm damages the skin, the 
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lymphatic system, and, in the most extreme cases, the eye. 
CUmate affects the occurrence of onchocerciasis because the 
vector requires fast-flowing water for successful reproduction 
(WHO, 1985), and the adult vector can be spread by wind. 

A recent simulation study on the potential impact of climate 
change on blackfly populations in West Africa showed that if 
temperature and precipitation were to change across parts of 
the sub-Sahel, as predicted by the Goddard Institute for Space 
Studies (GISS) GCM (Hansen et a l , 1988), blackfly popula
tions may increase by as much as 25% at current breeding sites 
(Mills, 1995). Since these vectors can travel hundreds of kilo
meters on wind currents, new habitats in previously unsuitable 
areas could be quickly colonized by blackflies, introducing 
onchocerciasis into new areas (Garms et al., 1979; Walsh et a l , 
1981; WHO, 1985). 

18.3.1.6. Trematode Infections 

Some trematode infections, such as fascioliasis (a liver fluke that 
currently affects around 2.4 million persons), would be affected 
by climate changes because the life cycle and population size of 
the snail host are very sensitive to temperature. Similarly, the 
incidence of cercarial dermatitis (skin inflammation) would be 
increased at higher temperatures. This infection is currently 
found in Europe (Beer and German, 1994) and the United States 
(CDC, 1992), where it causes "swimmer's itch"; its incidence 
has recenüy increased in Russia (Beer and German, 1993) and in 
very poor rural communities in developing countries. 

18.3.1.7. Vector-Borne Viral Infections 

Many vector-borne infective agents are viruses. The human-
infecting arboviruses (i.e., arthropod-borne viruses) generally 
have a mosquito vector. Arboviral infections span a wide clin
ical spectrum, from those that cause mild feverish illness or 
subclinical infections to those causing severe and often fatal 
encephalitis (brain inflammation) or hemorrhagic fever. Under 
favorable environmental conditions, an arboviral disease can 
become epidemic (population-wide), from a local endemic 
base or by its introduction to a previously unaffected area. The 
distribution and abundance of vectors are influenced by vari
ous physical factors (temperature, rainfall, humidity, and wind) 
and biological factors (vegetation, host species, predators, par
asites, and human interventions) (WHO, 1990). Temperature 
also affects the rapidity of the virus' life cycle—e.g., the extrin
sic incubation period for the mosquito-hosted stage of the yel
low fever virus varies from several weeks to 8-10 days, 
depending on temperature. 

Increased temperature and rainfall in Australia would influence 
the range and intensity of various vector-borne viral infections. 
For example, certain arthropod vectors and natural vertebrate 
hosts would spread southward and proliferate in response to 
warming and increased rain, resulting in increased incidence of 
arboviral infections such as Murray Valley encephalitis (which 

can cause serious brain damage), Ross River virus (which 
causes multiple, often long-lasting joint inflammation), and 
dengue (e.g., Sutherst, 1993; Nicholls, 1993). 

Dengue is a severe influenza-like disease, which in some cases 
may take the form of a hemorrhagic fever, which can cause an 
average of 15% mortality without proper medical attention. 
Dengue is transmitted by the Aedes aegypti mosquito, as is 
urban yellow fever. In parts of Asia, dengue also is transmitted 
by Ae. albopictus, which now is colonizing North and South 
America. Research in Mexico has shown that an increase of 
3-4°C in average temperature doubles the rate of transmission 
of the dengue virus (Koopman et a l . , 1991). Although there is 
no clear evidence of regional climatic influence, annual epi
demics of dengue have returned to Central America over the 
past decade (as they did about twenty years ago in Asia), and, 
in Mexico, dengue has recently spread to previously unaffect
ed higher altitudes (Herrera-Basto et a l . , 1992). Ae. aegypti 
mosquitoes, once limited to 1,000 meters altitude by tempera
ture in Colombia, have been recently reported above 2,200 
meters. The habitat of the mosquito is restricted to areas with a 
mean midwinter temperature of more than 10°C. Epidemic 
transmission of dengue is seldom sustained at temperatures 
below 20°C (Halstead, 1990). 

18.3.1.8. Other Vector-Borne Diseases 

VBDs are now relatively rare in most developed countries; 
however, it has been predicted that various VBDs might enter 
or increase in incidence in the United States because of higher 
temperatures (Longstreth, 1989; Freier, 1993; Martens et a l , 
1994); Venezuelan equine encephalitis, dengue, and leishmani
asis could extend into the southern United States; Western 
equine encephalitis might move further north within the United 
States (Reeves et a l , 1994). The dengue-transmitting Ae. 
albopictus mosquito, which is more cold-hardy than Ae. aegyp
t i , is now well established in the United States and may extend 
toward Canada if temperatures increase. 

Climate change would influence the global pattern of VBDs 
via other disturbances of ecological relationships. For example, 
it would bring together vertebrate animals of different species 
and would thereby expose animals to new arthropod vectors. 
Warming (and rising sea levels) would displace some human 
populations, perhaps resulting in migration into wilderness 
areas where zoonotic infectious agents are being transmitted in 
silent wildlife cycles. Migratory humans would thus be at risk of 
infection with enzootic (i.e., locally prevalent animal-infecting) 
agents. Climate-induced changes in ecology also could force 
the rapid evolution of infectious agents, with newly emergent 
strains of altered virulence or pathogenicity. Additionally, 
changes in climate means and variability can disrupt predator/ 
prey ratios, thus loosening natural controls on pests and 
pathogens. 

Two other general points should be noted. First, because vec
tor control methods exist for many of these diseases, developed 
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countries should be able to minimize their impact. Second, 
however, the quicker "turnover" of the life cycle of parasites at 
higher temperatures will increase their likelihood of evolving 
greater resistance to drags and other control methods. This 
would pose a particular problem to those tropical countries 
with high infection rates and limited socioeconomic resources. 

18.3.2. Water-Borne and Food-Borne Infectious Diseases 

Climatic effects on the distribution and quality of surface 
water—including increases in flooding and water shortages 
that concentrate organisms, impede personal hygiene, and 
impair local sewerage—would influence the risks of diarrheal 
(including cholera) and dysentery epidemics, particularly in 
developing countries. Diarrheal diseases can be caused by a 
large variety of bacteria (e.g.. S a l m o n e l l a , S h i g e l l a , and 
Campylobacter), virases (e.g.. R o t a v i r u s ) , and protozoa (e.g., 
Giardia l a m b l i a , amoebas, and Cryptosporidium). Many of 
these organisms can survive in water for months, especially at 
warmer temperatures, and increased rainfall therefore could 
enhance their transport between groups of people. An 
increased frequency of diarrheal disease is most likely to occur 
within impoverished communities with poor sanitation. There 
have been outbreaks of diarrheal disease after flooding in many 
such settings. If flooding increased, there also would be risks 
of outbreaks of infection in developed countries within tempo
rary settlements of displaced communities. 

The cholera organism. Vibrio c h o l e r a e , can survive in the 
environment by sheltering beneath the mucous outer coat of 
various algae and zooplankton—which are themselves 
responsive to climatic conditions and to nutrients from 
wastewater and fertilizers ' (Epstein, 1992; Smayda, 1990; 
Anderson, 1992). Increases in coastal algal blooms may 
therefore amplify V. c h o l e r a e proliferation and transmission. 
This might also assist the emergence of new genetic strains of 
vibrios. Algal blooms also are associated with biotoxin cont
amination of fish and shellfish (Epstein et a l , 1993). With 
ocean warming, toxins produced by phytoplankton, which are 
temperature-sensitive, could cause contamination of seafood 
more often (see also Chapter 16), resulting in increased fre
quencies of amnesic, diarrheic and paralytic shellfish poison
ing and ciguatera poisoning from reef fish. Thus, cUmate-
induced changes in the production of both aquatic pathogens 
and biotoxins may jeopardize seafood safety for humans, sea 
mammals, seabirds, and finfish. 

Climate change also could create a problem via the warming of 
aboveground piped-water supplies. In parts of Australia, for 
example, there has been a seasonal problem of meningoen
cephalitis caused by the Naegleria fowleri amoeba, which pro
liferates in overland water pipes in summer (NHMRC, 1991). 
Soil-based pathogens (e.g., the tetanus bacterium and various 
fungi) would tend to prohferate more rapidly with higher tem
perature and humidity, depending on the effectiveness of micro
climatic homeostatic mechanisms. Higher temperatures would 
also increase the problem of food poisoning by enhancing the 

survival and proliferation of bacteria, flies, cockroaches, and so 
forth in foodstuffs. 

18.3.3. A g r i c u l t u r a l Productivity and Food Supplies: 
Effects upon Nutrition and Health 

Food, as energy and nutrients, is fundamentally important to 
health. Malnutrition is a major cause of infant mortality, phys
ical and intellectual stunting in childhood, and immune impair
ment (thus increasing susceptibility to infections). Currentiy, 
around one-tenth of the world's population may be hungry 
(Parry and Rosenzweig, 1993) and a larger proportion mal
nourished—although estimates differ according to definition. 

Human societies have evolved farming methods to counter var
ious local climatic and environmental constraints on agricul
ture, especially via irrigation, fertihzation, mechanization, and 
the breeding of better-adapted varieties. Today, as gains in per 
capita agricultural productivity appear to be diminishing, 
widespread land degradation accraes, and access to new arable 
land is declining, the further possibility exists of adverse 
effects of climate change upon aspects of world food produc
tion (Houghton et a l , 1990; Kendall and Pimentel, 1994). The 
impacts of climate change upon crop and hvestock yield would 
be realized within a complex setting that encompasses climate 
change scenarios, crop yield response, pest population 
response, demographic ti-ends, pattems of land use and man
agement, and social and economic responses. 

18.3.3.1. Modes of Climatic Impact upon 
A g r i c u l t u r a l Productivity 

Global warming would alter regional temperature and rainfall. 
Changes in these two major influences on agriculture, and con
sequent reductions in soil moisture, could impair the growth of 
many crops. Increases in the intensity of rainfall in some regions 
would exacerbate soil erosion. The net global impact of these cli
mate-related changes upon food production is highly uncertain 
(Reilly, 1994). Although the IPCC assessment is uncertain about 
the overall impact, it foresees productivity gains and losses in 
different regions of the world (see Chapter 13). While produc
tivity may increase initially, longer-term adaptations to sustained 
climate change would be less likely because of the limitations of 
plant physiology (Woodward, 1987). 

Climate change also could affect agriculture by long-term 
changes in agroecosystems, by an increased frequency and 
severity of extreme events, and by altered pattems of plant dis
eases and pest infestations (e.g., Fartow, 1991; Sutherst, 1991). 
Debate persists over whether enrichment of the atmosphere with 
carbon dioxide will have a "fertihzation effect" (Idso, 1990b; 
Bazzar and Fajer, 1992; Komer, 1993). Experiments consistent
ly indicate that C3 plants (e.g., wheat, soya beans, rice, and pota
toes) would respond more positively than C4 plants (e.g., millet, 
sorghum, and maize), which would be unaffected (see Chapter 
13). This effect may be temperature-dependent (Vloedbeld and 
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Leemans, 1993). Such influences on the climatically optimal 
mix of crop species would disturb patterns of traditional agricul
ture in some regions. 

18.3.3.2. Impacts upon Food Supplies, Costs, 
and the Risk of Hunger 

Since chmate change may threaten food security in poorer 
countries within the semi-arid and humid tropics (Rosenzweig 
et a l . , 1993; see also Chapter 13), poorer countries, already 
struggling with large and growing populations and marginal 
climatic conditions, would be particularly vulnerable to food 
shortages, malnutrition, and demographic disruption. In such 
countries, there is minimal capacity for adaptive change 
(Leemans, 1992). Already in Africa, more than 100 million 
people are "food insecure," many of them in the arid Sahel 
region. The cost of food on world markets would increase if 
crop production declined in the world's mid-latitude breadbas
ket regions. The large minority of the world population that 
already suffers from malnutrition would then face an increased 
threat to health from agricultural failure and rising food costs. 
A recent analysis predicts an extra 40-300 million people at 
risk of hunger in die year 2060 because of the impact of climate 
change, on top of a predicted 640 million people at risk of 
hunger by that date in the absence of climate change 
(Rosenzweig ei a/., 1993). 

18.3.3.3. Impacts of Climate Change o n 
Non-Cereal Food Production 

Chmate change may influence the production of noncrop food 
supplies, including animal productivity. For example, the U.S. 
Environmental Protection Agency has identified several infec
tious diseases—such as the horn fly in beef and dairy cattle and 
insect-borne anaplasmosis infection in sheep and cattle—that 
could increase in prevalence in response to climate changes 
(Rosenzweig and Daniel, 1989). An increase in temperature 
and temperature extremes also could affect the growth and 
health of farm animals (Furquay, 1989); young animals are 
much less tolerant of temperature variation than are adult ani
mals (Blanca, 1976). 

Changes in ocean temperatures and currents could affect tiie 
base of the marine food web and alter the distiibution, migra
tion, and productivity of fish species, a major source of protein 
for many human populations (Glantz, 1992). Increased soil ero
sion from intensified rainfall raises the turbidity of lakes and 
rivers, reducing photosynthesis and therefore fish nutrition. As 
in agriculture, chmate change may contribute to the decline of 
some fisheries and the expansion of others (see Chapter 16). 

18.3.4. Health Impacts of Sea-Level Rise 

Each of the vast changes in sea level tiiat have occurred during 
the past million years, before and after ice ages, typically took 

many thousands of years. The predicted rise of around half a 
meter over the next century (see Chapter 7, Changes in Sea Level, 
of the IPCC Working Group I volume) would be much faster than 
anything experienced by human populations since settled agrari
an living began. Such a rise would inundate much of the world's 
lowlands, damage coastal cropland, and displace milhons of per
sons from coastal and small island communities (see Chapter 12). 

Much of coastal Bangladesh and Egypt's heavily populated Nile 
Delta would be flooded. Some low-lying, small island states 
such as the Maldives and Vanuatu would be at risk of partial 
immersion, and many other low-lying coastal regions (for exam
ple, eastern England, parts of Indonesia, the Florida Everglades, 
parts of the northeast coast of Latin America) would be vulnera
ble. The displacement of inundated communities—^particularly 
those with limited economic, technical, and social resources— 
would greatly increase the risks of various infectious, psycho
logical, and other adverse health consequences. 

Sea-level rise could have a number of other effects, of varying 
directness, upon public health. In some locations, it could dis
rupt stormwater drainage and sewage disposal. Poverty and the 
absence of social infrastiiicture would compound the health 
consequences of storm damage, disruption of sanitation, and 
displacement of coastal dwellers. In many places, industtial 
and agricultural depletion of groundwater already are causing 
land subsidence, thus decreasing the threshold for impact. 
Meanwhile, widespread damage to coral reefs is reducing their 
capacity to buffer shorelines. Rising seas also would cause salt
water to encroach upon freshwater supplies from estuarine and 
tidal areas. Some changes in the distribution of infectious dis
ease vectors could occur (e.g.. Anopheles s u n d a i c u s , a saltwa
ter vector of malaria). 

18.3.5. Climate and A i r Pollution: Impacts on 
Respiratory and Other Health Disorders 

The incidence of respiratory disorders—many of which are 
caused primarily by dusts, noxious gases, allergic reactions, or 
infections—may be modulated by climate change. Some of 
these modulatory effects may occur via extreme temperatures 
or amplification of pollutant levels. Rapid changes in air mass
es associated with frontal passages may alter the intensity of 
respiratory illnesses (Ayres, 1990). People with chronic 
obstructive pulmonary disease (bronchitis and emphysema) 
often experience exacerbation during winter. 

Seasonal allergic disorders would be affected by changes in the 
production of pollen and other biotic allergens; plant aeroaller-
gens are very sensitive to cUmate (Emberlin, 1994). Changes in 
pollen production would principally reflect changes in the nat
ural and agriculturally managed distribution of many plant 
species—for example, birch trees, grasses, various crops (e.g., 
oilseed rape, sunflowers), and ragweed species. Hay fever (aller
gic rhinitis) increases seasonally and may reflect the impact of 
pollen release. The seasonal distribution and tiie causation/ 
exacerbation of asthma is more complex. It peaks in the pollen 
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season and increases again later in the year in temperate cli
mates; in the tropics, asthma occurs more frequently in the wet 
season (LAIA, 1993; L a n c e t , 1985). In many asthmatic indi
viduals, aspects of weather can exacerbate bronchial hyperre-
sponsiveness. For example, the passage of a cold front fol
lowed by strong high pressure was found to be associated with 
unusually high number of asthma admission days in two U.S. 
cities (Goldstein, 1980). Sandstorms in Kansas (USA) and the 
Sudan have been accompanied by increases in bronchitis and 
asthma (Ayres, 1990). 

It is well established that exposure to air pollutants, individu
ally and in combinations, has serious public health conse
quences. For example, exposure to ozone has been shown to 
exacerbate asthma and impair lung function in children and the 
elderiy (Beckett, 1991; Schwartz, 1994), and both chronic and 
acute exposures to fine particles are a cause of excess deaths 
(Dockery et a l , 1993; Pope et a l , 1995; Schwartz, 1994) even 
at exposures below prevailing air-quality standards. Since the 
combustion of fossil fuels is a major source of both carbon 
dioxide (a major greenhouse gas) and various air pollutants, 
climate change can be expected to entail more frequent occa
sions that combine very hot weather with increases in air-pol
lutant concentrations. In urban environments, the weather con
ditions that characterize oppressive air masses (see Section 
18.2.1) also enhance the concentrations of air pollutants 
(Seinfeld, 1986); conditions of low wind speed and high 
humidity occur periodically in which neither heat nor air pol
lutants are rapidly dispersed. Further, increases in temperature 
or in ultraviolet irradiation of the lower atmosphere enhance 
the chemical reactions that produce secondary photochemical 
oxidant pollutants such as tropospheric ozone (Akimoto et a l , 
1993; de Leeuw and Leyssius, 1991; Chamiedes et a l , 1994). 

In many urban settings, studies have shown that daily mortality 
from cardiovascular and respiratory diseases is a combined 
function of temperature and air pollutant concentrations. This 
combination of exposures is also likely to have interactive 
impacts on health. Indeed, some epidemiological evidence indi
cates a synergy (a positive interaction) between stressful weath
er and various ah pollutants, especially particulates, upon mor
tality (e.g., Shumway et a l , 1988; Katsouyanni et a l , 1993; 
Shumway and Azari, 1992). The net effect on morbidity/mor
tality therefore would be greater than anticipated from prior 
estimates of the separate effects of weather and pollutants. 

18.4. Stratospheric Ozone Depletion and Ultraviolet 
Radiation: Impacts on Health 

Stratospheric ozone depletion is a quite distinct process 
from accumulation of greenhouse gases in the lower atmos
phere (troposphere). Depletion of stratospheric ozone has 
recently occurred in both hemispheres, from polar regions 
to mid-latitudes (Kerr and McElroy, 1993; see also IPCC 
Working Group I volume). The major cause of this ongoing 
depletion is human-made gases, especially the halocarbons 
(UNEP, 1994). 

The problem can be considered alongside climate change for 
three reasons: (1) several of the greenhouse gases (especially 
the chlorofluorocarbons) also damage stratospheric ozone; (2) 
altered temperature in the troposphere may influence stratos
pheric temperature and chemistry (Rind and Lacis, 1993); and 
(3) absoфtion of solar radiation by stratospheric ozone influ
ences the heat budget in the lower atmosphere (see also IPCC 
Working Group I volume). 

Stratospheric ozone absorbs part of the sun's incoming ultra
violet radiation (UVR), including much of the UV-B and all of 
the highest-energy UV-C. Sustained exposure to UV-B radia
tion is harmful to humans and many other organisms (UNEP, 
1994). It can damage the genetic (DNA) material of living 
cells and can induce skin cancers in experimental animals. 
UV-B is implicated in the causation of human skin cancer and 
lesions of the conjunctiva, cornea, and lens; it may also impair 
the body's immune system (Jeevan and Kripke, 1993; 
Armstrong, 1994; UNEP, 1994). 

1 8 . 4 . L Skin Cancers 

Solar radiation has been consistently implicated in the causa
tion of nonmelanocytic and melanocytic skin cancers in fair-
skinned humans (IARC, 1992; WHO, 1994b). 

Nonmelanocytic skin cancers (NMSCs) comprise basal cell 
carcinoma (BCC) and squamous cell carcinoma (SCC). The 
incidence rates, especially of squamous cell carcinoma, corre
late with cumulative lifetime exposure to solar radiation 
(lARC, 1992; Kricker et a l , 1995). Studies of the action spec
trum (i.e., the relative biological effect of different wave
lengths) for skin carcinogenesis in mice indicate that the UV-B 
band is primarily responsible for NMSC (Tyrrell, 1994). 
Malignant melanoma arises from the pigment-producing cells 
(melanocytes) of the skin. Although solar radiation is substan
tially involved in melanoma causation (IARC, 1992; 
Armstrong and Kricker, 1993), the relationship is less straight
forward than for NMSC; exposure in early life appears to be a 
major source of increased risk. The marked increases in inci
dence of melanoma in Westem populations over the past two 
decades (Coleman et a l , 1993) probably reflect increases in 
personal exposure to solar radiation due to changes in pattems 
of recreation, clothing, and occupation (Armstrong and 
Kricker, 1994). 

The UN Environment Programme predicts that an average 
10% loss of ozone (such as occurred at middle-to-high lati
tudes over the past decade), if sustained globally over several 
decades, would cause approximately 250,000 additional cases 
of NMSC woridwide each year (UNER 1994). This prediction 
assumes that a 1% depletion of stratospheric ozone results in a 
2.0% (±0.5%) increase in NMSC incidence (80% of which are 
BCC). Another estimation of this "amplification factor" gives 
a figure of 2.25% (Slaper et a l , 1992; den Elzen, 1994). At 
higher geographic resolution, Madronich and de Gmijl (1993) 
predict that persistence of the ozone losses of the 1979-92 
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period for several decades would cause the incidence of BCC 
to increase by 1-2% at low latitude (5°), 3-5% at 15-25°, 
8-12% at 35^5°, and, at 55-65°, by 13-15% in the northern 
hemisphere and 20-30% in the south. They estimate that the 
percentage increases for SCC would be approximately double 
those for BCC. 

18.4.2. Cataracts and Other D a m a g e to the Eye 

The external epithelial (keratotic) layer of the eye, comprising 
cornea and conjunctiva, absorbs virtually all UVR of less than 
290 nm wavelength. Corneal photokeratitis, pterygium (a 
growth of the conjunctival epithelium), and climatic droplet 
keratopathy are thought to be UVR-related (Taylor et a l , 1989; 
Gray et a l , 1992; WHO, 1994b). Inside the eye, the lens 
absorbs much of the residual UVR, and tiiis absorbed radiation 
may cause cataracts (Taylor et a l , 1988; Dahlback et a l , 1989; 
West et a l , 1989; WHO, 1994b). 

Cataracts (lens opacities) are independent of skin pigmentation 
(unlike skin cancer). They occur predominantly in old age and 
cause more than half of the world's estimated 25-35 million 
cases of blindness (Harding, 1991). In Western countries, 
5-10% of people aged over 65 have cataracts (Klein et a l , 
1992). The prevalence often is much higher among elderly, 
malnourished persons in poor countries, where micronutrient 
deficiencies and the metabolic consequences of severe diar
rheal episodes may contribute to cataract formation (Harding, 
1992). Scientific debate persists over the extent of the influ
ence of UV-B upon cataract formation (Dohn, 1994; WHO, 
1994b); some epidemiological studies have found clear-cut 
positive results, but others have not. The relationship is most 
evident for cortical and posterior subcapsular cataracts but less 
so for the more commonly occurring nuclear cataracts. 

Ocular photodamage by UVR is enhanced by certain clinical 
drugs used in photochemical therapy that can cause photosensitiz
ing reactions (Lerman, 1988). Various other photosensitizing med
ications would render individuals generally more susceptible to 
adverse health effects from increased exposure to UVR; these 
medications include psoralens, thiazides, phenothiazines, barbitu
rates, allopurinol, and retinóle acid compounds (Lerman, 1986). 

18.4.3. Alteration of Immune Function 

Human and animal evidence indicates tiiat UV-B irradiation of 
skin at quite modest levels causes local and, probably, systemic 
suppression of immunity (Morison, 1989; Noonan and DeFabo, 
1990; Jeevan and Kripke, 1993). Most of the evidence is for 
local irmnunosuppression, in which the skin's contact hyper
sensitivity response is impaired (Giannini, 1986; Yoshikawa et 
a l , 1990; UNEP, 1994). UV-B exposure dishirbs tiie function of 
the skin's Langerhan cells and stimulates tiie release of certain 
cytokines (messenger chemicals) that promote the activity of 
suppressor T lymphocytes, thus dampening the local immune 
system (UNEP 1994). 

Evidence for more generalized (i.e., systemic) suppression of 
immunity comes from studies in humans, which show that sun
light exposure increases the suppressor T cells in blood 
(Hersey et a l , 1983). Although there is evidence in humans of 
UV-induced changes in the profile of circulating immunologi
cally active lymphocytes for several days to weeks, the extent 
of systemic immune suppression involved remains uncertain 
(de Gruijl and van der Leun, 1993). Systemic suppression also 
occurs in UV-irradiated mice (Kripke, 1981; Jeevan and 
Kripke, 1990). 

Immune suppression would alter susceptibility to infectious 
diseases (Armstrong, 1994). Exposure to UV-B modifies vari
ous immunological reactions in mice that influence the patho
genesis of infectious diseases, such as those due to Herpes sim
p l e x viruses (Otani and Mori, 1987; Yasumoto et a l , 1987), 
leishmania (Gianinni, 1986; Giannini and DeFabo, 1989), can
dida (Denkins et a l , 1989), and mycobacteria (Jeevan and 
Kripke, 1989). The relevance of these findings for naturally 
occurring infectious diseases, and for vaccination efficacy, in 
humans remains unknown. UNEP (1994) concluded tiiat: "It 
will be very difficult to assess the role of UV-B radiation on 
natural infections in human populations. Based on current 
knowledge, we would predict that an effect of UV-B radiation 
would manifest as an increase in the severity or duration of dis
ease and not necessarily as an increase in disease incidence." 

18.4.4. Indirect Effects of Ozone Depletion 
upon Human Health 

An increase in UV-B irradiance is predicted to impair photo
synthesis on land and sea (UNEP, 1994). Although the magni
tude is uncertain, and may well not be large, there would be at 
least a marginal reduction in crop yields (Worrest and Grant, 
1989) and in the photosynthetic production of biomass by 
marine phytoplankton, tiie basis of the aquatic food chain 
(Smith and Baker, 1989; Smith et a l , 1992). Thus, adverse 
effects of UV-B upon photosynthesis would, to some extent, 
reduce global food production. 

18.5. Options for Adaptation 

Various adaptation sttategies are possible to reduce the impacts 
of climate change on human health. Such adaptation could be 
developed at the population or individual level. The feasibility 
of adaptation would be consttained for many of the world's 
populations by a lack of local resources. 

At the population level, environmental management of ecosys
tems (e.g., freshwater resources, wetiands, and agricultural 
areas sensitive to invasion by vectors), public health surveil
lance'and control programs (especially for infectious diseases), 
and introduction of protective technologies (e.g., insulated 
buildings, air conditioning, stiengthened sea defences, disaster 
warning systems) would be important. Improved primary 
health care for vulnerable populations could play a significant 
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role in reducing a range of health impacts, including some 
vector-borne and other communicable diseases, and the 
effects of extreme events. One example is extension of vacci
nation coverage, although no suitable vaccines exist for some 
of the diseases most sensitive to climate change (e.g., dengue 
and schistosomiasis) or for many of the newly emerging 
infections. 

At the individual level, people should be encouraged to 
refrain from or to limit dangerous exposures (e.g., by use of 
domestic cooling, protective clothing, mosquito nets). Such 
behavioral responses could complement any physiological 
adaptation that might occur spontaneously through acclima
tization (to heat stress) or acquired immunity (to infectious 
diseases). 

In view of limitations to the forecasting of health impacts at 
this stage of our knowledge, an important and practical form of 
adaptation would be to improve large-scale monitoring and 
surveillance systems, especially for vulnerable populations and 
areas. Recently initiated efforts to observe and monitor aspects 
of the Earth's envkonment and ecosystems in relation to cli
mate change now should incorporate health-related monitoring 
(Haines et a l , 1993). Advances in climate forecasting and in 
the regional integration of ecological and health monitoring 
(including local vulnerability factors) will facilitate develop
ment of early-warning systems. 

Finally, if health impacts of climate change are probable and 
serious, then the only effective long-term basis for mitigation 
lies in primary prevention at the societal level. This would 
require acceptance of the Precautionary Principle as the foun
dation of policy response. This, in turn, would suggest some 
fundamental, and therefore difficult, reorientations of social, 
economic, and political priorities. Meanwhile, care must be 
taken that altemative technologies do not introduce new 
health hazards. 

18.6. Research Needs 

• Development and validation of integrated mathemat
ical models for the prediction of health impacts. 
Such models must draw on multiple scientific disci
plines and should take maximal account of regional 
and local influences on the effects being modeled 
and on their interaction with other environmental 
stresses. 

• Identification and analysis of current or recent set
tings in which the health impacts of local or regional 
climate changes (occurring for whatever reason) can 
be studied. The apparent recent changeable pattems of 
infectious diseases around the world may afford good 
opportunities for clarifying and quantifying the influ
ences of chmatic factors. 

• Incorporation of health-related measurements in glob
al, regional, and local monitoring activities. This 
would enhance the early detection of shifts in health 

risks, the evaluation of altemative indices for moni
toring health (including the use of sensitive species as 
bioindicators), and the opportunity to detect and/or 
examine previously unsuspected or undocumented 
envkonment-health relationships. 

• Some specific research needs include; 
- Comparison of impacts of heat waves in urban 

and mral populations, to clarify the relative 
importance of thermal stress and air pollutants 

- Examination of the 1п1еф1ау between climatic 
impacts on forests and other terrestrial ecosystems 
on the range and dynamics of vector-bome disease 

- Study of factors influencing population vulnera
bility to climate change. 

18.7. Concluding Remarks 

Forecasting the health impacts of global climate change 
entails unavoidable uncertainty and complexity. Human popu
lations vary greatly in their vulnerability to climate changes 
and in their resources for protection and mitigation. Likewise, 
the responses of infectious disease vectors to changes in cli
mate depend greatly on other concomitant environmental 
stresses and the adequacy of control measures and health care 
systems. Meanwhile, population health status continues to be 
influenced by a rich mix of cultural and socioeconomic fac
tors. Hence, assessing the health impact of climate change 
requires a systems-based modeling approach that integrates 
information about climatic factors, other environmental 
stresses, ecological processes, and social-economic-political 
inputs and responses. 

Alongside the need for improved health impact assessment 
capability is a precautionary need to develop global, region
al, and local monitoring systems for the early detection of 
climate-induced changes in human health. There have, 
indeed, been various recent events that, plausibly, might be 
early signals of such change. The increased heat-related 
deaths in India in 1995; the changes in geographic range of 
some vector-borne diseases; the coastal spread of cholera: 
Could these be early indications of shifts in population 
health risk in response to aspects of climate change? Of 
course, it is not possible to attribute particular, isolated 
events to a change in climate or weather pattern; other plau
sible explanations exist for each of them, and a number of 
different factors may combine to produce each event. 
However, it is important that we begin to assess patterns of 
change in the various indices of human health that will pro
vide early insight and will assist further the development of 
predictive modeling. 

There is thus a clear need for enhanced research and monitor
ing activities. This need reflects the assessment that the poten
tial health impacts of chmate change, particularly if sustained 
in the longer term and if generally adverse, could be a serious 
consequence of the ongoing anthropogenic changes in the 
composition of Earth's atmosphere. 
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EXECUTIVE SUMMARY 

This review focuses on energy supply options that can sharply 
reduce greenhouse gas (GHG) emissions while providmg needed 
energy services. By the year 21(Ю, the world's commercial ener
gy system will be replaced at least twice, which offers opportuni
ties to change the present energy system m step with the normal 
timmg of the correspondmg investments, using emerging tech
nologies m environmentally sound ways. Therefore, this assess
ment focuses on die performance of these emerging technologies. 

Since the preparation of the IPCC 1990 Assessment Report, 
there have been some significant advances in the understanding 
of modem technology and technological innovations relating to 
energy systems that can reduce GHG emissions. Examples of 
such technologies are found, inter a l i a , in gas turbine technolo
gy; coal and biomass gasification technology; production of 
transportation fuels from biomass; wind energy utilization; 
electricity generation with photovoltaic and solar thermal elec
tric technologies; approaches to handling intermittent genera
tion of electricity; fuel cells for transportation and power gener
ation; nuclear energy; carbon dioxide (COj) sequestering; and 
hydrogen as a major new energy carrier, produced fkst from 
natural gas and later from biomass, coal, and electrolysis. 

In the energy supply sector, we conclude with a high degree of 
confidence that GHG emissions reductions can be achieved 
through technology options in the following areas (which have 
been ordered according to type of measure rather than priority): 

• More efficient conversion of fossil fuels: New tech
nology offers considerably increased conversion effi
ciencies. For example, the efficiency of power pro
duction can be increased from the present world aver
age of about 30% to more than 60% in the longer 
term. Also, the use of combined heat and power pro
duction replacing separate production of power and 
heat—whether for process heat or space heating— 
offers a significant rise in fuel conversion efficiency. 

• Switcliing to low-carlran fossil fuels and suppressing 
emissions: Switchmg from coal to oil or natural gas, and 
from oil to паШга1 gas, can reduce emissions. Natural gas 
has the lowest COj emissions per unit of energy of all 
fossil fuels at -14 kg/GJ, compared to oil with -20 kg/GJ 
and coal with -25 kg/GJ. The lower carbon-containmg 
fuels can, m general, be converted with higher efficien
cy than coal. Large resources of natural gas exist in many 
areas. New, low capital cost, highly efficient, combmed-
cycle technology has reduced electricity costs consider
ably in many areas. Natural gas could potentially replace 
oil in the ttansportation sector. Approaches exist to 
reduce emissions of methane from natural gas pipelmes 
and emissions of methane and/or CO2 from oü and gas 
wells and coal mines. 

• Decarbonization of flue gases and fuels, and CO2 
storage: The removal and storage of CO2 from fossil 
fuel power-station stack gases is feasible, but reduces 
the conversion efficiency and significantly increases 
the production cost of electricity. Another approach to 
decarbonization uses fossil fuel feedstocks to make 
hydrogen-rich fuels. Both approaches generate a 
byproduct stream of CO2 that could be stored, for 
example, in depleted natural gas fields. The future 
availability of conversion technologies such as fuel 
cells that can efficiently use hydrogen would increase 
the relative attractiveness of the latter approach. For 
some longer-term C O 2 storage options, the costs and 
environmental effects and their efficacy remain large
ly unknown. 

• Increasing the use of nuclear energy: Nuclear ener
gy could replace baseload fossil fuel electricity gen
eration in many parts of the world, if generally 
acceptable responses can be found to concems such 
as reactor safety, radioactive-waste transport and dis
posal, and proliferation. 

• Increasing the use of renewable sources of energy: 
Solar, biomass, wind, hydro, and geothermal technolo
gies already are widely used. In 1990, renewable 
sources of energy contributed about 20% of the world's 
primary energy consumption, most of it fiielwood and 
hydropower. Technological advances offer new oppor
tunities and declming costs for energy from these 
sources. In the longer term, renewable sources of ener
gy could meet a major part of the world's demand for 
energy. Power systems can easily acconmiodate hmited 
fractions of mtermittent generation, and with the addi
tion of fast-responding backup and storage units, also 
higher fractions. Where biomass is sustainably regrown 
and used to displace fossil fuels in energy production, 
net CO2 emissions are avoided, as the CO2 released in 
energy conversion is again fixed in biomass through 
photosynthesis. If the development of biomass energy 
can be carried out in ways that effectively address con
cems about other envkoimiental issues and competition 
with other land uses, biomass could make major contri
butions in both electticity and fuels markets. 

In addition to climate change concems, there are several con
cems of an immediate nature that could be addressed by the 
energy supply options discussed here (except carbon sequester
ing); for example, modem renewable sources of energy are often 
beneficial for local and regional envkonmental problems (e.g., 
urban ah pollution, indoor ak pollution, and acid rain) and for 
some technologies (especially biomass), rural income and 
employment generation, and land restoration and preservation. 
These energy supply options can be pursued to varying degrees 



witMn the limits of sustainable development criteria, which may 
however Umit the exploitation of their full technical potential. 

A wide range of modular renewable and other emission-reducing 
technologies are good candidates for cost-cutting through innova
tion and experience. For such technologies, the cost of the needed 
research, development, and demonstration (RD&D) and commer-
ciahzation support is relatively modest (High Confidence). 

Some technology options—for example, combined-cycle power 
generation—would penetrate the current marketplace. To realize 
other options, governments would have to take integrated 
action— b̂y improving market efficiency (e.g., by eliminating 
permanent subsidies for energy), by finding new ways to inter-
naUze external costs, by accelerating RD&D on low- and zero-
CO2 emitting technologies, and by providing temporary incen
tives for early market development for these technologies as they 
approach commercial readiness. It is concluded with high confi
dence that the availability, cost, and penetiation of technology 
options will sttongly depend on such government action. 

To assess the potential impact of combinations of individual mea
sures at the energy system level, in contrast to the level of indi
vidual technologies, variants of a low C02-emitting energy sup
ply system (LESS) are described. The LESS constructions are 
"thought experiments" exploring possible global energy systems. 

The following assumptions were made: World population grows 
from 5.3 bUUon in 1990 to 9.5 billion by 2050 and 10.5 billion by 
2100. GDP grows 7-fold by 2050 (5-fold and 14-fold in industii-
alized and developing countries, respectively) and 24-fold by 
2100 (13-fold and 69-fold in industiialized and developing coun
tries, respectively), relative to 1990. Because of emphasis on 
energy efficiency, primary energy rises much more slowly than 
GDP. The energy supply constinctions were made to meet ener
gy demand in (i) projections developed for the IPCC's First 
Assessment Report (1990) in a low energy demand variant, 
where global primary commercial energy use approximately dou
bles, with no net change for industrialized countries but a 4.4-fold 
increase for developing countiies from 1990 to 2100; and (ii) a 
higher energy demand variant, based on the IPCC IS92a scenario 
where energy demand quadruples from 1990 to 2100. The ener
gy demand levels of tiie LESS constructions are consistent witii 
the energy demand mitigation chapters in this volume. 

The analysis of the alternative LESS variants leads to the fol
lowing conclusions: 

• Deep reductions of COj emissions from energy sup
ply systems are technically possible within 50 to 100 
years, using alternative strategies. 

• Many combinations of the options identified in this 
assessment could reduce global CO2 emissions from 
fossil fuels from about 6 Gt С in 1990 to about 4 Gt С 
pet year by 2050, and to about 2 Gt С per year by 
2100. Cumulative CO2 emissions, from 1990 to 2100, 
would range from about 450 to about 470 Gt С in the 
alternative LESS constructions. 

• Higher energy efficiency is underscored for achieving 
deep reductions in CO2 emissions, for increasing the 
flexibiHty of supply-side combinations, and for reduc
ing overall energy system costs. 

• Interregional trade in energy grows in the LESS con
structions compared to today's levels, expanding sus
tainable development options for Africa, Latin 
America, and the Middle East during the next century. 

Costs for energy services in each LESS variant relative to costs 
for conventional energy depend on relative future energy 
prices, which are uncertain within a wide range, and on the per
formance and cost characteristics assumed for alternative tech
nologies. However, within the wide range of future energy 
prices, one or more of the variants would plausibly be capable 
of providing the demanded energy services at estimated costs 
that are approximately the same as estimated future costs for 
current conventional energy. It is not possible to identify a 
least-cost future energy system for the longer term, as the rela
tive costs of options depend on resource constraints and tech
nological opportunities that are imperfectly known, and on 
actions by governments and the private sector. 

The literature provides strong support for tiie feasibility of 
achieving the performance and cost characteristics assumed for 
energy technologies in the LESS constructions, within the next 
1 or 2 decades, although it is impossible to be certain until the 
research and development is complete and the technologies 
have been tested in the market. Moreover, these performance 
and cost characteristics cannot be achieved without a strong and 
sustained investment in R&D. Many of the technologies being 
developed would need initial support to enter the market, and to 
reach sufficient volume to lower costs to become competitive. 

Market penetiation and continued acceptability of different tech
nologies ultimately depend on their relative cost, performance 
(including environmental performance), institutional arrange
ments, and regulations and policies. Because costs vary by loca
tion and application, the wide variety of circumstances creates 
initial opportunities for new technologies to enter the market. 
Deeper understanding of the opportunities for emissions reduc
tions would require more detailed analysis of promising clusters 
of options, taking into account local conditions. 

Because of the large number of options, there is flexibility as 
to how the energy supply system could evolve, and paths of 
energy system development could be influenced by considera
tions otiier than climate change, including political, environ
mental (especially indoor and urban air pollution, acidification, 
and need for land restoration), and socioeconomic circum
stances. Actual strategies for achieving deep reductions might 
combine elements from alternative LESS constructions. 
Moreover, there may well be other plausible technological 
paths that could lead to comparable reductions in emissions. 
More work is required to provide a comprehensive under
standing of the prospects for and implications of alternative 
global energy supply systems that would lead to deep reduc
tions in C O 2 emissions. 
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19.1. Introduction 

The world energy supply system is huge, and many of the 
installations have economic lifetimes measured in decades. 
Annual worldwide investments are on the order of $150 bil
lion. This means that changes will take considerable time to 
implement. However, within a period of 50-100 years, the 
entire energy supply system will be replaced at least twice. 
New investments to replace an old plant or to expand capac
ity are opportunities to adopt technologies that are more 
environmentally desirable at low incremental cost. 
Significant reductions in GHG emissions will not be 
achieved by a few scattered improvements. New technology 
must become characteristic for all new investments in order 
to reduce net carbon emissions significantly. The technolo
gies discussed in this chapter are relevant worldwide and 
may be introduced more quickly in countries with rapid eco
nomic growth than in other countries. 

This chapter identifies and assesses energy supply options 
that can reduce net GHG emissions. However, it does not 
attempt a comprehensive analysis of all options available 
for energy system development. There are many ways to 
reduce emissions. Some are cost-effective now; others will 
become cost-effective within the next decades; and some 
options may never be cost-effective, even with massive gov
ernment support for RD&D and market introduction. 
Market penetration of different energy sources ultimately 
depends on the relative costs of fossil and alternative ener
gy forms, as well as other attributes such as abundance, 
accessibility, institutional arrangements, and regulations 
and policies that address climate change and other issues. 
Because costs vary by location and application, the wide 
variety of circumstances creates initial opportunities for 
new technologies to enter the market. Deeper understanding 
of the opportunities for emissions reductions would require 
more detailed analysis of options, taking into account local 
conditions. Box 19-1 provides the conventions used 
throughout this chapter. 

19.2. Options to Reduce Greenhouse Gas Emissions 

Options to reduce GHG emissions from the energy supply sys
tem include improved efficiency in the use of fossil fuels; sup
pression of GHG emissions; switching to low-carbon fossil 
fuels; decarbonization of fuels and flue gases, and C O 2 storage 
and sequestering; and switching to nuclear energy and renew
able sources of energy. 

19.2.1. More Efficient Conversion of Fossil Fuels 
to Power and Heat 

In this section, technologies for conversion of fossil fuels into 
heat and electricity—including advanced power-generation 
technologies, gasification, fuel cells, cogeneration, and the 
direct use of coal—are discussed. 

19.2.1.1. Efficient P o w e r Generation 

Large-scale fossil fuel-fired power plants generate power in a 
steam turbine, a gas turbine, or a combination of the two as a 
combined cycle. The global average efficiency of fossil-fueled 
power generation is about 30%, and about 35% in the 
Organisation for Economic Cooperation and Development 
(OECD) countries (based on higher heating values, HHV). At 
a current efficiency of 40%, an increase of 1 percentage point 
in the efficiency of power generation results in a 2.5% reduc
tion of CO2 emissions. Figure 19-1 shows the impact of 
changes in technology and fuels on emissions (Mills et a l , 
1991). The figure shows that changes in technology can 
reduce specific emissions by half and changes in fuel by 
another half, yielding emissions about one-quarter of initial 
levels. 

Environmental and economic concerns have led to major 
development programs in various countries, in which 
state-of-the-art, higher-efficiency, combined-cycle, gas-fired 
stations and coal-fired units operating with supercritical steam 
cycles have been installed. Such considerations also have led 
to other major development programs—such as Pressurized 
Fluidized Bed Combustion (PFBC) and Integrated Gasification 
Combined Cycles (IGCC) for coal, residual oil, and biomass 
power generation, which should be commercially available 

Box 19-1. Conventions Used 

Unless otherwise stated: 

Costs are presented in 1990 U.S. dollars and calculat
ed as direct costs on a life-cycle basis, neglecting 
taxes and assuming a 6% discount rate. Wherever 
practical, costs are provided for altemative discount 
rates. Costs for mitigating external effects are includ
ed only to the extent required to satisfy existing regu
lations. There is wide variation in the extent to which 
extemal costs have been included in market prices 
through regulation and/or taxation. 

Energy balances are calculated on a life-cycle basis. 

Emissions of greenhouse gases [grams of carbon (C) 
in C O 2 or grams of methane (CH4)] refer to emissions 
at the point of use (direct emissions). 

The SI system of units is used. Weights also are 
given in metric tons (t). 

Heating values. Energy contents of fuels are based 
on higher heating values (HHV). 
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reduction could be achieved with state-of-the-art or near-com
mercialized technology at little technical risk. Major develop
ments in these areas are being actively pursued in a number of 
countries. 

Further opportunities are provided by advanced gas turbines. 
Higher turbine inlet temperatures have become possible 
through the development of new materials and improved cool
ing systems, offering improved efficiency in power generation. 
Research efforts are concentrated mainly on improved air cool
ing of the hot gas path of the turbine; new materials (ceramics, 
composites, and superalloys); and more efficient air cooling 
systems (Williams and Larson, 1989). 

Advanced cycles, in general, couple a higher-temperature 
thermodynamic cycle to a lower-temperature cycle to 
increase efficiency. The most important application is the use 
of the hot exhaust gases from a gas turbine to raise steam for 

a steam turbine. Major characteristics of the combined cycle 
are summarized as follows: 

• High efficiency: The most efficient units now on the 
market achieve 52% efficiency (net, generator termi
nals), and 54-55% is expected in the next few years. 

• Low investment costs: Approximately 30% less than 
for a conventional steam power plant 

• Good operating flexibility: Power generation may be 
adjusted to demand changes relatively easily. 

• Short installation time: Operation approximately 
one year after order, making capacity expansion in 
small steps possible 

• Low environmental impact: In particular, very low 
emission levels of NO^ 

• High power-to-heat ratio in a combined heat and 
power production: This means that a larger fraction 
of the energy is produced as more valuable electricity. 

Table 19-1: C h a r a c t e r i s t i c s of some systems f o r f o s s i l fuel-based power g e n e r a t i o n under E u r o p e a n c o n d i t i o n s . 

Coal Coal Coal Coal Natural Gas Natural Gas 

Typical with Supercritical IGCC Combined 
de-SO^ and with de-SO^ with CO2 Combined Cycle with 

Plant Type de-NO^ and de-NO^ IGCC Capture Cycle CO2 Capture 

Established Available Established Available 
Status Conventional Technology Demonstration Technology! Technology Technology 

Efficiency (%LHV)/ 40/38 45(47)/ 42(46)/ 36/34 52(55)/ 45/41 
(%HHV)2.3 43(45) 40(44) [34] 47(50) [44] 

Special Investment 1300 1740 1800 2995 750 1420 
Cost ($/kW)4 

Cost of Electricity (0/kWh) 
@ Discount Factor (%) 6 10 6 10 6 10 6 10 6 10 6 10 

Fuel Price Level A^ 3.9 4.6 4.1 5.1 4.2 5.2 4.9 6.5 2.4 2.8 4.1 4.9 
Fuel Price Level 4.6 5.3 4.7 5.7 4.8 5.8 5.6 7.2 3.8 4.2 5.8 6.6 
Fuel Price Level C? 5.0 5.7 5.1 6.1 5.2 6.2 6.1 7.7 4.4 4.8 6.5 7.3 

Cost of C O 2 Emission 70 260 
Reduction ($/t С Avoided)^ 

CO2 Emission (g C/kWh) 230 200 220 20 110 20 

Sources: Audus and Saroff, 1994; Summerfield et a l , 1994; Holland et a l , 1994. 
1 AU component parts of the technology are available, but have not been demonstrated at scale in this application. 
2 These are typical values for the power production plant and, where relevant, CO2 capture and disposal. Figures in brackets 
are LHV efficiencies on a fuU fuel-cycle basis. 

3 Higher figures in parentheses are for a weU-documented, state-of-the-art advanced plant. 
"̂ For 500-MW net units in mainland northern Europe (overnight build). 
5 Fuel price level A based on gas at 2.2 US$/GJ and coal at 1.2 US$/GJ. 
6 Fuel price level В based on gas at 4.5 US$/GJ and coal at 2.0 US$/GJ. 
7Fuel price level С based on gas at 5.5 US$/GJ and coal at 2.5 US$/GJ. 
^On gas-to-gas and coal-to-coal basis (i.e., not including fuel switching gain of coal to gas), using price level В and 10% discount rate. 
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Because of such prospects, fossil fuel-based thermal power sta
tions could have efficiencies of around 55% (HHV) on average 
before the middle of the 21st century. 

These advanced cycles require clean gaseous fuels, which has stim
ulated mterest m the production of such fuels from coal and oil. 

19.2.1.2. Gasification of Fossil Fuels f o r P o w e r Generation 

Gasification of coal and other heavy fossil fuels may be used, for 
example, to substitute for natural gas, to produce medium calorif
ic gas, or to produce synthetic gas for chemical production. 

Fuel flexibility often is cited as a major advantage of gasifiers. 
Gasifiers can be either air- or oxygen-blown. In the context of 
power generation, the relative merits of air- and oxygen-blown 
systems are far from clear. The penalty for producing the 
required oxygen from air in an oxygen plant is severe because 
this consumes about 10% of the power produced. On the other 
hand, the use of oxygen offers the possibility of COj sequester
ing and suppresses nitrogen oxides (N0^) (see Section 19.2.3). 

Although there are several proprietary gasifiers on the market 
that are well established in the chemical industry, they are only 
at the beginning of their development as far as power genera
tion is concerned. Development programs in progress should 
ensure that, by the year 2000, IGCC systems will be available. 
Major gasification development programs are underway in 
Europe, the United States, and Japan. 

To provide a sufficiently clean gas, a wide range of gas treatment 
processes are available from conventional chemical and gas-pro
cessing industiies. Many of these clean-up processes are capable 
of delivering a fuel gas with very low levels of undeshable con
stituents such as sulfur. IGCC systems, therefore, offer great 
potential to meet strict air pollutant emission limits. 

Maintaining the exit gases from the gasifier at their exit tem
perature—which is commonly in the range 800-l,000°C—dur
ing subsequent cleaning of the gas can contribute significantly 
to the increased efficiency of IGCC systems. This does not hold 
for systems in which CO2 is captured because they are based on 
shift conversion of the gas CO content to CO2, and this cannot 
be done at such high temperatures. Much technical effort is 
being applied in this area. Examples include the development of 
high-temperature dust-removal systems such as ceramic filters; 
dry desulfurization systems, such as zinc oxide-based adsor
bents; and sohd-based ammonia and alkali metal-removal sys
tems. All of these systems have yet to be demonstrated on a sig
nificant scale, although recent PFBC work with demonstra
tion-scale hot gas filters has been done in Sweden. 

19.2.1.3. Fuel Cells f o r P o w e r Generation 

Fuel cells convert chemical energy into electticity without first 
burning the fuel to produce heat. Fuel cell power systems are 

characterized by high thermodynamic efficiency and low levels of 
pollutant emissions. Almost all fuel cells currentiy developed for 
commercialization use pure hydrogen as the fuel. Generally this 
hnplies that a primary fuel— f̂or example, coal, natural gas, or bio
mass—fu-st has to be converted to a hydrogen-rich gas. Fuel-cell 
systems offer die possibility of small-scale as well as large-scale 
electricity production at a conversion efficiency from hydrogen 
ranging from 40-70% (LHV) and more than 80% m cogeneration 
(de Beer and Nieuwlaar, 1991). Different types of fuel cells are 
currentiy being investigated: the alkaline iuel cell (AFC), phos
phoric acid fuel ceU (PAFC), molten carbonate fuel cell (MCFC), 
solid oxide fuel cell (SOFC), and sohd polymer electtolyte fuel 
cell (SPEFC) (for an overview, see de Beer and Nieuwlaar, 1991). 

Much attention is being given to the development of fuel cells 
for large-scale power production (more than 200 MWJ, inte
grating fuel cells with steam turbmes or gas turbines. Key uncer
tainties are the limited fuel-cell lifetime and the relatively high 
cost of the high-temperature пде1-сеП systems. The environmen
tal performance of these systems probably is not much better 
than the performance of conventional power generation with 
additional cleaning technologies. Therefore, fuel-cell plants for 
large-scale power production will have severe competition from 
advanced IGCC and natural gas, combined-cycle power plants. 
This situation might change, however, when power production is 
combined with COj removal; a combined coal-gasifier/fuel-cell 
system facilitates such removal (Jànsen et a l . , 1994). 

Small-scale combined heat and power (CHP) production is the 
first market segment in which significant market penetration of 
fuel cell systems is expected. Widespread use would reduce the 
emission of pollutants significantiy. 

Ь the longer term, one can envisage centtahzed energy systems in 
which fossil fuels are converted and separated into hydrogen and 
CO2 (or carbon black). The latter could be stored; the former piped 
and utihzed for a variety of apphcations. Low-temperature fuel 
cells—such as AFC, SPEFC, and PAFC—are especially well-
suited for such configurations. Potential markets are CHP in resi
dential and commercial buildings that need low-temperature heat 
(higersoll, 1991; A.D. Littie, 1995; Dunnison and Wilson, 1994), 
as weU as ttansportation applications (see Section 19.2.6.4). 

19.2.1.4. Combined Heat and P o w e r Production 

CHP production offers a significant rise in fuel efficiency and 
therefore is of interest in connection with GHG mitigation. 
CHP has applications in the industrial, residential, and com
mercial sectors (lEA, 1993a). 

Combined production of heat and electricity is possible with all 
heat machines and fuels (including biomass and solar thermal) 
from a few kW-rated to large steam-condensing power plants. 
Heat-plus-power (first-law) efficiencies are typically 80-90%. 
CHP plants may have an added heat storage that allows the 
production plant to operate at optimum economy while still 
covering heat needs. Table 19-2 lists four typical examples of 
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Table 19-2: Energy balance and С emissions ofCHP p l a n t s and separate p o w e r and heat production. 

595 

Energy Balance (GJ) CO2 Emissions 
Power and Heat Power/Heat Fuel Reduction Reduction by 
Plant Technology Fuel Input̂  Output by Introducing CHP t С Introducing CHP2 

Large Coal-Fired 
CHP Plant 100 36/56 2.4 

Large Coal-Fired 
Power Plant plus 
Residential Gas Burner 80/59 36/56 28% 2.7 11% 

Large Coal-Fired 
Power Plant plus 
Residential Coal Burner 80/112 36/56 48% 3,5 31% 

Small Biomass-
Fueled CHP Plant 100 22/56 0 

Large Coal-Fired 
Power Plant plus 
Residential Gas Burner 49/59 22/56 7% 2,0 100% 

Small Gas Turbine 
CHP Plant 100 30/55 1.4 

Large Coal-Fired 
Power Plant plus 
Residential Gas Burner 60/58 30/55 15% 12 37% 

Medium-Sized Gas 
Engine CHP Plant 100 39/46 1.4 

Large Coal-Fired 
Power Plant plus 
Residential Gas Burner 78/48 39/46 21% 2.5 45% 

^Arbitrarily fixed reference level. 
2Some of the percentage reductions show the combined effect of CHP and fuel switching. 

CHP installations of various sizes, their power and heat produc
tion, and reductions in fuel use and CO2 emissions relative to 
appropriate alternatives for separate supply of heat and power 
(Olsen, 1993). Combined-cycle power and heat production pro
vides better thermodynamic performance than single cycles, 
even if first-law efficiencies are lower, because more electricity 
is produced. This electricity may in principle be used with heat 
pumps to generate more heat at a higher temperature. 

The employment of CHP is closely linked with the availability 
or development of district heating (DH) and/or cooling net
works and building heat and/or cooling distribution systems, as 
well as industrial heat loads. DH networks are energy trans
mission systems suited for the distribution of heat and/or cool
ing within areas with sufficiently high heat/cooling load densi
ties (Kalkum et a l , 1993; Rogner, 1993). Modem water-based 
heating and/or cooling transmission and distribution systems 
for cities have low losses, typically 10-15% (WEC, 1991). 

A prerequisite for DH is central heating systems in buildings. 
These are customary in most temperate and some subtropical 
regions. Central heating is most easily achieved if considered 
at the planning stage, along with electricity, water and sewage, 
telephone, and optical fiber lines. 

Today, widespread coverage by CHP exists in Denmark and 
Finland (WEC, 1991; Danish Energy Agency, 1993), and sub
stantial DH exists in Austria, Germany, the Netherlands, 
Poland, Russia, Sweden, and other countries. 

Fossil fuels, industrial wastes, and waste heat from processes 
are used widely in process industries to generate power and 
heat. The pulp and paper industry is the largest user of biomass 
energy through combustion of waste liquors and other wood 
waste. CHP has been utilized in other industries, but to much 
lesser extent. Now the situation is changing because of regu
latory changes (like the Public Utilities Regulatory Policy Act 
in the United States) and the good economy of cogeneration. 
Industrial heat demand often has some special characteristics, 
such as large and fast load variations, intermittent need for heat 
and power (mechanical work), and extractions of heat (as 
steam) at different temperature and pressure levels. Otherwise, 
CHP technology is very similar to that in DH except for the use 
of special process and waste-heat boilers, where corrosion may 
limit the attainable pressure and temperature levels (Saviharju, 
1995). Compared with DH plants, the temperature levels of the 
extracted heat are higher, which results in much lower power 
yields (lower power-to-heat ratio). These may be enhanced 
considerably, however, through the use of combined-cycle 
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technology, including IGCC technology. The heat distribution 
system may serve a single mill or a whole industrial city, rang
ing to hundreds of MW of heat. 

19.2.1.5. Direct Coal Use in Developing Countries and 
E c o n o m i e s in Transition 

Developing countries and economies in transition bum coal 
directly as fuel for cooking and space heating and fuel for 
small industries. For example, the direct use of coal accounts 
for about two-thh-ds of the coal used in China. Typically, con
version efficiencies are low for these applications, and— 
because of coal's high content of ash, sulfur, and other pollu
tants—direct coal use is a major source of local and regional 
air pollution. A substantial reduction in emissions, including 
CO2, can be achieved by using coal in more efficient appli
ances or by converting coal into a synthetic fuel (or electricity 
and district heat) before distribution to final users. 

Coal conversion to cleaner fuels—for example, town gas— 
essentially eliminates sulfur and particulate emissions at the 
point of end-use. Such upstream conversion of coal, however, 
is capital-intensive, incurs conversion losses, and requires grid 
distribution systems. Because of capital hmitations, the direct 
use of coal will remain important in many countries for 
decades (Sun and Li , 1992). Transferring efficient residential 
and industrial coal appliances to developing countries is as 
important as transferring coal-cleaning equipment, power gen
eration plants, and other central conversion plants and equip
ment (Pachauri, 1993; Topper, 1993; Graham-Bryce et a l , 
1993; Ramakrishnan, 1993; Su and Gu, 1993). 

19.2.2. Suppression of GHG Emissions and Fuel Switching 

Suppression of C O 2 and methane (CH4) emissions and switch
ing to low-carbon fuels—for example, from coal to oil and gas, 
which is a shift to fuels with a lower carbon to hydrogen 
ratio—offer significant potential for reducing GHG emissions. 

19.2.2.1. Suppression of Methane E m i s s i o n s 

Total C H 4 emissions are estimated at 560 ± 90 Mt/yr, of which 
70% is from anthropogenic sources and 30% from natural 
sources (Lelieveld and Crutzen, 1993; IPCC, 1992). About 
30% of the anthropogenic sources may be associated with the 
use of fossil fuels. 

C H 4 emissions from coal mining and natural-gas venting, as 
well as leakage from pipeline and distribution systems, are sig
nificant. It has been estimated that the coal industry worldwide 
contributes 4-6% of global methane emissions (CIAB, 1992). 
Flaring and venting has been estimated to be about 5% of 
world natural-gas production (Bam and Edmonds, 1990; U.S. 
EPA, 1993a). Available technology can reduce emissions from 
coal mining by 30-90%, from venting and flaring by more than 

50%, and from natural-gas distribution systems by up to 80% 
(U.S. EPA, 1993a). Options for limiting emissions from coal 
mining; natural-gas production, transmission, and distribution; 
and landfills (see Chapter 22) may be economically viable in 
many regions of the world, providing a range of beneñts— 
including the use of C H 4 as an energy source (U.S. EPA, 
1990a, 1990b, 1993a, 1993b; Blok and de Jager, 1993). 

There are many options for suppressing emissions from the oil 
and natural gas industries, including capturing and using or 
recompressing residuals and purged gas, improving gas leak
age-detection methods, applying pneumatic devices to control 
or eliminate venting, repairing or replacing pipelines, and 
using automatic shutoff valves (U.S. EPA, 1993a). Some of 
these measures are capital-intensive and could be difficult to 
carry out in some regions, due to specific geographical as well 
as economic conditions. Flaring is preferable to venting from 
a GHG point of view because a molecule of C H 4 leads to a 
much larger radiative forcing in the atmosphere than a mole
cule of CO2. 

C H 4 emissions from coal mining depend on several factors, but 
emissions from underground mines are one order of magnitude 
higher than from surface mines (Smith and Sloss, 1992). Only 
emissions from underground mines can be reduced before (pre-
degasification), during (recovery of ventilation air), and after 
(gob-well recovery, from the highly fractured area of coal and 
rock that is created by caving in of the mine after mining has 
been completed) the mining of the coal (U.S. EPA, 1993a). 
Whereas premining and postmining degasification has been 
widely applied in many countries, it is not suitable for every 
coal deposit. The economic feasibility of C H 4 recovery from 
ventilation air has not yet been demonstrated, although tech
nology is available. In optimal conditions, the combination of 
these three options—"integrated recovery"—can achieve an 
emissions reduction of up to 80-90% (Blok and de Jager, 1993; 
U.S. EPA, 1993a). 

19.2.2.2. Flaring of Natural Gas and A l t e r n a t i v e s t o Flaring 

An estimated average of 0.5% or more of natural-gas production 
is emitted into the atmosphere from upstream oil and gas opera
tions (U.S. EPA, 1990b). In some areas, emissions are assumed 
to be as high as 15%, of which 6% is emitted from natural-gas 
use. Such high levels of emissions probably will decrease with
in 20 to 50 years (Picard et al, 1992). Also, many oil production 
facilities either produce very small amounts of gas in association 
with oil (after satisfying on-site fuel requkements) or are too far 
from gas-collecting systems for feasible conservation or reinjec-
tion of the gas. Therefore, gas usually is vented or flared if it is 
uncollected. Options for disposing of or utilizing waste gas at oil 
production facilities include small-scale on-site power genera
tion, cogeneration, and transport fuel production. These options 
could reduce emissions by 50-99% (Picard and Sarkar, 1993). 
The largest reductions of gas venting and flaring from oil and 
associated gas facilities would result from making these activi
ties economically atfractive. 
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Natural gas is flared to prevent natural gas explosions in the 
air, to ensure continuous flow, and to keep production smooth 
in the downstream facilities. Options to reduce the volumes 
flared in continuous gas flows include using nitrogen as a 
purge gas and recovery of low-pressure gas. Gas flaring 
caused by faults in processing could be reduced by improving 
maintenance. Improving system reliability and storage capac
ity may reduce emissions of excess gas flared when demand is 
low. These options vary according to the location and charac
teristics of the oil industry. 

19.2.2.3. Suppression of CO2 from Natural Gas and Oil Wells 

The CO2 content in natural gas fields or oil wells varies, which 
significantly affects life-cycle CO2 emissions. Depending on 
the ratio of C H 4 to other gases, the extraction and use of natur
al gas leads to CO2 emissions of less than 14 kg C/GJ of nat
ural gas (HHV) if the C O 2 content of the natural gas field is 
less than about 1%. Most fields exploited presently are in this 
range (Schroder and Schneich, 1986)—for example, the 
Groningen field in The Netherlands, which contains 0.89% 
C O 2 (Blok et a l . , 1989). However, there are also natural gas 
fields with a much higher C O 2 content. For example, the 
Krahnberg field in Germany contains 53.4% COj and the 
Catania field in Italy 48.8% CO2. Although not yet developed 
due to high CO2 content, the Natuna field in Indonesia contains 
more than 70% CO2. 

Exploitation of such fields requires removal of C O 2 to meet 
transport and sales specifications, typically less than 2-3%. 
Ordinarily the CO2 is emitted to the atmosphere. In the case of 
the Sleipner Vest field (9.5% COj) in Norway, however, the 
CO2 removed will be injected into an aquifer at 1,000 m below 
the main Sleipner platform. Approximately 1 Mt/yr CO2 (-0.25 
Mt/yr of carbon) will be removed from a 100-bar natural gas 
stream, which is costly but uses well-known technology. The 
decision to store the CO2 was stimulated by the introduction of 
a carbon tax of about $180/t С in Norway (Kaarstad, 1992). 

19.2.2.4. Fuel Switching 

Switching from coal to oil or natural gas would reduce carbon 
emissions in proportion to the carbon intensity of the fuel. For 
example, switching from coal to natural gas would reduce 
emissions by 40% (see Box B-2 in Chapter B). In addition, the 
higher energy efficiency achievable widi natural gas would 
reduce emissions further—for example, a shift from coal to 
natural gas in power generation by 20%. 

1 9 . 2 . 3 . Decarbonization of Fuels and Flue Gases, CO2 
Storage, and Sequestering 

In the longer term, decarbonization would allow continued 
large-scale use of fossil fuels. Here, decarbonization 
implies utilizarion of the energy in carbon with greatly 

reduced C O 2 emissions. This can be done practically only 
in large-scale energy conversion facilities. It is logical, 
therefore, to begin decarbonization efforts in large fossil 
fuel-burning power starions, which at present account for a 
quarter of total C O 2 emissions from fossil fuels. Either COj 
can be captured from flue gases or carbon-containing fuels 
can be converted to low-carbon, hydrogen-rich fuels before 
utilizing them (Pearce et a l , 1981; Blok et a l , 1991, 1992; 
U.S. DOE, 1993). 

If deep CO2 emission reductions are desired, it would be nec
essary to extend the effort beyond power generation. This is 
problematic, however, because most fuels used directly are 
consumed in small-scale conversion systems in which decar
bonization is not practical. This problem might be solved by 
converting the fossil fuel to a low-carbon, hydrogen-rich fuel 
or to a carbon-free fuel (essentially hydrogen) and CO2 in a 
centrahzed facility, followed by removal of the CO2 and distri
bution of the low-carbon or carbon-free fuel to the consumer 
(Marchetti, 1989; Blok ei a/., 1995; Williams, 1996). 

In either case—flue gas decarbonization or fuel decarboniza
tion—the captured CO2 has to be utilized, stored, or isolated 
from the atmosphere in an environmentally acceptable manner. 

19.2.3.1. D e c a r b o n i z a t i o n of Flue Gases 

The capture of CO2 from the flue gases of fossil fuel-fired 
power plants and its subsequent use or disposal is being active
ly investigated in a number of countries (Blok et a l , 1992; 
Riemer, 1993; U.S. DOE, 1993; Herzog and Drake, 1993; 
Aresta et a l , 1993; Kondo et a l , 1995). Interest in the capture 
of CO2 from power plant flue gases started before it was seen 
as a GHG mitigation option. The driving force was the desire 
for an inexpensive, readily available source of CO2 to use in 
enhanced oil recovery (EOR). Three such plants were built in 
the United States to provide C O 2 for EOR using natural gas as 
a primary fuel. Another plant, still in operation, uses coal as a 
source of C O 2 for the production of soda ash. All of these 
plants have applied well-established technology to capture the 
C O 2 from the flue gases. 

The use of these technologies incurs a cost and energy penal
ty. Starting with a conventional coal-fired power plant of 600 
MW^ and a coal-to-busbar conversion efficiency of, for exam
ple, 41% (LHV), the efficiency might decrease to, for exam
ple, 30% if the C O 2 emission is reduced from 230 gC/kWh to 
about 30 gC/kWh in the modified plant. The costs of electric
ity production would then increase by about 80%, which is 
equivalent to $150/t С avoided. Starting with a natural gas-
fired, combined-cycle plant of 600 MW^ and a conversion 
efficiency of 52% (LHV), the efficiency might decrease to 
45% if the C O 2 emission is reduced from 110 gC/kWh to 
about 20 gC/kWh in the modified plant. In this case, the costs 
of electricity production would increase by about 50%, which 
is equivalent to $210/t С avoided. R&D efforts are focused on 
minimizing these penalties (Blok et a l , 1992; U.S. DOE, 
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1993; Herzog and Drake, 1993; Hendriks et a l . , 1993; Kondo 
et a l . , 1995). One option under investigation to reduce costs is 
the use of oxygen rather than air for combustion to obtain a 
flue gas that is essentially COj. For a coal-fired power station, 
the removal costs might then be less than $80/t С avoided 
(Hendriks, 1994). 

19.2.3.2. D e c a r b o n i z a t i o n of Fuels 

One frequently suggested scheme for decarbonization of fuels 
is the development of an IGCC power plant with CO2 removal. 
In this scheme, the gasifier off-gas is converted with steam to 
CO2 and hydrogen (via H2O + CO—> COj -i- H2) and then sep
arated to make a fiiel gas stream that is essentially hydrogen. 
Due to its high partial pressure, the CO2 can be recovered by 
using a physical solvent for which regeneration requires only a 
release of pressure. After separation, the hydrogen-rich fuel is 
burned in a combined cycle to generate electricity. The CO2 
emission factor of the fuel would be smaller than 4 kgC/GJ, 
compared with 24 kgC/GJ for coal. Starting from an original 
IGCC plant with a coal-to-electricity efficiency of about 44% 
(LHV), this efficiency might decrease to about 37%, with the 
CO2 emissions reduced from approximately 200 gC/kWh to 
less than 25 gC/kWh. Due to the recovery, the costs of electric
ity production might increase by 30-40%. The removal costs 
would then be less than $80/t С avoided (Hendriks et a l , 1993; 
Hendriks, 1994). These penalties might be reduced substantial
ly if the gasification of coal and the recovery of CO2 were inte
grated with the use of fuel ceUs to generate electricity. Such a 
configuration could result in a higher conversion efficiency 
(42-47%, LHV) (Jansen et a l , 1992). 

The hydrogen-rich fuel also can be used for apphcations other 
than power generation, although doing so requires further 
purification of the fuel (Watson, 1983; Blok, 1991) and the 
build-up of a corresponding infrastructure (see Section 19.2.6). 

Due to the increased costs of the hydrogen fuel compared to 
the original feedstock, some experts have concluded that 
decarbonization processes are inherently expensive. For the 
recovery of C O 2 by steam reforming of natural gas, they cal
culate costs ranging from $210 to $460/t С recovered 
(Kagoja et a l , 1993). It has been suggested that hydrogen has 
a greater value than the feedstock from which it is produced 
because it allows the use of more efficient conversion tech
nologies. The costs of decarbonizing fuels therefore must be 
assessed at the systems level. For example, the production of 
hydrogen from natural gas or coal and its use in a fuel-cell 
vehicle typically would lead to lower primary energy con
sumption than if gasoline derived from crude oil were used in 
a comparable vehicle (see Section 19.2.6.4). At present, the 
least costly way to produce hydrogen often involves the use 
of natural gas as the feedstock; in the process, a stream of 
pure C O 2 is produced as a byproduct. If this C O 2 could be 
captured and stored in a nearby exhausted natural-gas field, 
the costs of avoiding the C O 2 emissions are estimated to be 
less than $30/t С (Faria et a l , 1992). The net costs could be 

even less (and possibly close to zero) if possibilities for mod
est enhanced natural gas recovery as a result of reservoir 
repressurization by the C O 2 were exploited (Blok et a l , 
1995). 

Carbonaceous materials (fossil fuel, biomass, waste, etc.) also 
could be converted into chemically stable carbon and hydrogen 
or hydrogen-rich methanol (Steinberg, 1991). As a result, car
bon could be stored instead of CO2. Although theoretically pos
sible, this approach is very difficult practically. 

19.2.3.3. Storage of CO2 

The technology to capture C O 2 is available, but to have an 
impact on GHG emissions, credible and environmentally 
acceptable utilization, storage, and/or disposal options are 
required. Because of the small potential for utilization (Aresta 
et a l , 1993; Herzog and Drake, 1993), several possibilities for 
underground storage or ocean disposal of CO2 are being inves
tigated. An overview of storage options is presented in Table 
19-3, together with an indication of thek potential capacities 
based on low estimates in the literature. Enhanced oil recovery 
(EOR) using C O 2 as a miscible flooding agent has a high 
potential. The CO2 is partly stored during the recovery of the 
oil. At present oil price levels, however, the application of C O 2 
in EOR is not profitable unless there is access to C O 2 from a 
cheap source, such as a natural underground source. Examples 
can be found in the United States, where C O 2 from natural 
sources is transported hundreds of kilometers by pipeline for 
EOR use. For a typical case, total pipeline transportation cost 
of CO2 is about $8/t С for a 250-km, 750-mm pipeline for 5.5 
Mt С of CO2 per year (Skovhoh, 1993). EOR using CO2 from 
power plants might reduce the annual anthropogenic CO2 
emissions by about 1% (Taber, 1993). 

Storage in exhausted oil and gas wells is a viable option. The 
capacity of natural-gas fields to sequester carbon at the origi
nal reservoir pressure is generally greater than the carbon con
tent of the original natural gas. As a worldwide average, about 
twice as much carbon can be stored as CO2 in depleted reser
voirs as was in the original natural gas (Hendriks, 1994). The 
estimated storage capacity ranges from about 130 Gt С to 500 
Gt C, based on different views of recoverable oil and gas. The 
cost of CO2 storage in onshore natural-gas fields is estimated 
to be less tiian $ll/t С (Hendriks, 1994). 

Table 19-3: Low estimates o f C 0 2 storage p o t e n t i a l s . 

Potential Global CO^ 
Option Storage Capacity (Gt C) 

Enhanced Oil Recovery >20 
Exhausted Gas Wells >90 
Exhausted Oil Wells >40 
Saline Aquifers >90 
Ocean Disposal >1200 
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Another option is storage in saline aquifers (i.e., permeable beds, 
mostly sandstone), which can be found at different depths all over 
the world. First estimates of their storage capacity range from 
about 90 to about 2,500 Gt C, due to different assumptions about 
the volume of aquifers, the percentage of the reservoir to be ñlled, 
the density of CO2 under reservoir conditions, and the area suit
able for CO2 storage (Riemer, 1993; Hendriks et a l , 1993). 
Depending on the availability of compressed CO2—^for example, 
from an IGCC plant with CO2 removal—and oüier local circum
stances, the costs of underground storage onshore might vary from 
about $7 to $30/t C, transportation costs excluded (Hendriks, 
1994). CO2 storage in aquifers has safety risks and environmental 
imphcations. Potential problems include CO2 escape, dissolution 
of host rock, sterihzation of mineral resources, and effects on 
groundwater (Riemer, 1993; Hendriks e t a l , 1993). 

The deep ocean is the largest potential repository for CO2. The 
oceans contain about 38,000 Gt С and will eventually absorb, 
after equilibration, perhaps 85% of the CO2 that is released to 
the atmosphere from energy conversion processes (Houghton 
et a l , 1990). CO2 could be transferred directly to the oceans, 
ideally at a depth of perhaps 3,000 m—from where it would 
take at least several hundred years before it partly escaped to 
the atmosphere. Concern over potential environmental 
impacts, the practical limitations on pipeline depth, and the 
assurance of adequate retention time suggest that injection at 
1,000 m at carefully selected sites could be a realistic option. 
Costs are probably marginally higher than for subterranean dis
posal (U.S. DOE, 1993), but—as with most options—the cost 
of transporting CO2 to the disposal site often dominates. 

Not much is known about the environmental effects of storing 
C O 2 in the oceans— f̂or example, the impacts on marine life, 
either directly (as discussed here) or indirectly (via the atmos
phere). Preliminary studies indicate that ecological perturba
tions would be confined to the release area, which would be a 
small percentage of the whole ocean volume (U.S. DOE, 
1993). A maximum deviation of 0.2 pH units for coastal waters 
has been recommended (U.S. EPA, 1976). This would corre
spond to a buffer capacity of 1,200 Gt С (Spencer, 1993). 
These aspects need further research. ^ 

19.2.3.4. CO2 Sequestering 

Reforestation with the application of forest management tech
niques provides a method of offsetting C O 2 emissions 
(Maclaren et a l , 1993; see also Chapter 24). Carbon is cap
tured and stored during the growth time of a forest and would 
need to be stored for a long time thereafter. Costs are $12-30/t 
C, assuming a land value of about $800/ha in industrialized 
countties and about $300/ha in developing countries (Huotari 
et a l , 1993). Other studies indicate costs as low as $3.5/t С 
(Face Foundation, 1995). At high levels of reforestation, costs 
can be expected to increase. 

unforested land would require an area of at least 1,7(Ю km2, on the 
basis of a productivity of 2-4 tons/ha/yr during 50 years and a 
storage of 100-200 tons of carbon per hectare in a matare forest. 

Growing biomass for energy as a fossil fuel substitute is an 
alternative to growing biomass for sequestering carbon. The 
preferred sttategy depends on various factors, including the 
current status of the land and the biomass yields that can be 
expected. For forests with large standing biomass, the most 
effective sfrategy is to protect the existing forest; for land with 
little standing biomass and low yields, the most effective strat
egy is to reforest the land for carbon storage. Where high 
yields can be expected and markets for the biomass are readily 
accessible, however, often the most effective sfrategy is to 
manage the forest as a harvestable energy crop for fossil fuel 
substitution (Hall et a l , 1991; Marland and Marland, 1992). 

19.2.4. Switching to Nuclear Energy' 

In 1992, nuclear power generation totaled 2,030 TWh—about 
17% of all electricity or more than 5% of commercial energy 
consumption worldwide (all statistical data on nuclear power 
quoted in this section are from IAEA, 1995a; OECD/NEA, 
1993). The operational experience of electricity-generating 
nuclear power plants of all sizes exceeds 6,500 reactor-years. 
At the beginning of 1993, there were about 425 nuclear power 
reactors connected to electricity supply networks, with a total 
installed capacity of about 331 GW(,. More than 30 countries 
have nuclear power plants in operation or under construction. 

If the entire upstream and downstteam energy chains for elec
tricity generation are included, nuclear power CO2 equivalent 
emissions are 1/10 to 1/100 those of fossil fuel plants. The 
range depends on assumptions about the competing fossil fuel 
technology and on the uranium content of ores, the uranium 
enrichment technology, and the management of radioactive 
waste (The Netherlands Ministry of Economic Affairs, 1993; 
Uchiyama and Yamamoto, 1991). Nuclear plants producing 
electticity reduce CO2 emissions from the energy sector by 
about 7% compared to the present world mix of fossil fuel-
based power generation (Van de Vate, 1993). 

For nuclear energy to play a major role in future GHG mitiga
tion, a considerable expansion must take place. Historically, 
nuclear power expanded rapidly. Construction starts per year 
reached a peak in the late 1960s but declined by 90% during 
the last 6-7 years (see Figure 19-2). Grid connections peaked 
in the mid-1980s at more than 30 GW/yr and then decreased to 
a few GW/yr. For nuclear energy to assume an increased role 
in reducing GHG emissions, growth has to be resumed. It is 
therefore necessary to analyze the reasons behind the develop
ments summarized in Figure 19-2 and to understand the issues 
that must be addressed for a revival of the nuclear option. 

Offsetting carbon emissions from a 500 MW^ coal-fired power 
station (emitting about 0.8 Mt C/yr) by growing a forest on 

' A supporting document exists for this section (see lAEA/OECD, 
1995). 
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Figure 19-2: Annual nuclear power plant construction starts and connections to the grid, 1955-1994 (IAEA, 1995b). Open bars indicate 
construction starts; filled bars indicate grid connections. 

General acceptance: During the last decades, there has been a 
decrease in acceptance of nuclear power, especially of building 
new nuclear power plants. A review of opinion surveys con
cludes that public concems about nuclear energy focus on the 
following issues: doubt about economic necessity, fear of 
large-scale catastrophes, storage of nuclear waste, and the mis
use of fissile material (Renn, 1993; The Netherlands Ministry 
of Economic Affairs, 1993; Slovic, 1992). Nuclear power 
expansion has stopped in most countries, but plans for nuclear 
capacity expansion remain significant in a hmited number of 
countries, such as China, France, Japan, and Korea. 

Resource base: The availability of uranium and thorium is 
unlikely to place a major constraint on the future development 
of nuclear power (Pool, 1994). Reliance on uranium alone 
without fast-breeder development could introduce constraints 
in the longer term if demand for nuclear power were to 
increase substantially. 

Present reactor technology: Several types of reactors have 
been commercially developed. About 80% of the nuclear units 
in operation and under constraction are light-water reactors 
(LWR); about 5% are heavy-water reactors (HWR). Gas-
cooled reactors (GCR) contribute about 9% of installed capac
ity, but none are under construction. Liquid metal-cooled reac
tors (LMR) were conceived and implemented at the start of 
nuclear power development to use uranium more efficiently, 
but their deployment has not gained momentum. 

Costs: Investment costs for constraction of nuclear units are 
a major component of the total cost of nuclear-generated 
electricity. They are sensitive to technical parameters; regula
tion aspects, such as licensing lead times; and, like other cap
ital-intensive options, the interest rate. Nuclear fuel-cycle 
costs include mining, spent fuel management, and disposal of 

low-, intermediate-, and high-level radioactive wastes (NEA, 
1994). Although final repositories for high-level waste have 
not yet been implemented, the cost of disposal has been esti
mated to represent less than 20% of the undiscounted total 
nuclear fuel cycle cost (4.6% with 5% discount rate, 1% with 
10% discount rate) (NEA, 1994). The operation and mainte
nance of nuclear power plants require industrial, organization
al, and regulatory infrastractures, as well as highly qualified 
manpower— l̂eading to generally higher operating and mainte
nance costs for nuclear than for fossil fuel-fired power plants. 

Direct nuclear generating costs in a number of countries vary 
from 2.50 to 60 per kWhg (IAEA, 1993). The direct cost of 
electricity from new plants, including waste disposal and 
decommissioning, is 2.9-5.40/kWh^ using a 5% discount rate 
and 4.0-7.70/kWhj using a 10% discount rate (lEA et a l , 
1993). Direct costs for new reactors in the Netherlands are an 
estimated 5.3-6.00/kWhe for a 5% discount rate and 
7.0-7.70/kWhç for a 10% discount rate (Beeldman et a l , 
1993). Direct electricity production costs from a new nuclear 
power plant are estimated to be lower than or about as high as 
(lEA et a l , 1993) or higher than (Moore and Smith, 1990; 
Beeldman et a l , 1993) those estimated for a natural gas or 
coal-fired power plant. Uncertainties relating to governmen
tal decisions on such matters as licensing and regulations may 
affect costs in some countries. Projected levelized costs of 
baseload electricity generation for plants connected to the 
grid by the tum of the century indicate that nuclear power 
will remain an option in several countries where nuclear 
power plants are in operation or under constraction (lEA et 
a l , 1993). 

Environmental impact: In routine operation, nuclear power 
plants and their associated fuel-cycle facilities release small 
quantities of radioactive materials to the environment. These 
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releases and direct exposure to radiation of workers and the 
public are monitored and controlled by national authorities, 
based upon the recommendations of the International 
Commission for Radiological Protection. The yearly collective 
dose to the world population from routine nuclear power elec
tricity generation is less than an estimated 1% of the dose due 
to natural radiation sources (UNSCEAR, 1994). 

The safety of nuclear facilities is assessed and regulated by 
independent authorities reporting to governments, taking into 
account international codes of practice (INSAG, 1988). The 
responsibilities and enforcement capabilities of these authori
ties vary. Before plants are licensed and throughout their oper
ating lives, they are assessed by several techniques, including 
probabilistic safety assessment (INSAG, 1992). These meth
ods are useful for identifying needs and opportunities for 
design improvements (U.S. NRG, 1991; INSAG, 1992). There 
are recognized limitations in applying this method to very-low-
probability accident sequences (APS, 1975; S0rensen, 1979b). 
Safety is considered in design through the principle of defense-
in-depth, employing successive barriers to accidental releases 
of radioactivity. For operational safety, a general appreciation 
of safety requirements through manpower training and foster
ing of a safety culture is central (INSAG, 1991). Deficiencies 
in these matters are believed to be at the root of the Chernobyl 
accident (INSAG, 1986). The reactor-core meltdown accident 
at Three Mile Island in the United States demonstrated the ben
efit of the defense-in-depth approach: Insignificant amounts of 
radioactivity were released from the plant. 

Radioactive waste: All phases of the nuclear fuel cycle, other 
than the final disposal of spent fuel and high-level radioactive 
waste, are operating on an industrial scale. 

High-level wastes, which contain more than 99% of the 
radioactivity from nuclear plants, represent after conditioning 
a few tens of m3/GW(e)year. If spent fuel is reprocessed, the 
volume of waste would be one-tenth as large. These high-level 
wastes are now stored either near the reactors or at reprocess
ing plants. Geological repositories for high-level waste have 
been studied in salt and granite, for example (Carlson, 1988). 
Several countries are studying alternative final repositories of 
high-level waste, with a view toward implementation early in 
the next century. 

Proliferation: The potential use of nuclear materials and tech
nology for weapons has long been recognized. At tiie end of 
1994, 178 states were parties to the 1970 Treaty on tiie Non-
Proliferation of nuclear weapons (NPT). The tieaty places con
ditions on the tiansfer of nuclear technology and materials to 
prevent the development of nuclear weapons. Verification is car
ried out by independent inspectors from the International Atomic 
Energy Agency (IAEA), which was established in 1957 (IAEA, 
1993). An indication of die impact of the international safe
guards regime is tiie limited number of nuclear weapon states 
existing at present as compared to fears expressed in the 1960s 
(Thome, 1992). However, illicit frafficking of nuclear materials 
became a concern to governments in 1993-1994 (IAEA, 1994). 

A 1-GWj. nuclear power plant of the current LWR generation 
produces about 200 kg of plutonium (Pu) per year; future 
breeder reactors will produce about 1,500 kg of plutonium per 
year. Concerns regarding the proliferation risk arise from the 
accessibility to plutonium because an explosive similar to the 
Nagasaki bomb could be produced with only about 10 kg of 
plutonium (Carson Mark, 1993), or with 4 kg of plutonium or 
less in advanced designs (U.S. DOE, 1994a). Plutonium may 
be mixed with uranium as a fuel for nuclear power plants and 
may also be used for nuclear explosives, although the use of 
power reactor-grade plutonium complicates bomb design. 
Countries that have produced plutonium-based nuclear explo
sives have produced weapons-grade plutonium in reactors 
designed for this purpose (National Academy of Science, 
1994). However, the difference in proliferation risk posed by 
separated weapons-grade plutonium and separated reactor-
grade plutonium is small in comparison to the difference 
between separated plutonium of any grade and unseparated 
material in spent fuel (National Academy of Sciences, 1994). 

New technology: Evolutionary reactor designs are being used 
in reactors now under construction to provide increased safety, 
reduced radiation doses to operators, and improved economic 
performance through reduced construction lead times and 
reduced operation and maintenance costs (Juhn and Kupitz, 
1994). Cost reductions can be obtained by streamlining the 
reactor's systems and reducing the amount of material and 
manufactured components required for construction. Reactors 
with such improved designs are under constraction in Canada, 
France, and Japan. 

Designs incorporating more innovative features are being 
developed in some countries, on the grounds that evolutionary 
improvements will not suffice to provide the safety that the pub
lic and the investors want. In particular, systems with inherent
ly safe characteristics and more passive safety features are 
being developed to reduce the probabihstic risk of accidents, as 
well as on-site and off-site impacts in the event of a severe acci
dent. In particular, the concept of Modular High-Temperature 
Gas-Cooled Reactors—in which graphite is used as the moder
ator and helium as the coolant—has attiactive safety features. A 
30-MW,h test reactor is under constiiiction in Japan. 

Advanced reactors also are being designed and developed to 
address the challenges of higher reliability and cost reductions 
while satisfying increasingly demanding safety and waste-man
agement requirements (Kupitz, 1992; IAEA, 1995a). In a recent 
study for the Netherlands government, researchers have con
cluded that the majority of these concepts for new power plants 
are likely to meet current safety criteria (The Netherlands 
Ministry of Economic Affairs, 1993). The level of safety 
improvements, however, is unclear (Mârtensson, 1992). 

Concerns about the future production of Pu in a world with a 
large nuclear capacity have stimulated proposals for criteria for 
diversion-resistant nuclear power (Williams and Feiveson, 
1990). Preliminary proposals have been made for significant 
reductions in plutonium production through the use of fuels such 
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as denaturated thorium—for example, high-energy accelerator 
devices (Carminati et a l . , 1993). Interest in LMRs has been 
revived in view of thek potential use in the management and dis
posal of civil radioactive waste, as well as fissile materials aris
ing from dismanthng of nuclear weapons (National Academy of 
Science, 1994; Chang, 1993). The use of LMRs for ttansmuta-
tion of actinides contained in irradiated fuels from LWRs also 
has been investigated (NEA, 1995a). Otiier sttategies are being 
investigated for reducing the period during which radioactive 
waste repositories need to be conttolled. For example, partition
ing actmides and ttansmuting them by neutrons or high-energy 
protons can substantially reduce the volume of long-lived iso
topes (The Netherlands Ministry of Economic Affairs, 1993). 

Other concepts are being developed with the objective of 
enhancing the use of nuclear power for nonelecttical applica
tions. Some nuclear plants supply process and disttict heat. In 
the longer term, nuclear energy could be deployed for hydrogen 
production (Marchetti, 1989) (see Section 19.2.6.4). Market 
studies for small- and medium-size reactors (SMRs) have shown 
that nuclear power could in principle be more broadly deployed 
for disttict heating, heat supply to industrial complexes (lEA, 
1993c), and production of potable water (IAEA, 1992a, 1992b). 

In the longer term, it might also be possible to generate elec
tticity from nuclear fusion instead of fission (IFRC, 1990). The 
primary fuels for fusion reactors—deuterium and lithium—are 
so abundant that fusion would be a practically inexhaustible 
source of energy. The conditions required for self-sustaining net 
power-producing fusion reactions on the Earth have not yet 
been attained, however. The development and implementation 
of fusion reactors requkes demonsttation of scientific, techno
logical, and commercial feasibility. It is not expected that fusion 
plants could be available on a commercial scale before the sec
ond half of the next century (Colombo and Farinelh, 1992). 

A major drive will be needed to achieve the early rehabilitation of 
nuclear energy if it is to conttibute to fossil fuel use reductions in 
tíie next century. The continuing concern of many members of the 
general public and many policymakers with regards to safety and 
proliferation issues, however, may remain a severe consttaint on 
nuclear power generation m many countries (WEC, 1993). 

19.2.5. Switching to Renewable Sources of Energy 

Renewable sources of energy, including biomass and 
hydropower, conttibuted about 20% of the world's primary 
energy consumption in 1990 (see Table B-2 in Chapter B). 

The resource base for renewable energy technologies is very large 
in comparison to projected world energy needs (see Table B-4 in 
Chapter B). Impressive technical gains in renewable energy utihza-
tion have been made during the past decade (U.S. DOE, 1990; 
Johansson ei a/., 1993b; Ahmed, 1994; Kassler, 1994; WEC, 1994). 

Renewable sources of energy used sustainably have small 
emissions of GHGs. The establishment of an infrastructure for 

large-scale use of renewable sources of energy will generate 
indirect emissions of GHGs if this infrastructure is put in place 
using fossil fuels. On the other hand, renewable energy sources 
could be considered for this, thereby giving rise to very littie of 
such indirect emissions. There are also some GHG emissions 
associated with the unsustainable use of biomass— f̂or exam
ple, from reducing the amount of standing biomass and from 
decomposition of biomass associated with the estabhshment of 
some dams. By and large, the increased use of renewable 
sources of energy offers substantial reductions of GHG emis
sions compared to the use of fossil fuels. 

1 9 . 2 . 5 . 1 . Hydropower 

Hydroelectricity, which depends ultimately on the natural 
evaporation of water by solar energy, is the only renewable 
resource used on a large scale for electricity. In 1990, 2,200 
TWh were generated, accounting for 18% of the world's total 
electricity generation, with small or no emissions of GHG. 

The energy potential of hydropower is determined by the annu
al volume of runoff water (47,000 кщЗ) and by the height it 
faUs before reaching the ocean. Estimates of the theoretical 
annual potential of world hydroelectricity range from 36,000 to 
44,000 TWh, corresponding to 340 to 410 EJ,,, with conven
tions from Table B-2 in Chapter В (Raabe, 1985; Boiteaux, 
1989; Bloss et a l , 1980). This gross theoretical potential is 
much larger than the technically usable potential, which in tum 
is substantially larger than the economically exploitable poten
tial. The technically usable potential is an estimated 14,000 
TWh/yr (WEC, 1992). The economically exploitable poten
tial—after social, environmental, geological, and other eco
nomic constraints are considered—is smaller. The world's 
long-term economic hydroelectric potential may be on the 
order of 6,000-9,000 TWh/yr (Moreira and Poole, 1993). 

Hydroelectric plants vary in size and share of the world's 
hydropower potential. Small-scale hydropower, often defined 
as installations smaller than 10 MW, conttibutes about 4% of 
world hydroelectricity (WEC, 1992, 1994). Small plants have 
a large potential to contribute to socioeconomic development 
in rural areas. Their potential overall contribution to GHG 
emissions is limited, however. 

Hydropower costs are most commonly measured in terms of 
the cost per kilowatt installed. With some exceptions, there is 
surprisingly little systematic data available on the cost of indi
vidual plants (Electrobras, 1987; Lazenby and Jones, 1987; 
Moore and Smith, 1990). Total investment costs for 70 devel
oping countries for the 1990s (Moore and Smith, 1990) suggest 
that the cost of new hydroelectricity is 7.80/kWh.2 

2 This is the average value for hydropower plants under construction 
for this decade. The investment is from Moore and Smith (1990); 
electricity cost is obtained through average utiUzation factor (0.42), 
interest rate (10%), and operational cost (1 0/kWh). 
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An estimate of tlie value of hydropower must account for its 
capability to vary the power level over wide ranges, providing 
a means of handling variations in electricity demand and inter
mittent power generation from wind and solar sources (Kelly 
and Weinberg, 1993). 

Hydropower is not free of GHG emissions. Bacterial decom
position of biomass in flooded reservoirs produces C H 4 and 
CO2. The impact on global warming, in comparison to fossil 
fuel power generation, depends on the amount and timing of 
the gases formed. Dams that flood large areas with large quan
tities of biomass (including underground biomass) generate 
GHG emissions (Rudd et a l , 1993; Pinguelli Rosa and 
Schaeffer, 1994). The magnitude of this effect can be deter
mined only on a case-by-case basis. 

Most hydroplants require a reservoir, which can significanfly 
affect people (through relocation), the terrestrial ecosystem, 
and the river itself. The social effects of relocation of people 
are not well known (Cernea, 1988). The area inundated by 
dams generally has higher agricultural value and a higher pop
ulation density than the surrounding region as a whole. 

The construction phase of a hydroelectric plant has social con
sequences and direct environmental impacts, such as water 
diversion, drilling, slope alteration, reservoir preparation, and 
the creation of an infrastructure for the large workforce 
(Moreira and Poole, 1993). The social consequences of a large 
workforce include migration, shanty towns with increased pub
lic-health problems, pockets of urban and rural poverty, 
destruction of the character of local communities, and intense 
deforestation (Moreira and Poole, 1990). On the positive side, 
the local transportation network and related industries often 
grow. The additional infrastructure stimulates regional eco
nomic development and has been widely viewed as a regional 
development tool (Moreira and Poole, 1993). Well-designed 
installations using modem technology that cascade the water 
through a number of smaller dams and power plants may 
reduce the environmental impact of the system (Henry, 1991). 

Water quality is a major problem for hydroelectric planners. 
The inundation of land reduces the production potential for 
biomass for energy in addition to generating GHGs through 
biological decomposition (Garzón, 1984). Water management 
must allow for irrigation (Veltrop, 1991). Sedimentation is a 
problem in reservoirs and river deltas (Deudney, 1981). 

Dams have a significant impact. Dam failure has caused sig
nificant losses of life and property (Smets, 1987; Laginha 
Serafim, 1984). Dams may prevent fish migration and stop 
water flow, which is a necessity for some fish (Petrere, 
1990). 

Disturbing aquatic ecosystems in tropical areas can induce 
indirect environmental effects; for example, increased 
pathogens and their intermediate hosts may lead to an increase 
in fatal human diseases such as malaria, schistosomiasis, filar
iasis, and yellow fever (Waddy, 1973). 

The social and environmental constraints on hydropower 
development must be carefully evaluated in each situation. The 
evaluation should include the value of avoiding other forms of 
electricity generation that may bring unwanted social and envi
ronmental effects. 

19.2.5.2. Biomass 

Biomass energy is consumed at an annual rate of 47 EJ (WEC, 
1994) to 55 EJ (Hall et a l , 1993), mainly for cooking and heat
ing in developing countries. It is used for some small-scale 
industry, though there is some experience at larger scales. 

There is no net atmospheric C O 2 build-up from using biomass 
grown sustainably because C O 2 released in combustion is 
compensated for by that withdrawn from the atmosphere dur
ing growth. Modem biomass energy also offers the potential 
for generating income in rural areas (Johansson et a l , 1993a). 
This income could allow developing-country farmers to mod
ernize their farming techniques and reduce the need to expand 
output by bringing more marginal lands into production 
(Riedacker and Dessus, 1991). In industrialized countries, 
biomass production on excess agricultural lands could allow 
governments eventually to phase out agricultural subsidies 
(Williams, 1994a). 

19.2.5.2.1. Biomass production 

Potential biomass energy supplies include municipal solid 
waste (MSW), industrial and agricultural residues, existing 
forests, and energy plantations. 

MSW: MSW is produced at per capita rates of 0.9-1.9 kg/day 
in industrialized countries. Energy contents range from 4-13 
MJ/kg. Energy can be produced by incineration, biodigestion, 
or thermochemical gasification to produce electricity, process 
heat, or fluid fuels. An attraction is the low price to potential 
users, who may be paid to take the waste because of the high 
cost of disposal in landfills. If MSW is burned, attention must 
be given to controlling air pollutants, some of which are car
cinogenic compounds (WEC, 1994). Air pollution may be vir
tually eliminated with some advanced energy-conversion tech
nologies (Chen, 1995). 

Industrial and agricultural residues: The energy content of 
organic waste byproducts of the food, fiber, and forest-product 
industries is more than one-third of total global commercial 
energy use (Hall et a l , 1993). Some residues should be left at 
the site, however, to ensure the sustainable production of the 
main product. If removed and converted to biogas, the nutri
ents recovered in the digester should be returned to the site. 
Some recoverable residues would be better used for other pur
poses, and it will not be practical or cost-effective to recover all 
residues. Recoverable crop, forest, and dung residues have 
been estimated to be about 10% of present global commercial 
energy use (Hall et a l , 1993). 
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Existing forests: The difference between annual increment and 
harvest for the world's forests has an energy content equal to 
one-third of world primary energy use (Hall et a l . , 1993). 
Large increases in wood recovery for energy, however, would 
require more intensive forest management and raise concerns 
about potential loss of biodiversity and natural habitat. Thus, 
the contribution of existing forests to energy supplies depends 
on local conditions. 

P l a n t a t i o n biomass: Dedicated plantations of woody or herba
ceous (annual or perennial) crops offer a large potential for bio
mass energy. At present there are about 100 million hectares of 
industrial tree plantations worldwide, of which about 6 million 
hectares are fast-growing hardwoods, the trees most suitable 
for energy applications (Hall et a l , 1993). 

Excess agricultural lands are good candidates for plantations in 
industrialized countries. The potential for using such lands for 
biomass energy in Europe has been estimated at 33 Mha by 
2020 (Hall, 1994) and 40 Mha for the European Union in the 
long term (Wright, 1991). Also, it has been estimated that 
50-100 Mha of agricultural lands in Europe might become 
available for other purposes (WRR, 1992). In the United 
States, idle cropland totaled 33 Mha in 1990 and is projected to 
grow to 52 Mha by 2030, despite an expected doubhng of 

exports of maize, wheat, and soybeans (SCS, 1989)—largely 
because of expected increased crop yields. 

Concems about future food supplies (Ehrlich et a l . , 1993; 
Kendall and Pimentel, 1994; Brown, 1993) have led some to 
suggest that land will not be available for biomass production 
for energy in Africa and other developing regions (Alcamo et 
a l . , 1994). The outlook for food production may not be so 
bleak, however, if agriculture can be modernized in the devel
oping world. With a continuation of historical trends in grain 
yields, considerable unforested land would be available for 
biomass energy production in many developing regions despite 
increased food requirements for a growing population (Larson 
et a l . , 1995). Such outcomes depend on the availability of 
income to modernize agriculture, as well as whether intensified 
agricultural production can be made environmentally accept
able (see Section 19.3.1.4 and Chapter 25). 

Deforested and otherwise degraded lands might be targeted for 
energy plantations. For tropical regions, Grainger (1988, 1990) 
has estimated that there are nearly 2,100 Mha of degraded land, 
of which 30% is theoretically suitable for reforestation. The 
challenge of restoration is to find a sequence of plantings that 
can lower ground temperature and restore the organic and nutri
ent content as well as the moisture level of the soils to attain 
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high and sustainable crop yields (OTA, 1992). Intensive R&D 
is needed to identify the most promising sites and restoration 
strategies (Riedacker, 1993; Johansson et a l , 1993a). 

The objective is for plantations to achieve high sustainable 
yields at low costs with minimal environmental impact. The 
characteristics of an ideal energy crop have been described by 
Goudriaan et a l . (1991). Biomass energy must be considered 
in integrated land-use planning (see Chapter 25), with atten
tion given to the economic well-being of the local communi
ty and to environmental concerns such as chemical pollution 
of ground water, soil erosion, and loss of biodiversity and 
landscape diversity (Beyea et a l , 1991; Shell/WWF, 1993; 
OTA, 1993; Gustafsson, 1994; NBR, 1994; WEC, 1994). 
Biomass used for energy via thermochemical processes offers 
much more flexibility than biomass used for food in the 
choice and mix of species and cultivation practices for 
addressing environmental concerns because the only biomass 
attribute of importance then is production cost (Williams, 
1994a). 

Little biomass has been grown on plantations for energy. Thus, 
estimates of prospective yields are based on experience with 
crops grown for food and fiber, limited commercial experience 
and considerable experimwital work with candidate bioenergy 
crops, and expected improved yields from new technology. 
The highest biomass yields that have been achieved over large 
areas are for sugar cane (see Figure 19-3): The 1987 worldwide 
average, aboveground biomass yield was 36 dry tons per 
hectare per year (dt/ha/yr); the yield for Zambia (averaged over 
10,000 ha) was 77 dt/ha/yr (Hall et a l , 1993). At Aracruz in 
Brazil from 1986 to 1991, yields (stemwood diameter >7 cm) 
of eucalyptus grown for pulp averaged about 23 dt/ha/yr; the 
maximum stand yields achieved in the same period were 52 
dt/ha/yr (see Figure 19-3). About 11,000 ha of willow planta
tions have been established for energy in southern Scandinavia. 
There the yield on the best 100 hectares has averaged 10-12 
dt/ha/yr (Ledin et a l , 1994) and is projected to be 14-17 
dt/ha/yr in 20 years (Christofferson, 1995). In the United 
States, researchers project that by 2020 yields for hybrid poplar 
and switchgrass will average 15-20 dt/ha/yr in regions where 
conditions are favorable for such crops (Walsh and Graham, 
1995). 

Plantation biomass costs already are favorable in some devel
oping countries. On the basis of commercial experience with 
eucalyptus in northeast Brazil, an estimated 13 EJ/yr of bio
mass could be produced on 50 Mha at an average cost for 
delivered wood chips of $1.7/GJ (Carpentieri et a l , 1993). 
Costs are much higher in industrialized countries. A major U.S. 
Department of Energy/Department of Agriculture study esti
mates, however, that a strong and sustained R&D effort could 
lead by 2020 to 5 EJ/yr of plantation biomass in the United 
States at a delivered cost of $1.5/GJ or less (Graham et a l , 
1995). A related study carried out by the U.S. Environmental 
Protection Agency estimates that land-use competition could 
increase land rental rates. Thus, the biomass price in 2020 for 
5 EJ/yr would be $1.8/GJ under essentially the same technical 

assumptions about yields and costs (Tumure et a l , 1995). For 
comparison, the U.S. Department of Energy projects that the 
average price of coal to U.S. utilities will be $1.3/GJ in 
2010 (EIA, 1995) under projected demand conditions. 
Displacement of coal by biomass on a large scale would tend 
to drive future coal prices to levels that are lower than without 
this competition. 

The energy output-input ratio for plantation biomass depends 
on crop species, yield, and production technology. Although 
this ratio can be low for high-quality food crops such as grain, 
it is generally high for energy crops with good economic 
prospects. Some estimates are 15:1 for willow (Johansson, 
1993); 29:1 for trees grown in short-rotation coppices (Foster 
and Mattiiews, 1994); and, in the United States, 11:1 for 
switchgrass, 12:1 for sorghum, and 16:1 for hybrid poplar 
(Turhollow and Periack, 1991). 

19.2.5.2.2. Electric p o w e r g e n e r a t i o n 

Electricity generation from biomass can take place at scales 
ranging from a few kilowatts for rural village or agricultural 
applications, to tens of megawatts for present industrial appli
cations, to hundreds of megawatts for advanced industrial 
applications. 

Producer gas engines: The electrical loads of many poor rural 
villages of the developing world are in the range of 10-200 kW^. 
Producer gas-engine generator sets based on the use of biomass 
gasifiers coupled to small reciprocating engines are well-
matched to these loads (Ravindranath, 1993; Ravindranath 
and Hall, 1995). These generators often use diesel fuel, but 
biomass-derived producer gas could replace 75-95% of this 
diesel fuel. 

Modest resources have been committed to developing this 
technology, mostly since the early 1970s. Until recently, 
most biomass-producer gas-engine projects failed, largely 
because of excessive tar formation in the gasifier and main
tenance problems posed by tars. These problems have been 
solved, however; successful field demonstrations have been 
carried out, and the technology is ready for large-scale com
mercial applications (Mukunda et a l , 1993, 1994). For 100-
kWg units operated on biomass costing $2/GJ, electricity 
can be produced for 10-150/kWh; for low-cost biomass (for 
example $0.85/GJ for a village plantation in south India), 
electricity can be produced for less than 100/kWh (Larson, 
1993), making this technology an attractive option for 
applications remote from electric grids where biomass is 
available. 

C o n v e n t i o n a l s t e a m - t u r b i n e t e c h n o l o g y : In many coun
tries, biomass residues are used to generate electricity or 
CHP with conventional steam turbine technologies. The 
United States has an installed biomass steam-electric gen
erating capacity of more than 8,000 MW^ (Turnbull, 
1993a). Although they tend to be much smaller (typically 
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20 MWe) than fossil fuel steam-electric plants, relatively capi
tal-intensive, and energy inefficient (Tumbull, 1993b), com
mercial biomass steam-electric plants can provide cost-
competitive power where biomass prices are low, especially in 
CHP applications. 

Improving steam-turbine cycles: In the near term, steam-electric 
plant performance can be improved by cofiring large boilers with 
biomass. This can be achieved by converting existing grate-fu-ed 
boilers to fluidized bed boilers at modest cost—$40-100/kWe, 
includmg fuel handhng (Saviharju, 1995). Biomass cofiring sys
tems are used extensively in Nordic countiies. 

Because costly sulfur cleanup is not needed for biomass, opti
mizing steam-turbine cycle technology can lead to specific 
capital costs and efficiencies for lOO MW^. plants that are com
parable to those for 500 MW^ coal plants requiring sulfur 
cleanup (RTI et a l . , 1993). Less capital-intensive, more ener
gy-efficient technologies are needed to make the more abun
dant and costly biomass sources competitive. 

Advanced p o w e r cycles involving gasification: Higher effi
ciency and lower unit capital"costs can be realized with 
advanced conversion technologies. Biomass-integrated gasifi-
er/gas turbine (BIG/GT) cycles are the focus of present devel
opment efforts (Williams and Larson, 1993). 

Because biomass generally contains little sulfur, gases exiting 
the gasifier can be cleaned at higher temperatures tiian is fea
sible for coal (hot-gas sulfur-removal technology is not com
mercially proven). Thus, biomass is well-matched to air-
blown gasifiers, which tend to be less costly than the oxygen-
blown gasifiers used in commercial coal integrated 
gasifier/gas turbine systems at the scales of interest for bio
mass power systems. Efficiencies of 40-45% are expected to 
be achievable (Elliott and Booth, 1993; Consonni and Larson, 
1994). 

Various projects to demonstrate BIG/GT technology are under
way. A 6-MWe pilot plant is being tested at Vamamo, Sweden. 
A 30-MWe commercial demonstration plant is being planned for 
the northeast of Brazil (with initial operation scheduled for 
1997-1998), witii support from the Global Environment Facility 
(Elliott and Booth, 1993). During 1993-1994, two Fmnish gasi
fication CHP power demonstration projects (larger than 50 
MWg) were announced, as were three relatively small-scale 
(7-12 M W J demonstration projects (a CHP plant for Denmark 
and two power-only plants for the UK and Italy) with support 
from the European Union. Other demonstiration projects are 
being plarmed in Belgium, the Netherlands, and the United 
States. 

BIG/GT power plants would have low sulfur dioxide (SOj) 
particulate, and thermal NO, emissions, but N0^ emissions 
could arise from fuel-bound nitrogen (N). NO^ emissions could 
be kept low by growing biomass with low N content and/or 
selectively harvesting portions of the biomass having high C/N 
ratios. For example, trees could be harvested in winter, after 

the leaves—in which the N is concentrated—have fallen 
(Ledin and Alriksson, 1992). Stack-gas emission conh-ols 
might still be needed in areas where there are severe restric
tions on NOj. Gasifier and/or combustor modifications under 
development offer the promise of suppressing N0^ formation 
(Leppalahti, 1993). Successful development would obviate the 
need for stack-gas controls. 

The ability of biomass to compete with coal depends on rela
tive fuel prices and relative performances and costs for con
version technologies. A U.S. Environmental Protection Agency 
assessment exploring prospective advances for both biomass 
and coal (Tumure et a l , 1995) considers future biomass power 
plants with characteristics that range from a 0.5% lower heat 
rate and a unit capital cost that is approximately 2% less than 
for coal plants, to biomass plants characterized by an 8% high
er heat rate and a unit capital cost that is 20% higher than for 
coal plants. Under the first set of conditions, differences in fuel 
cost alone would drive the economic comparison between bio
mass and coal; for the second, subsidies in excess of Içi/kWh 
would be required to put biomass on a competitive footing with 
coal, even under relatively optimistic assumptions about bio
mass production costs. 

Odier studies suggest Üiat if R&D goals are fully reaUzed for 
biomass production (Graham et a l , 1995) and for the conuner-
cialization of advanced BIG/GT technologies designed to 
exploit the intrinsic characteristics of biomass feedstocks 
(Wilhams, 1995a), biomass has good prospects for competing 
with coal by 2020 in many ckcumstances, even if the price of 
biomass is somewhat higher than the price of coal. In the long 
run, key distinguishing feahtres of biomass and coal IG/GT tech
nologies are likely to arise from the sulfur and moisture contents 
of the feedstocks.3 A framework for a quantitative economic 
comparison highlighting tiiese distinguishing features is offered 
by fixed-bed integrated gasifier/intercooled steam-injected gas 

3 Even though existing biomass steam-electric plants (fired with forest 
product and agricultural industry residues or MSW) are characterized 
by modest scales (25 MW^ a typical plant size), scale is not likely to be 
a key distinguishing characteristic between biomass and coal plants 
when advanced BIG/GT technologies using plantation biomass become 
established in the market, because electric generation costs are not very 
sensitive to transport distances for the fuel (Faaij et al., 1995; van den 
Broek et al, 1995). Site-specific analyses of such applications of pres
surized BIG/GT systems in the U.S. and Brazil— t̂aking into account 
the areal distribution of biomass supplies and power plant scale 
economies— ĥave shown that electricity costs are minimized for capac
ities in the range 230-320 MW^ (Marrison and Larson, 1995a, 1995b). 
Moreover, if air-blown gasifiers with hot-gas suUur cleanup are suc-
cessfiiUy developed (Gorman, 1986), it will be possible to have low-
cost coal IG/GT plants at scales much smaller than those optimal for 
current IG/GT technology based on oxygen-blown gasifiers, for which 
costs are very scale-sensitive. Even if oxygen-blown gasifiers remain 
the norm for coal, future coal IG/GT plants may be smaller than the 
optimal for current technology— b̂ecause of ongoing progress in reduc
ing costs for air separation generaUy and in particular for air separation 
at modest scales, as a result of advances relating to pressure swing 
adsorption and membrane gas separation systems (Simbeck, 1995). 
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turbine (ЮЯЗТЮ) systemŝ  at the same scale (-110 MW^) for 
both coal and biomass (Williams and Larson, 1993). The coal 
variant of ЮЯЗТЮ, which involves hot-gas sulfur cleanup, has 
been proposed as a low-cost option for coal (Corman, 1986). The 
biomass variant does not require sulfur cleanup but does require 
a biomass dryer. A promising dryer option involves drying bio
mass in pressurized superheated steam and using the water evap
orated from biomass as steam in the ВЮЯ8ТЮ system via 
process integration. For IVOSDIG (involving steam drying of 
biomass coupled to a steam-injected gas turbine), the first gen
eration of which is being developed in Finland, it has been 
shown that the plant efficiency (HHV basis) is nearly indepen
dent of the fuel moisture content (Hulkkonen et a l , 1991). The 
capital cost penalty for such a steam dryer for ВЮЯ8ТЮ is esti
mated to be $100/kW, about 40% of die estimated incremental 
cost for hot gas sulfur cleanup for die coal ЮЯЗТЮ. Largely 
because of the resulting net capital cost advantage to biomass, 
ЮЯЗТЮ electricity from biomass costing $2/GJ could poten
tially compete with ЮЯЗТЮ electricity from coal for coal 
prices in the range $1.4-1.7/GJ (depending on the market value 
of the sulfuric acid recovered as a byproduct) (Williams, 1995a). 

Biomass-integrated gasifier/fuel cell (ВЮЯ'С) systems involv
ing molten carbonate or solid-oxide fuel cells prospectively 
would be even more energy-efficient than BIG/GT systems and 
would be especially well-suited for industrial cogeneration 
applications requiring high-temperature process heat. Although 
little attention has been given to such systems in development 
efforts, biomass would, in several respects, be a more attractive 
feedstock than coal for gasification-based fuel cell applications 
(Kartha et a l , 1994). If successfully developed, ВЮЯ^С sys
tems could extend the range of economically attractive power 
generation options to smaller scales (-1 MW^) than would be 
feasible with BIG/GT systems. 

19.2.5.2.3. B i o g a s p r o d u c t i o n 

Simple anaerobic digesters are used in rural areas of some 
developing countries to produce biogas from manure and crop 
residues at scales ranging from household to village. They pro
vide fuel for cooking and power (Rajabapaiah et a l , 1993), 
byproducts in the form of fertilizer and feed for pigs and fish 
farms, and substantial environmental and human health bene
fits (DEPE, 1992). The future potentiajl is large, particularly if 
organizational issues are satisfactorily resolved—for example, 
if local expertise is ensured in operation and maintenance and 
if users take responsibility for collecting biomass for the bio
gas plant (Rajabapaiah et a l , 1993). 

In industrialized countries, the focus is on industrial plants with 
capacities of several million cubic meters of biogas/yr, com
pared with 250-300 m3/yr for household plants in China (Wang 
et a l , 1992) and 10,000 mVyr for village-scale plants in India 
(Rajabapaiah et a l , 1993). 

In the most common application in industrialized countries, 
manure and other organic wastes are pretreated and passed 

through plants for pasteurization, digestion, separation, and gas 
purification to produce biogas, along with byproducts that 
include fertilizer and compost. The gas produced in large 
installations in Denmark is used in gas engines for CHP or in 
boilers for DH. Experiments with other uses are in progress, 
including compressed gas for vehicles (Stewart and McLeod, 
1980; Danish Energy Agency, 1992). 

E c o n o m i c s : Direct costs have declined with experience for 
Danish plants. Although the government has provided a 
25-50% subsidy, the best plant, selling gas at $10 per GJ, 
would roughly break even in Denmark even if there had been 
no subsidy (Danish Energy Agency, 1992). 

In India, after experiences well short of expectations 
(Comptroller and Auditor General of India, 1994), cattle-dung 
biogas plants have now been demonstrated at village scale to be 
economically viable for providing biogas-generated electricity 
(~5 kWg) for lighting and pumping water. Plans are underway to 
replicate the technology in many villages (Reddy et a l , 1994). 

Energy balance: For the 10 large Danish biogas plants, the net 
external energy requirement—considering fuel for transporting 
manure to the plant and the fertilizer value of the returned 
residue—is just 0.7% of net production, corresponding to an 
energy payback of three days (Tafdrup, 1993). 

GHG emissions: The average GHG emissions avoided by 
using the biogas produced by the 10 Danish plants instead of 
coal for CHP is 17 kgC/m^ of biomass converted. Moreover, 
biogas production from manure reduces emissions from 
spreading manure directly on fields equivalent to about 15 
kgC/m3 of biomass converted, so that total GHG emissions are 
reduced by 32 kgC/тЗ of biomass converted (Tafdrup, 1993). 

19.2.5.2.4. Biofuels for transport 

Interest in alternative transport fuels has been driven largely by 
concerns about oil supply security and urban air quality. These 
concerns have led Brazil and the United States to adopt policies 
promoting alternative vehicles and fuels. In light of increasing 
air pollution in die world's megacities (UNEP/WHO, 1992), 
such policies are likely to become more widespread. 

Traditional biofuels f o r transport: Efforts to produce biofuels 
for transport have focused on ethanol from maize, wheat, and 
sugar cane and on vegetable oils such as rapeseed oil. The 
most substantial commercial programs are in Brazil and the 
United States. In 1989, Brazil produced 12 billion liters of fuel 
ethanol from sugar cane, which was used to power 4.2 million 

" While ЮЛЗТЮ technology is not currently being developed, its 
successful development could lead to substantial electricity cost 
reductions relative to first generation IG/GT technologies for both 
coal and biomass. Comparing coal and biomass in the context of 
IG/ISTIG technology represents the competing feedstocks fairly and 
facilitates a comparison of their key distinguishing characteristics. 
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cars running on liydrated etiianol and 5 million cars on gaso-
hol, a gasoline-ethanol blend (Goldemberg et a l . , 1993). In 
1993, the United States produced 4 billion liters of ethanol 
from maize for gasohol applications. 

Al l traditional biomass-derived transport fuels are uneconomic 
at present. Substantial cost reductions are being made for sugar 
cane-derived ethanol, however (Goldemberg et a i , 1993). 
Moreover, there are good prospects for making cane-derived 
ethanol competitive at the present low world oil price if elec
tricity is cogenerated from cane residues using BIG/GT tech
nology along with ethanol from cane juice (Williams and 
Larson, 1993). In contrast, the prospects are poor for making 
ethanol economically from grain (Wyman et a l . , 1993). 

Most tradhional biofuels are inefficient users of land, with low 
yields of h-ansport services (vehicle km/ha/yr) compared with 
what is achievable with advanced technologies using woody bio
mass feedstocks (Table 19-4). Many also have marginal energy 
balances. Fossil energy mputs to produce edianol from wheat, 
maize, or sugar beets are likely to be comparable to die energy 

content of the ethanol; for rape methyl ester derived from rape-
seed, fossil energy inputs are likely to be about half the energy 
in the rape methyl ester (Lysen et a l . , 1992; lEA, 1994b). 
Greenhouse performance also tends to be marginal. For maize, 
estimates of net fiiel-cycle emissions of COj have ranged from 
somewhat more (Ho, 1989) to somewhat less (Marland and 
TurhoUow, 1990) than for gasoline. Total hfe-cycle GHG emis
sions may even be somewhat higher than for reformulated gaso-
hne, which contams more oxygen to improve combusion and 
thereby reduce emissions (DeLuchi, 1991). For rape methyl 
ester, life-cycle CO2 emissions are less than for fossil fuels 
(Lysen et a l . , 1992). There also may be significant emissions of 
nitrous oxide (N2O), a powerful GHG, as a resuU of the conver
sion of some nitrogen m fertihzer to N2O. These emissions 
depend on the type of fertilizer and application (Lysen et a l , 
1992; Muschalek and Sharmer, 1994), however, and there are 
large uncertainties (Gosse, 1994; Bernhardt, 1994). 

It is now generally believed that alcohol fuels—especially 
when blended with gasoline and used in flexible-fuel inter
nal-combustion engine vehicles (ICEVs)—offer little or no 

Table 19-4: Energy y i e l d f o r a l t e r n a t i v e feedstock/conversion t e c h n o l o g i e s . 

Transport Transport 
Feedstock Yield Fuel Yield Services Yield^ 

Option (dry tons/ha/yr) (GJ/ha/yr) (103 vlon/ha/yr) 

Rape Methyl Ester (Netherlands) ̂  3.7 of Rapeseed 47 21 (ICEV) 
EthOH fi'om Maize (USA)2 7.2 of Maize 76 27 (ICEV) 
EthOH fi-om Wheat (Netherlands)^ 6.6 of Wheat 72 26 (ICEV) 
EthOH from Sugar Beets (Netherlands)'̂  15.1 of Sugar Beets 132 48 (ICEV) 
EthOH from Sugar Cane (Brazil)^ 38.5 of Cane Stems 111 40 (ICEV) 
EthOH, Enzymatic Hydrolysis of Wood (present technology)̂  15 of Wood 122 44 (ICEV) 
EthOH, Enzymatic Hydrolysis of Wood (improved technology)̂  15 of Wood 179 64 (ICEV) 
MeOH, Thermochemical Gasification of Wood'̂  15 of Wood 177 64/133 (ICEV/FCV) 
H2, Thermochemical Gasification of Wood'̂  15 of Wood 213 84/189 (ICEV/FCV) 

'Per ton of seed: 370 liters of rape methyl ester plus (not listed) 1.4 tons of straw (Lysen et a l , 1992). 
^For wet milling, assuming the U.S. average maize yield, 1989-1992; per ton of grain: 440 liters of ethanol plus (not listed) 
0.35 tons of stover (out of 1 ton of total stover, assuming the rest must be left at the site for soil maintenance), 275 kg of com 
gluten cattie feed, and 330 kg of CO2 (Wyman et a l , 1993). 

ЗРег ton of seed: 455 liters of ethanol plus (not listed) 0.6 tons of straw (Lysen et a l , 1992). 
4Per ton of sugar beet: 364 liters of ethanol (Lysen et a l , 1992). 
^For the average sugar cane yield in Brazil in 1987 (63.3 tons of harvested cane stems, wet weight); per ton of wet cane stems: 
73 liters of ethanol (Goldemberg et a l , 1993). In addition, (not listed) the dry weight of the attached tops and leaves amounts 
to 0.092 tons and that for the detached leaves amounts to 0.188 tons per ton of wet stems—altogether some 18 dry tons/ha/yr 
(Alexander, 1985). 

6Per ton of feedstock: 338 liters of ethanol plus (not listed) 183 kWh (0.658 GJ) of electiicity, present technology; 497 liters of 
ethanol plus (not hsted) 101 kWh (0.365 GJ) of elech-icity, improved technology (Wyman a l , 1993). 

'For the indirectiy heated Battelle Columbus Laboratory biomass gasifier; per ton of feedstock: 11.8 GJ of methanol or 14.2 
GJ of hydrogen; per ton of feedstock, extemal electricity requirements are 107 kWh (0.38 GJ) for methanol or 309 kWh (1.11 
GJ) for hydrogen (Williams et a l , 1995a, 1995b). 

^Fuel consumption rate of the vehicles (in liters of gasoline-equivalent per 100 km) assumed to be 6.30 for rapeseed oil 
(assumed to be the same as for diesel), 7.97 for ethanol, 7.90 for methanol, and 7.31 for hydrogen used in internal combustion 
engine vehicles (ICEVs), and 3.81 for methanol and 3.24 for hydrogen used in fuel-cell vehicles (FCVs) (DeLuchi, 1991). 
Note that 1 liter of gasohne equivalent = 0.0348 GJ, HHV. 



Energy Supply Mitigation Options 6 0 9 

air-quality advantages, other than reduction in carbon monox
ide (CO) emissions (Calvert et a l . , 1993). Moreover, reformu
lated gasolines can meet or surpass the air-pollution reductions 
of alcohol-gasoline blends (BEST, 1991). With methanol, CO 
emissions would be reduced, and emissions of volatile organic 
compounds would be less problematic than for gasoline, but 
NOx emissions would probably not be reduced. Ethanol offers 
lesser air-quality benefits than methanol and may produce 
more ozone per carbon atom (Calvert et a l . , 1993). Because of 
such problems with traditional biofuels, advanced technologies 
are receiving increased attention. 

Advanced biofuels: Advanced biofuels derived from low-cost 
woody biomass could offer higher energy yields at lower cost 
and with lower environmental impacts than most traditional 
biofuels (lEA, 1994b). The advanced biofuel that has received 
the most attention is ethanol derived from wood via enzymatic 
hydrolysis (Wyman et a l . , 1993). For a woody feedstock yield 
of 15 dry t/ha/yr—which is generally believed to be achievable 
in large-scale production—the ethanol yield could be more 
than twice diat from grain (Table 19-4). If the U.S. Department 
of Energy's year-2000 goals for performance and cost are met, 
energy balances would be favorable; life-cycle emissions of 
C O 2 for ethanol production and use in ICEVs (in gC/km) 
would be only about 2% of those from such vehicles operated 
on reformulated gasoline (Wyman et a l . , 1993). Furthermore, 
ethanol will be competitive with gasoline if oil prices are 
greater than about $25/bbl (Wyman et a l . , 1993). For compar
ison, French studies indicate that ethanol from grain will not be 
competitive until oil prices reach $40-45/bbl (Torek et a l . , 
1988). The major shortcoming of the technology is that it may 
not lead to air-quality improvements beyond what can be 
achieved with reformulated gasoline. However, low emissions, 
along with a two to three-fold gain in fuel economy, might be 
practically achievable using either fuel with a so-called hybrid 
car that has an electric drive train, an electric generator driven 
by a small internal-combustion engine that would provide 
baseload power, and a small battery or other device for provid
ing peak power (Ross, 1994; Colombo and Farinelli, 1994). 

Other advanced fuels include methanol and hydrogen derived 
from biomass via processes that begin with thermochemical 
gasification. Used in fuel-cell vehicles (FCVs), they offer good 
prospects for dealing with the multiple challenges of trans
portation. Recent advances suggest that the proton-exchange-
membrane (РЕМ) fuel cell is an attractive alternative to the 
internal combustion engine for cars (AGTD, 1994; Williams, 
1993, 1994b), buses, tracks, and trains (see Section 19.2.6.4). 

If FCVs were introduced, hydrogen or methanol fuel would be 
produced initially by steam-reforming natural gas. This is the 
least-costly route, for which the required technology is com
mercially available. On the basis of projected prices for natur
al gas, coal, and biomass, production costs would be compara
ble for these three feedstocks before 2025 (Williams, 1996). 

The prospect that biomass could compete with coal in the longer 
term reflects the more favorable characteristics of biomass as a 

feedstock for gasification (Williams et a l . , 1995a, 1995b). 
Low sulfur content gives biomass a processing cost advantage 
compared with coal. In addition, if the biomass gasifier is 
designed to exploit the much higher reactivity of biomass com
pared to coal, unit capital costs can be reduced. For both coal 
and biomass, the initial step involves gasification to produce a 
synthesis gas (mainly CO and H2). Coal is gasified in oxygen 
to produce the desired synthesis gas. The high gasification tem
peratures needed are achieved by direct heating—that is, by 
burning some of the coal in place. To take advantage of 
economies of scale for the oxygen plant, the coal conversion 
facilities would be large. Because of its much higher reactivi
ty, biomass can be gasified at much lower temperatures—a 
property that makes it possible to avoid the use of costly oxy
gen-blown gasifiers and instead to gasify the biomass in steam 
using indirectiy heated gasifiers in smaller facilities. 

The yield for methanol or hydrogen produced from woody bio
mass would be comparable to that for ethanol derived via enzy
matic hydrolysis (see Table 19-4). The potential for displacing 
gasoline used in ICEVs with biomass-derived methanol or 
hydrogen used in FCVs, however, would be more tiian twice 
that for ethanol used in ICEV applications because FCVs 
would be more than twice as energy-efficient as ICEVs. The 
FCV thus offers the potential for substantially increasing the 
role of biomass in ttansportation, supporting up to seven times 
as many vehicle-km of transport services per hectare as ethanol 
derived from grain used in ICEVs (see Table 19-4). 

19.2.5.3. Wind Energy 

19.2.5.3.1. Stage of development 

The technology related to grid-connected wind turbines has 
become commercially available and mature. The most suc
cessful commercial wind turbines have installed capacities of 
up to 600 kW. A new generation of machines in the 1 MW 
size range and above is now being investigated. At the end of 
1993, the global installed capacity of high-efficiency wind 
turbines was 3,100 MW, of which approximately 1,700 MW 
is in the Americas and 1,200 MW in Europe. While many dif
ferent designs are in use, the "stock average" technology con
sists of three-bladed, horizontal-axis machines operating at 
near-fixed rotation speed. In 1993, the global new installation 
of wind energy was on the order of 550 MW; the annual man
ufacturing capacity was over 1,000 MW. This capacity could 
increase rapidly due to the decentralized stmcture of produc
tion in the wind power industry. Technical availability (the 
capability to operate when the wind is higher than the start
ing wind speed of the machine) is now typically 95-99%. 
Small-scale applications of wind energy such as water pump
ing, battery charging, and stand-alone electricity supply sys
tems also are being developed (Cavallo et a l . , 1993; WEC, 
1994; S0rensen, 1988). 

Methods for evaluating wind resources have improved (Troen 
and Petersen, 1989). In several regions, reviews of resources 
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have been carried out, and siting methods are now being 
employed regularly to identify the most valuable wind turbine 
sites (Turkenburg, 1992). 

19.2.5.3.2. Technology development 

To decrease the cost of electricity, new generations of wind tur
bines are bigger than current turbines. The reduction of the 
blade number to two and the inttoduction of cost-effective 
power electronic systems to allow for variable-speed operation 
may further reduce costs. 

Intermittent wind power on a large grid can contribute an esti
mated 15-20% of annual electricity production without spe
cial arrangements (see also Section 19.2.6.1). In large utility 
systems with a small fraction of wind power, savings in fuels 
and emissions are approximately proportional to the average 
wind energy input. Employing the so-called loss-of-load-
expectation method, the capacity value is typically found to be 
close to that of a conventional thermal plant with the same 
energy output at low levels of wind power penetiation (supply 
fraction) and to decline with increasing penetration (van Wijk, 
1990; Tande and Hansen, 1991; Grubb and Meyer, 1993). 
Energy storage facilities probably will be integrated into the 
utility system, which would allow efficient utilization of wind 
energy at high penetrations. The wind energy and the storage 
facility together may supply "firm" power actually substitut
ing for baseload power (Cavallo, 1995; Cavallo and Keck, 
1995). 

.19.2.5.3.3. Economy 

The present stock average cost of energy from wind power is 
approximately 100/kWh, although the range is wide. By 2005 
to 2010, wind power may be widely competitive with fossil 
and nuclear power (IAEA, 1991). 

A study by Godtfredsen (1993) on new, commercially avail
able wind-power technology gives the distribution of invest
ment cost and the cost of energy. For average new technolo
gy, this study shows investment costs of $l,200/kW and 
electricity production costs of 60/kWh. For the best new 
technology, the figures are $900/kW and 5.50/kWh, respec
tively. The figures are based on an average windspeed of 10 
m/s at 10 m above ground level, using single machines or 
small groups of machines, and do not include long-range 
transmission costs. Costs could be significantiy lower for 
large wind farms. 

The average annual windspeed on the site strongly affects the 
cost of energy. As a rule of thumb, the wind turbines' produc
tion increases with the windspeed to the third power, and the 
cost of energy decreases accordingly. Wind turbines at very 
windy sites (for example, coastal regions in northwest Europe) 
produce electricity at a total cost of 4.0-4.50/kWh. Some 
Danish utility-owned turbines produce electricity at 4.50/kWh 
(Elsamprojekt, 1994). 

One set of projections of future costs is presented in Table 
19-5. For comparison, Cavallo et a l . (1993) project a cost 
of 3.20/kWh for 2020, assuming a wind turbine hub height 
of 50 m, an average wind speed of 5.8 m/s at 10 m, a 6% 
discount rate, and a useful equipment life of 25 years. 

The payback time of the energy invested (energy balance) in 
the production of the wind turbine is less than one year for 
average new technology (see Table 19-5). 

19.2.5.3.4. Markets 

Formulated political goals for the next 20-30 years add up to 150 
TWhç global annual generation. The potential is considerably 
higher and could be fiirther exploited (see Table B-4 in Chapter 
B). For example, the World Energy Council presents a "Current 

Table 19-5: Development of wind energy technology: technology level and characteristics, energy payback time f o r wind tur
bine, cost of electricity, and barriers t o widespread dissemination. Assumptions include discount rates of 6 and 10%, average 
windspeed at 10 m altitude of 5.5 m/s (roughness class 1), and useful lifetime of 2 0 y e a r s . A l l costs are in 1990 US$. External 
costs and CO2 emissions are not included. 

Technology Energy Direct Cost (0/liWh) Institutional 
Technology Level Characteristics Balance (months) 6% 10% Barriers 

Stock Average, Three-bladed, 12 10 kWh-cost 
1975-90 induction generator 

Average New Three-bladed, 9 6 7.4 Cost, public acceptance 
Technology, 1993 induction generator 

Best New Three-bladed, 9 5 6.3 Public acceptance 
Technology, 1993 induction generator 

Near-Term Three-bladed, 6 4.2 5.4 Public acceptance, load 
Technology, 2003 variable speed management 

Long-Term Two-bladed, variable 6 3.4 4.3 Load management. 
Technology, 2020 speed, flexible structure transmission 
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Policy Scenario" and an "Ecologically Driven Scenario"— t̂he 
latter showing an annual production of electricity from wind tur
bines of close to 1,000 TWhe in the year 2020 (Van Wijk et a l . , 
1993; WEC, 1994), which is close to 8% of the global annual 
electricity consumption in 1990. 

19.2.5.3.5. P u b l i c acceptance 

Countries with large numbers of operating wind turbines some
times experience strong public resistance before installation. 
Local values, circumstances, and decisionmaking procedures 
influence the degree of resistance to the noise of turbines, the 
visual impact on the landscape, the disturbance of wildlife 
(birds), and the disturbance of telecommunications (Arkesteijn 
and Havinga, 1992). In areas of Britain and Denmark with 
wind turbines installed, 70-85% of the citizens are supportive 
or not concerned (Carver and Page, 1994; DTI, 1993). The lit
tle evidence of the impact of turbines on wildlife (Grubb and 
Meyer, 1993) suggests that it is generally low and species-
dependent (Still et a l . , 1994). Case stories of birds killed by 
wind turbines have initiated new research that should illumi
nate the matter. At a 269-unit wind farm near Tarifa, Spain— 
on the main western bkd-migration route between Africa and 
Europe—dozens of dead birds have been found (Windpower 
Monthly, February 1994). Closure and covering of a nearby 
waste pit is expected and intended to reduce bird mortality. 
New blades and gearboxes may generate less noise. Colors, 
tower type and shape, and number of blades are being studied 
to improve the appearance of turbines. Still, there are likely to 
be some sites of exceptional landscape or historic value where 
wind power plants cannot be accepted. 

Experience also indicates how public acceptance can be 
secured. The most important means are information about wind 
energy's environmental benefits, a proactive style of commu
nication, and considerate conduct by developers and authori
ties when wind-farm sites are identified and claimed for wind 
energy use (Turkenburg, 1992). In Denmark and the 
Netherlands, private/cooperative ownership of wind turbines 
also has helped in achieving public acceptance. 

19.2.5.4. Solar E l e c t r i c Technologies 

Direct conversion of sunlight to electricity can be achieved by 
photovoltaic and solar thermal electric technologies. 

19.2.5.4.1 P h o t o v o l t a i c technologies 

Photovoltaic (PV) devices made of layers of semiconductor 
materials convert sunlight directly into electricity. Since they 
are modular, create no pollution in operation, can be operated 
unattended, and require little maintenance, PV systems often 
will be deployed at small scales and close to users. PV tech
nologies can be deployed virtually anywhere—even in areas 
with frequent cloudiness. 

Centralized and distributed grid-connected power generation is 
most important for GHG emissions reductions. Small-scale 
applications for rural electrification for lighting, water pumping, 
refrigeration, and educational purposes are important for devel
opment but are less significant for GHG emissions reductions. 

For several years, PV has been competitive in stand-alone power 
sources remote from electric utility grids. It has not been com
petitive, however, in bulk electric grid-connected applications. 
System capital costs are $7,000-10,000/kW; the cortesponding 
electricity cost is 23-330/kWh, even in areas of high insolation 
(2,400 kWh/m2/yr). New fossil fuel power plants cost less than 
50/kWh. PV costs are declining, however. PV module prices in 
1992 were one-tenth those in 1976 as cumulative production 
increased 1,000-fold. There are good prospects for continuing 
cost reduction, as indicated in Table 19-6 (Kelly, 1993; Ahmed, 
1994; INEL et a l , 1990; WEC, 1994). 

Two basic types of PV devices are flat-plate systems that con
vert both direct and diffuse radiation; and concentrators that 
must have direct radiation to work effectively and use mirrors 
or lenses to concentrate the incident light onto a small area 
equipped with solar cells. The prospects for major cost reduc
tions are especially good for thin-film PV modules that would 
be used in flat-plate devices (Carlson and Wagner, 1993; 
Zweibel and Bamett, 1993) and for sun-tracking, concenttating 
systems (Boes and Luque, 1993). 

Thin-film devices: The active PV materials for thin-film 
devices are layers 1- to 2-pm thick deposited on appropriate 
substrate materials (e.g., glass plates) for modules with areas of 
about 0.5 vcO- or more. Although they are less efficient than the 
more conventional, thick crystalHne silicon devices, the small 
quantities of active materials required imply a potential for 
achieving very low costs at acceptable efficiencies (Carlson 
and Wagner, 1993; Zweibel and Bamett, 1993). 

Amorphous silicon (a-Si) is the only thin-film technology 
established commercially, accounting for 27% of world PV 
sales of about 63 MW in 1993. The 5% efficiencies of com
mercial modules are far from the long-term goal of 15% for 
flat-plate devices (Kelly, 1993). Stabilized efficiencies of 10% 
have been realized for submodules (Zweibel, 1995). The rela
tive ease of manufacturing a-Si modules (Carlson and Wagner, 
1993) may make it possible to design cost-effective a-Si sys
tems that are integrated into building rooftops, windows, and 
walls. PV electricity generation could become an integral part 
of the living environment (Hill et a l , 1994; Humm and 
Toggweiler, 1993; Strong and Wills, 1993). 

How much it will be feasible to increase a-Si module efficien
cies is uncertain. With the current glow-discharge deposition 
technique, a-Si films must be made ultrathin to compensate 
for the initial degradation of efficiency following exposure to 
light. This Staebler-Wronski effect (Carlson and Wagner, 
1993) makes efficiencies greater than about 10% difficult. 
Light-induced efficiency degradation may not be a problem 
for an altemative hot-wire deposition technique (Vanecek et 
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Table 19-6: A l t e m a t i v e projections of installed p h o t o v o l t a i c system costs ( 1 9 9 0 US$). 

U.S. DOE Zweibel 
Interlaboratory White Paper' Williams and Terzian^ and Luft3 

Business Intensification Business Accelerated Thin-Film 
Parameter As Usual of RD&D As Usual Development Systems 

Installed Capital Cost ($/kW) 
2000 3820 2540 4470 3610 3500 
2005 — - 3500 2170 2000 
2010 2290 1770 2770 1520 1000 
2020 1530 1250 1850 1060 800 
2030 1280 1010 - - 640 

Busbar Cost in 20104 (çi/kWh) 
@ 2400 kWh/m2/yr 7.6 5.9 9.1 5.0 3.5 
@ 1800kWh/m2/yr 10.1 7.8 12.1 6.7 4.6 
@ 1200 kWh/m2/yr 15.1 11.8 18.1 10.0 6.9 

Busbar Cost in 2020^ (0/kWh) 
@ 2400 kWh/m2/yr 5.1 4.2 6.1 3.5 2.7 
@ 1800 kWh/m2/yr 6.8 5.6 8.1 4.7 3.6 
@ 1200 kWh/m2/yr 10.2 8.4 12.2 7.1 5.3 

Busbar Cost in 2030^ (0/kWh) 
@ 2400 kWh/m2/yr 4.2 3.3 - - 2.2 
@ 1800 kWh/m2/yr 5,6 4.5 - - 3.0 
@ 1200 kWh/m2/yr 8.4 6.7 - - 4.4 

'Idaho National Engineering Laboratory et a l . , 1990. 
^Wilhams and Terzian, 1993. 
3Zweibel and Luft, 1993. 
^Calculated assuming 6% discount rate. 

a l . , 1992; Haage et a l . , 1994), but it remains to be demon
strated whether high efficiencies can be achieved with this 
technique (Zweibel, 1995). There are good prospects of 
achieving the 15% goal with at least one thin-film technology. 
Besides a-Si, two polycrystalline technologies show great 
promise: CuInSe2 and CdTe (Zweibel and Barnett, 1993). 
Although there has not been as much development effort 
focused on these as for a-Si, progress has been rapid. Between 
1977 and 1994, efficiencies of laboratory cells have increased 
from 6% to about 17% for CuInScj and from 8% to about 16% 
for CdTe (Zweibel, 1995), without serious stability problems. 
Stable efficiencies for submodules about 0.1 m^ in size 
already are comparable to or greater than what has been real
ized with a-Si. 

Because of its modularity, PV technology is a good candidate 
for cost-cutting through "leaming-by-doing" as well as techno
logical innovation (Cody and Tiedje, 1992; Tsuchiya, 1989). A 
design exercise exploring what can be achieved by mass-pro
ducing near-term CuInScj technology (Bradaric et a l . , 1992) 
generated estimates that a 50-MW power plant based on 1995 
CuInSe2 technology would have an installed cost of $2300/kW, 
corresponding to a generation cost of about 80/kWh in areas 
with good insolation, and the value of the electticity to the util
ity would be comparable if the plant were sited where the out
put is well-correlated with peak electtical demand. 

In the transition period to large-scale PV development, the 
value of PV in grid-connected applications often can be 
enhanced by locating the PV system close to users—at utility 
substations and on commercial and residential rooftops— 
instead of in centtal stations. For such distributed applications 
in areas where there is a good correlation between PV output 
and utility subsystem peak demand, the electricity is worth 
substantially more to the utility than in centtal-station configu
rations (Shugar, 1990; Kelly and Weinberg, 1993; Wenger and 
Hoff, 1995; Hoff et a l . , 1995). Moreover, net system costs 
could be reduced in configurations where PV modules serve 
dual purposes (for example, being roof tiles as well as provid
ing power), Markets for high-value, grid-connected, distrib
uted PV are likely to be large in both the United States and in 
many developing countties (Williams and Terzian, 1993). 

Although the long-term prospects for thin films are much hard
er to predict than the prospects for cost-cutting through leam
ing-by-doing, thin-fílm researchers tend to be optimistic. Thin-
film program management at the National Renewable Energy 
Laboratory in the United States projects that installed system 
costs will fall to about $l,000/kWby 2010 and ultimately to 
$600-700/kW (Table 19-6; Zweibel and Luft, 1993). 

C o n c e n t r a t i n g , t r a c k i n g P V technology: Much higher efficien
cies can be achieved with crystalline PV technologies than is 
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possible at present with thin films. Already, efficiencies of 28% 
for crystalline silicon and 34% for mechanically stacked galli
um arsenide/gallium antimony multijunction cells have been 
achieved, and higher efficiencies are expected. Although such 
cells are much more costly to make than thin films, the higher 
costs can be offset by using devices that concentrate the sun's 
rays by a factor of anywhere from 2 to 1,000. The contribution 
of the cell cost to the module cost is reduced by this concen
trating factor, and the concentrating device is expected to be 
much less costly per unit area than the cell. 

Bradaric et a l . (1992) have designed a SO-MW^ power plant 
based on the use of expected 1995-vintage concentrating tech
nology (27.4%-efficient cells used in a two-axis tracking con-
centtator) brought to technological maturity. Their estimated 
installed cost is about $3,200/kW for mass-produced modules; 
the corresponding cost of electricity in a sunny area would be 
about 90/kWh. Whereas high-concentration ratio devices 
would be most suitably deployed in centtal-station configura
tions, low-concentration ratio devices—for example, flat-plate, 
thin-film devices—would be suitable for many distributed 
applications, both grid-isolated and grid-connected. 

Life-cycle analysis: Life-cycle issues of concern for PV sys
tems are energy payback time, toxic emissions, and the use of 
scarce materials. 

The energy payback time is the ratio of the primary energy 
required to manufacture 1 m^ of module plus balance-of-sys-
tem (support structure, wiring, installation) for the power plant 
to the rate of primary fossil energy avoided by the electticity 
production with 1 m^ of module. Most studies have focused on 
energy inputs for modules and have found that the energy pay
back time is sttongly correlated with the amount of active PV 
material used. For silicon devices, the payback time is an esti
mated 5-10 years for monocrystalUne, 3-5 years for polycrys-
taUine, and 0.5-2 years for a-Si modules (von Meier, 1994). 
For monocrystalUne and polycrystalUne power plants, the pay
back is dominated by the energy required to make cells. 

For thin-film devices, the difference between current and 
future technology is expected to be large. The payback for a-
Si modules is estimated (for global average insolation of 1,700 
kWh/m2/yr) to be 2.5 years for 6%-efficient modules and gen
erally pessimistic conditions versus 0.5 years for 10%-efficient 
modules and "base case" conditions (van Engelenburg and 
Alsema, 1994). Assuming future 15%-efficient modules, pay
backs are expected to be even lower for polycrystalUne mod
ules: 1.6 months for CdTe and 4 months for CuInScj (Alsema 
and van Engelenburg, 1992). For grid-cormected systems, the 
balance-of-system is estimated to conttibute an additional 1.8 
years with today's technology but only 0.6 years with future 
systems using 10%-efficient modules (Hagedom, 1989). 

Emissions: Although PV devices emit no poUution in normal 
operation, some systems involve the use of toxic materials, 
which can pose risks in manufacture, use, and disposal. Life-
cycle risks posed by silicon PV systems are small (S0rensen 

and Watt, 1993), but the potential hazards posed by the cadmi
um in CdTe and the selenium in CuInScj devices warrant 
scrutiny—especially air emissions resulting from fires involv
ing rooftop systems and incineration of unrecycled module 
waste. Such life-cyèle emissions per kWh generated would be 
comparable to those from modem coal-fired power plants 
(Alsema and van Engelenburg, 1992). 

Resources: There are no resource consttaints for silicon PV sys
tems. Although thin-film polycrystalUne devices use only tiny 
amounts of active material, some materials are scarce. Of par
ticular concem are the tellurium used in CdTe and especially the 
indium used in CuInScj systems. Recycling might be required 
in order for these technologies to play major roles in the global 
energy economy (Alsema and van Engelenburg, 1992). 

The societal cost of research, development, and commercializa
tion: PV is tiie furthest of the renewable energy technologies 
from being commercially atttactive in large-scale applications. 
How fast costs come down in the future depends on tiie level of 
the societal commitment to develop the technology. WilUams 
and Terzian (1993) conclude that it would be worthwhile to 
accelerate rapidly tiie pace of development via intensification of 
the R&D effort and market incentives because the public-sector 
costs involved are expected to be small compared with the direct 
societal benefits, measured as the present value of reduced future 
consumer expenditures on electticity. Williams and Terzian 
(1993) estimate the pubUc-sector subsidy to develop 400 GW^ of 
installed PV capacity woridwide by 2020 to be $1 billion/yr for 
more R&D in the early years, plus a present value of $3.3 biUion 
for future market incentives. These estimates are similar to those 
made by the World Energy Council in estimating what would be 
required to commercialize PV technologies: a market stimula
tion incentive of $2.5-4.0 billion, plus another $5 billion for 
R&D (WEC, 1994). These costs are very small compared with 
the costs of commercializing fossil and nuclear technologies, 
largely because of the small scale of the technology. 

19.2.5.4.2. Solar thermal-electric technologies 

Solar thermal-electtic technologies use mirrors or lenses to 
concenttate the sun's rays onto a heat exchanger, where a heat-
ttansfer fluid is heated and used to drive a conventional power-
conversion system. Applications for solar thermal-electric sys
tems range from central-station power plants to modular, 
remote power systems. Such systems can be hybridized to run 
on both solar energy and fossil fuel; some systems contain inte
gral thermal energy storage, allowing dispatchable, solar-only 
operation. These systems use only direct rays from the sun and 
are best located in regions of high sunlight intensity. Solar ther
mal-electric systems have the long-term potential to provide a 
significant fraction of the world's electricity and energy needs 
(WEC, 1994; Brower, 1993). 

Between 1984 and 1990, nine utility-scale solar thermal power 
plants—cumulatively over 350 MW^—were constructed in 
southern CaUfomia using solar parabolic-trough technology 
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driving a steam turbine in a hybrid configuration co-fu-ed with 
natural gas. Developers of this technology in Europe and the 
United States are pursuing new power plant projects in several 
developing countties that could resuh in several hundred 
megawatts of new installations before the year 2000. In 
Austtalia, a tilted, polar-ttacking-oriented, parabolic-ttough sys
tem, with selective surfaces improving absorption and reducing 
losses and low concenttation for higher diffuse radiation accep
tance, is being developed that incorporates a storage system to 
allow high solar capacity factors (Mills and Keepin, 1993). 

A solar centtal receiver—also called a "power tower"—uses a 
field of sun-ttacldng mirror assemblies to concentrate sunlight 
onto a tower-mounted receiver, where a circulating fluid is 
heated and used to produce power. Power towers typically con
tain cost-effective thermal energy storage and are intended as 
centtal-station power plants for peaking and intermediate load 
applications in 100-200 MW^ plant sizes (Hillesland and De 
Laquil, 1988; Hillesland, 1988). The technology is in tiie 
demonstration phase and could enter the utility-generation 
marketplace in the second half of the 1990s. In the United 
States, the lO-MW^ Solar Two Project, which will demonstrate 
nittate sah receiver and storage technology, is scheduled to be 
operating by 1995 (Von Kleinsmid and De Laquil, 1993). A 
European industry consortium is planning to develop a 30-
MWg demonsttation plant in Jordan using a volumetric air 
receiver and ceramic storage (De Laquil et a i , 1990; Phoebus, 
1990; Haeger et a l . , 1994); this plant could be operational by 
1997. In Israel, the Weizmann Institute is developing a pres
surized volumettic air receiver that could be used to drive a gas 
turbine or combined-cycle power plant. Initial receiver testing 
was encouraging, and scale-up and system integration are now 
being addressed (Kami, 1994). 

Parabolic dishes supplying the extemal heat for a Stirhng heat 
engine have achieved a maximum net solar-to-electric conver
sion efficiency of 29.4% and an average daily net efficiency of 
22.7% (Washom, 1984). Dish-engine system modules range 
from 2 to 25 kW, and several companies in tiie United States 
and in Europe are developing systems for remote applications 
as well as grid-connected, distributed-power application (Kubo 
and Diver, 1993). In the United States, design vahdation sys
tems are currently undergoing field tests; early commercial 
systems are expected to be available in 1996. The Australian 
National University has developed a 50-kW dish concenttator 
system driving a small, ground-mounted steam power plant 
(Kaneff, 1994; Stein, 1994). 

Table 19-7 lists projections for cost and performance of each 
solar thermal-electric technology (De Laquil et a l . , 1993). 
Parabolic-ttough technology has achieved significant cost 
reductions and current plants have energy costs of 9-130/kWh 
in the hybrid mode. Power towers have significantly lower pro
jected energy costs, 4-60/kWh, which can be achieved at pro
duction rates of 200 MW/yr without technological break
throughs. These costs must be proven at conunercial scale, 
however. The thermal-storage feature of the nitrate salt power-
tower technology allows electricity to be generated when it is 

most valuable and, in principle, allows annual solar-only 
capacity factors of 100%. With high-volume manufacturing, 
dish-engine systems have a cost potential as low as 5.50/kWh 
in a solar-only mode. They also can be hybridized using most 
gaseous or liquid fuels to provide continuous operation. In gen
eral, all solar thermal-electric technologies require the installa
tion of a few hundred MW^ of systems before they reach their 
expected cost targets. 

Integrated solar, combined-cycle plant configurations, which 
are being developed for both parabolic-trough and power-tower 
technology, promise to lower costs significantly for early com
mercial plants. Capital costs are in the range of $1,000-1,500 
per kW, and electricity costs have been calculated to be within 
0.50/kWh of conventional, natural gas-fhed, combined-cycle 
power plants; the annual solar fraction (the share of demand 
covered by solar) for these integrated, combined-cycle configu
rations typically is 20% or lower. Because they reduce both the 
market entry cost and risk hurdles, such hybrids may lead to 
earlier inttoduction of commercial plants. Higher-solar fraction 
plants can be built as the cost of solar-based electricity 
approaches the cost of natural gas-based electricity. 

Land use, water consumption, compatibility with desert 
species, and aesthetics are the principal environmental consid
erations. Because large plants will be best located in desert 
regions, water consumption is likely to be the most serious 
environmental issue. 

In addition to electticity production, solar thermal systems can 
provide high-temperature process heat, and central receivers can 
be used to process advanced fuels and chemicals— f̂or example, 
hydrogen—which may enhance then long-term potential. 

19.2.5.5. S o l a r Thermal Heating 

Solar thermal systems provide heating and hot water for 
domestic, commercial, or industtial uses (Duffie and Beckman, 
1991). Solar cooking and solar cooling cycles are described in 
S0rensen (1979a). Simple solar thermal systems comprise: 

• Passive s o l a r thermal systems: Controlled solar col
lection through building design and the use of proper 
materials and practices, including smart windows, 
solar walls, and evaporative cooling (see Chapter 22). 

• A c t i v e s o l a r thermal collectors: Available designs 
range from unglazed, uninsulated plastic collectors 
for temperatures just above the ambient temperature 
to evacuated concentrating collectors for temperatures 
above 200°C. Flat-plate collectors based on a ther-
mosyphon principle or with forced circulation for 
60-80°C dominate at present. 

• Systems for use with solar thermal technologies: 
Energy storage in building materials, water (including 
aquifers), rocks, and soil for individual houses and 
community systems (Dahlenback, 1993), and consid
eration of fuel backup and proper system manageriient. 
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Table 19-7: Levelized energy cost projections.^ 
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Time Frame 

__??r9boljç Trough __ Central_Receiyer___ _ Dish-Stirling 
80 MWe" ' ' 80 MWe" " lOÔ'MWe 100 íviw'' 200 MW7 Ж)"MW,' 200 MW, 3 MW¡ ' ' 'зо MW," 300 MW, 

per year per year per year 
early early 

first first advanced remote utility utility 
p l a n t p l a n t baseload receiver market market market 

Present 1995-2000 200O-2005 1995 2005 2005-2010 2005-2010 1995-2000 200&-2005 2005-2010 

Capital Cost 3500- 3000- 2400- 4000- 3000-
Range($/kW,) 2800 2400 2000 3000 2225 

3500- 2500- 5000- 3500- 2000-
2900 1800 3000 2000 1250 

Collector System Typical 
Cost ($/m2) 250 200 150 175-120 120-75 75 75 500-300 300-200 200-150 

Annual Solar-to-Electric 
Ranged (%) 13-17 13-17 13-17 8-15 10-16 10-16 12-18 16-24 18-26 20-28 

Enhanced Load 25% 25% 25% thermal thermal thermal thermal solar solar solar 
Matching natural natural natural storage storage storage storage only only only 
Method gas gas gas 

Solar Capacity Factor 
Range (%) 22-25 18-26 22-27 25^0 30-40 55-63 32-43 16-22 20-26 22-28 

Annual O&M Cost 
Range (0/kWh) 2.5-1.8 2.4-1.6 2.0-1.3 1.9-1.3 1.2-0.8 0.8-0.5 1.2-0.8 5.0-2.5 3.0-2.0 2.5-1.5 

Solar LEC Range 
(0/kWh) 16.7-11.8 17.2-9.8 11.7-7.9 16.1-8.0 

Hybrid LEC Range 
(0/kWh) 13.0-9.3 13.5-7.9 9.3-6.5 

10.1-5.8 6.5^.6 8.2-4.5 32.8-14.6 18.6-8.8 10.6-5.5 

1 From De Laquil et a l . (1993), which compiled these data from several sources. The levelized energy cost (LEC) calculations 
are based on a 6% real discount rate; the fixed charge rate for capital is 7.8%. 

2 Typical southwest U.S. site. 

Domestic hot water currently is the most important applica
tion. For one household, the typical collector area is 3-6 m ,̂ 
with a 300-liter water-storage tank. Because the available 
roof space generally is not a limiting factor, system efficien
cy is the result of a cost/benefit optimization for the entire 
system. A typical annual average value is 30-40%. The solar 
fraction is limited by the seasonal variation in irradiation 
levels. In equatorial areas it can be 100%, whereas it does 
not exceed 50% in high-latitude areas without significant 
storage. 

Investment costs for an installed domestic solar hot-water sys
tem for one household range from $600 for a 2-m2 ther-
mosyphon system in the Middle East to $6,000 for a 4-m2 
pumped system in northwest Europe. Annual system output 
varies from 300 to 600 kWh,h/m2. At a real rate of return of 6% 
(10%), heat costs range from $8 ($14) to $80 ($140) per GJth. 
The production and use of domestic solar hot-water systems 
does not have significant environmental effects. The energy 
payback time is about one year. 

Large numbers of solar thermal collectors are installed, notably 
in Europe, Asia, and North America. An estimated 20-30 mil
lion m2 deliver 40-60 PJ/yr (Nitsch, 1992). The technical 
potential is much larger. The installed capacity varies greatiy, 
even between countries with similar climate and geography. 
Thus, attention to implementation issues may help—for exam
ple, the adjustment of building codes to accept solar collectors. 
Several countries offer subsidies in view of the environmental 
advantages of solar thermal systems (Gregory et a l , 1993). 
Demonstration systems for space heating with up to 7,500 m2 
of collectors have been realized together with seasonal heat 
storage (Dalenback, 1993). 

Future prospects include an expected lowering of cost. The 
main stock of collectors have absorbers of steel with selective 
coating, glass cover, and aluminum frame and backplate, plus 
insulating material such as mineral wool. Cheaper construc
tions use plastic absorbers (polypropylene ribbons), polycar
bonate covers, and fiber backplates. Another development is 
high-efficiency evacuated tubes providing two to three times 
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higher armual collection per unit area. Costs are expected to 
decline due to higher volume, more efficient manufacturing 
processes, and reduced installation costs. An important topic 
for further R&D is the optimization of heat distribution sys
tems with contributions from different heat sources (cogenera
tion, heat pumps, solar energy, and storage). 

19.2.5.6. Geothermal and Ocean Energy 

The two remaining renewable sources of energy are geother
mal energy and ocean energy. 

19.2.5.6.1. Geothermal energy 

Geothermal energy resources are made up of both nonrenew
able and renewable parts: The nomenewable is stored from the 
time of die Earth's formation, and the renewable is due to the 
isotopic decay of radioactive elements in the Earth's interior. 

Electricity is generated from geothermal energy in 21 coun
tries. Commercial production on the scale of hundreds of MW 
has been undertaken for more than three decades, both for elec
tricity generation and direct heat utilization. The installed 
capacity is nearly 6,300 MW^. Four developing countties pro
duce more than 10% of their total electricity from geothermal 
(El Salvador, 18%; Kenya, 11%; Nicaragua, 28%; the 
Philippines, 21%). The cost of electric generation is estimated 
to be around 40/kWhe. Direct use of geothermal water (space 
heating, horticulture, fish farming, industry, and/or bathing) 
occurs in about 40 countries; 14 countries have an installed 
capacity of more than 100 MW^. The overall installed capaci
ty for direct use is about 11,400 MW,,,, and the annual energy 
production is about 36 TWh,,, (Fridleifsson and Frecston, 
1994). The production cost for direct use is highly variable but 
commonly under 20/kWh,i,. In addition, low-temperature heat 
stored in soil, water, and air can be upgraded by heat pumps 
and used for space heating and hot water. 

Various emissions are associated with geothermal energy, mclud-
mg CO2, hydrogen sulfide, and mercury. Advanced technologies 
are almost closed-loop and have very low emissions (WEC, 1994). 

In recent decades, installed geothermal energy capacity has 
grown 10% a year for direct uses and from 8-17% for power 
generation. The growth is expected to continue but at slightly 
lower rates (Fridleifsson and Frecston, 1994). 

Geothermal energy reserves that might be exploited in the next 
2 decades are estimated to be 5(Ю EJ, mostiy relatively low-
grade heat. Most geothermal systems are hydrothermal, but 
geopressured, magma, and hot dry rock systems are in the 
demonsttation stage (Palmerini, 1993). Although it can make 
substantial local contributions in some areas, geothermal ener
gy is unlikely to contribute more than 2% of total global ener
gy requirements, even if hot dry rock geothermal technology is 
developed at an accelerated rate (Palmerini, 1993). 

19.2.5.6.2. Ocean energy 

Energy is stored in the tides, waves, and thermal and sahnity gra
dients of the world's oceans. Although tiie total energy flux of 
each of these renewable resources is large, only a small fraction 
of their potential is likely to be exploited in the next 1(Ю years. 
Ocean energy is spread over a wide area and would require large 
and expensive plants for collection, and much of the energy is 
available only in areas far from centers of consumption. 

Tidal energy, which uses barrages at sites having a high tidal 
range, has considerable technical potential (Cavanagh et a l , 
1993). Many sites with the most potential, however, also have 
been considered to be of great environmental significance—for 
example, some are bird habitats (Rodier, 1992; WEC, 1994). 

The technology to use wave energy is in its infancy. Near-shore 
devices are likely to be developed first, but then applicability 
and potential are hmited. Most wave energy is off'shore. Because 
of technological problems and high costs, more powerful large-
wave offshore energy plants are unlikely to be deployed for a 
few decades. Ocean thermal energy conversion (OTEC), which 
is currently in the prototype stage, is very costly and largely 
restricted to ttopical locations (Cavanagh et a l , 1993). 

19.2.6. Energy Systems Issues 

System design and management issues are important for many 
new energy technologies that can significantly reduce GHG 
emissions. The most important are the management of inter
mittent power generation; the choice of a mix of renewable, 
fossil, and nuclear electric-generating technologies; the use of 
electricity transmission technologies; and the use of hydrogen 
or hydrogen-rich energy carriers. 

19.2.6.1. Managing Intermittent P o w e r Generation 

Intermittent power-generating supplies can be managed by new 
load-management techniques; an appropriate mix of dispatch-
able generating capacity for backing up intermittent sources; 
interconnecting grid systems; and mechanical, electtochemical, 
thermal, or other forms of storage (S0rensen, 1984). 

If energy users knew the current and expected availability of 
intermittent energy sources and associated energy prices, they 
might change their pattems of energy demand. Price signals 
and related information could be ttansmitted to users through 
power lines or other information channels so they could plan 
their use of electricity accordingly. This kind of demand man
agement can be automated by using intelligent apphances and 
equipment responding to signals received through the grid 
according to selections programmed by users. 

Energy suppliers might apply ttansmission planning, including 
the ttansfer of electticity over large distances to cope with 
some of the daily variations of wind and solar energy. The 



Energy Supply M i t i g a t i o n Options 617 

management of interconnected grids could be optimized to 
allow maximum inputs from variable power sources, as is cur
rently done to make the best use of baseload power plants. 

Hydropower plants allow prompt regulation and can back up 
intermittent energy generators, as can some types of thermal 
power plants. The ideal thermal complements to intermittent 
renewable energy plants on grid systems are plants characterized 
by low unit capital cost (so they can be operated cost-effectively 
at low capacity factor) and fast response times (so they can 
adjust to rapid changes in intermittent supply output). Gas tur
bines and combined cycles satisfy these criteria, but supercritical 
fossil and nuclear steam-electric plants do not. Thus, nuclear and 
intermittent renewable power sources are competitive rather 
than complementary strategies at high grid-penetration levels. 

The levels of electricity generation from intermittent sources 
(for example, from wind turbines or photovoltaic arrays) that 
can be accepted in a supply system depend strongly on the 
nature of the system and the measures that manage time varia
tions in load. Typical percentages of wind or solar shares in 
systems without storage are about 20% for grid systems and up 
to 50% for large systems with reservoir-based hydro or time-
zone variations of loads (S0rensen, 1981, 1987; Grubb and 
Meyer, 1993; Kelly and Weinberg, 1993). 

Short-term storage will ease regulation and possibly improve 
power quaUty, but only intermediate and long-term storage will 
allow large systems to have shares of variable renewable-energy 
sources that significantly exceed 50% (Jensen and S0rensen, 
1984). One important use of storage is to convert a remotely 
located intermittent electric supply into baseload power to obtain 
a high level of utilization of electric transmission capacity and 
thereby reduce the specific cost of long-distance transmission to 
electric demand centers. The use of compressed-ak energy stor
age (Cavallo, 1995) and even seasonal compressed-air energy 
storage (Cavallo and Keck, 1995) in conjunction with large wind 
energy farms has been shown to be an economically promismg 
way to exploit remotely located wind resources. 

Round-trip efficiencies for storage range from 65-70% for lead-
acid batteries, pumped hydro, and compressed ak to 95% for 
superconducting storage (Jensen and S0rensen, 1984). Some 
storage technologies pose environmental problems that need to 
be addressed—including metal contamination from batteries and 
riverbed erosion problems witii water surges from hydropower. 

19.2.6.2. E l e c t r i c P o w e r System C h a r a c t e r i s t i c s and Costs 

In the decades immediately ahead, many renewable electric 
systems will be introduced in stand-alone configurations 
remote from electric utility grids and used in connection with 
small-scale electtical storage and fossil energy backup sys
tems. In the longer term, however, most renewable electric sys
tems will be connected to electric utility grids. Managing grid-
connected renewable electric technologies poses new chal
lenges for utilities. Unlike the thermal power plants that utilities 

are accustomed to managing, intermittent renewable power 
plants are not dispatchable. Moreover, many of these technolo
gies produce electricity in plants that are much smaller than 
those used in today's power systems. Scales range from 1 kW, 
for some photovoltaic and fuel-cell systems to 25-300 MW, 
for biomass systems because the costs per unit of capacity for 
such technologies will be relatively insensitive to scale. For 
these systems, the economies of mass-produced standardized 
units are more important than the economies achievable with 
large unit sizes. Many of the smaller-scale technologies will be 
sited not in centtal-station plants but at or near customers' 
premises. Some photovoltaic and fuel-cell systems can be 
operated unattended and installed even at individual houses. 
Electricity produced from such "disttibuted power systems" is 
worth more to the utility than centtal-station power whenever 
the electtical output is highly cortelated with the utility peak 
demand, largely because such siting makes it possible to defer 
ttansmission/distribution investments (Shugar, 1990; Hoff et 
a l , 1995). 

New analytical tools are being developed to integrate such 
technologies into electric utility grids and to value and man
age power systems that involve combinations of intermittent 
and dispatchable power sources. One such tool, the SUTIL 
simulation model (Kelly and Weinberg, 1993), calculates the 
average cost of electric generation as the result of an hour-by-
hour simulation that takes into account demand, the variable 
output of intermittent renewable equipment, the load-leveling 
capabilities of hydroelectric facilities, and the dispatching 
characteristics of alternative thermal-electric plants. Results 
of a SUTIL simulation of 10 alternative portfolios for a hypo
thetical utility—based on assumed values of the demand load 
profile, insolation, fuel costs, and capital costs—are shown in 
Figure 19-4.5 Note that the assumed costs for conventional 
fuels and technologies, particularly for natural gas and for 

5 Since this SUTIL modeling exercise was carried out, present and 
projected fuel prices and technology costs have changed signifi
cantly. For example, compared to the assumed overnight construc
tion costs of $525/kW and $625/kW for conventional and advanced 
natural gas combined cycle plants, respectively, combined cycle 
plants are being installed at present in the U.S. at costs as low as 
$4O0/kW. As a sensitivity analysis, the SUTIL model was run again 
with assumed coal and natural gas prices of $1.3/GJ and $3.2/GJ, 
respectively [equal to national average prices projected for electric 
utilities in the U.S. in the year 2010 by the U.S. Department of 
Energy (EIA, 1995)], with an assumed biomass price of $1.5/GJ 
[an estimated long-run marginal cost for producing 5 EJ/yr of plan
tation biomass in the U.S. using biomass production technology 
projected for the year 2020 (Graham et al, 1995)], together with 
the original SUTIL technology cost assumptions. Although overall 
generation cost levels are lower with these new fuel price assump
tions, the relative costs of altemative investment portfolios differ 
only modestly from those shown in Figure 19-4. For example, the 
average generation cost for the updated version of case 9 is 8% 
higher than for case 4 (3.370/kWh vs. 3.120/kWh) (Williams, 
1995a). Note that differences in marginal costs associated with the 
introduction of intermittent renewables are significantly greater 
than is indicated by these average portfolio cost differences. 
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natural gas-fired combined cycles, are significantly higher than 
currently prevailing values and projections to 2010 for the U.S. 
For this set of alternative utility investment portfolios: 

• All configurations involving advanced technology 
(cases 3-10) are less costiy than the base case (case 1), 
which involves conventional fossil fuel technologies. 

• There is httie variation in cost among tiie advanced tech
nology options, although there are no less costiy options 
than tiie advanced fossil fuel options (cases 3 and 4). 

• The fraction of electiical energy provided by inter
mittents can rise up to about 30%, without the use of 
new electrical storage technology, before costs start 
rising significantiy. 

• At high levels of penetration of intermittent renew-
ables, baseload thermal power becomes less impor
tant and load-following and peaking power become 
more important. 

• The advanced fossil fuel options offer relatively mod
est reductions in CO2 emissions. 

• The option offering the greatest reduction in CO2 
emissions [case 9, involving biomass for baseload 
power and a 30% contiibution from intermittent 
renewables and for which emissions are only 4% of 
those for the least costiy case (case 4)] has an average 
generation cost that is only 7% higher than for the 
least costly case. 

Although costs for technologies that are not yet commercially 
available cannot be known precisely, it is plausible—on the 
basis of what is presently known about the prospective costs of 
advanced renewable and fossil fuel electric-generating tech
nologies— t̂iiat in the early decades of the next century, utility 
planners will be able to assemble altemative electric power 
systems (involving substantial contributions from renewable 
energy sources) that generate very low C O 2 emissions. These 
judgments are based on the assumption that various promising 
renewable-energy technologies will be targeted for R&D and 
commercialization programs. At the same time, of course, 
advances will continue to be made in fossil fuel technologies. 
In many cases, it will be difficult to provide electricity at lower 
direct cost than with fossil fuels (for example, because both 
coal and biomass will be able to exploit the same basic 
advances in gas turbine and fuel-cell conversion technologies). 

19.2.6.3. Electricity Transmission Technology 

For transporting electric power over more than about 700 km, 
DC transmission at high voltage (500 to 1,000 kV) via either 
overhead Unes or underwater cables is less costly than AC 
transmission. Ohmic losses amount to about 4% of the energy 
transmitted per 1,000 km, while losses associated with DC/AC 
conversion amount to about 0.6-0.8% per station. Typically, 
DC ttansmission increases the cost of electticity about 7% for 
a 1,000-km line. The low losses and relatively low costs of 
long-distance DC transmission make it feasible to ttansport 
solar power across multiple time zones and to exploit good 

hydropower (Moreira and Poole, 1993), wind (Cavallo, 1995), 
and solar power resources that are remote from demand cen
ters. High transmission capacity utilization can be realized 
with intermittent renewable resources when used in conjunc
tion with compressed air or other energy-storage schemes 
(Cavallo, 1995). 

19.2.6.4. A Long-Term Electricity/Hydrogen Energy System 

Since it was first introduced, electricity has accounted for a 
growing share of the energy carriers used in the energy econo
my—a ttend that is expected to continue. For the longer term, 
hydrogen is another high-quality energy carrier that society 
might adopt for large-scale applications. Both electricity and 
hydrogen offer good prospects for simultaneously dealing with 
the challenges facing the energy system in the 21st century— 
local, regional, and global environmental challenges, as well as 
security of energy supply (Marchetti, 1989; Rogner and 
Britton, 1991; Leydon and Glocker, 1992). Both are clean, ver
satile, and easy to use and can be derived from a wide range of 
primary energy sources. Because of their very different char
acteristics, hydrogen and electricity would have complemen
tary roles in the energy economy. Hydrogen can be stored in 
any quantity, but electticity cannot (though this could change if 
high-temperature superconductivity could be successfully 
developed). Electricity can ttansmit energy without moving 
material; hydrogen cannot. Hydrogen can be a chemical or 
material feedstock; electricity cannot. Electricity can process, 
ttansmit, and store information; hydrogen cannot. 

Hydrogen can be produced from any fossil fuel or from biomass 
via thermochemical conversion and from any elechricity source 
via electtolysis. Conversion to hydrogen and sequesttation of 
separated CO2 makes it possible to use fossil fuels with modest 
life-cycle CO2 emissions (see Sections 19.2.3.2 and 19.2.3.3). 
Eritissions from tiie production of hydrogen from biomass 
grown on a sustainable basis would be especially low and neg
ative if the separated CO2 were sequestered. For the foreseeable 
future, thermochemically derived hydrogen will be much less 
costiy than electrolytic hydrogen, even taking into account the 
costs of sequestering the separated CO2 (see Figure 19-5). 

As is the case for any synthetic fuel, hydrogen generally will 
cost more to produce than conventional hydrocarbon fuels. 
Natural gas-derived hydrogen (tiie least-costly option for at 
least the next couple of decades) delivered to consumers is 
likely to be much more costly than gasoline, on a dollar per GJ 
basis—50% higher for energy prices expected for the United 
States in 2010 (see Figure 19-5). However, this cost penalty 
does not imply that hydrogen would not be competitive. The 
choice of energy carrier, its price, and its source are of littie 
concem to the consumer. The consumer cares about the quali
ty and cost of the energy services provided (Scott, 1993). Just 
as electticity is competitive as an energy carrier—even though 
it is much more expensive than coal, oil, or natural gas—high-
cost hydrogen could be competitive if the market were to place 
a high value on hydrogen. It would be difficult for hydrogen to 
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compete in markets where energy-conversion equipment 
designed for hydrocarbon fuels is used. The situation would 
change markedly if conversion equipment designed to exploit 
the unique characteristics of hydrogen were used instead. 

A class of technologies that could make a hydrogen economy 
feasible is represented by the fuel cell, which converts fuel 
directly into electricity without first burning it. The hydrogen 
fuel cell offers the potential for major contributions in trans
portation (Williams, 1993; Mark et a l . , 1994) and in disfributed 
combined heat and power applications (A.D. Little, 1995; 
Dunnison and Wilson, 1994). The hydrogen fuel cell offers 
high thermodynamic performance, zero local air-pollution 
emissions, low maintenance requirements, and quiet operation. 
In mass production, automobiles powered by the proton 
exchange membrane (РЕМ) fuel cell would have much lower 
costs and much longer ranges between refuelings than battery-
powered electric cars (Kircher et a l . , 1994; Ogden et a l . , 1994). 
Powered by either compressed hydrogen or methanol (a hydro
gen carrier that would be "reformed" onboard the vehicle into 
a suitable hydrogen-rich gaseous fuel), РЕМ fuel-cell cars 
would require much less fuel and entit much less local pollu
tion than hybrid internal-combustion engine/battery-powered 
cars, while offering comparable or greater range and compara
ble or lower life-cycle costs (Kircher et a l . , 1994; Biedermann 
et a i , 1994). 

Because of the much higher fuel economy, the cost of fuel per 
km of driving a fuel-cell car powered by thermochemically 
derived hydrogen is likely to be less than 65% of the cost for a 
gasoline-fired internal combustion engine car of comparable 
performance (see Figure 19-6)̂ , and the total life-cycle cost of 
owning and operating a fuel-cell car is likely to be slightiy less 
(see Figure 19-7), even though the cost of this hydrogen to the 
consumer, measured in $/GJ, would be up to about 75% more 
than for gasoline (see Figure 19-5).̂  

19.3. Low COz-Emitting Energy Supply Systems 
for the World 

Each of the options discussed in Section 19.2 has the potential 
to reduce GHG emissions. To understand better their combined 
potential contributions to future energy supplies and emissions 
reductions, assessments are needed at the level of the global 
energy system. Such assessments should consider internal 
functional aspects of the energy system (such as the intermit-
tency of solar and wind energy resources) and the linkages 
between the energy system and other areas for societal concem 
(such as land-use competition and security issues). 

In order to start an assessment at the energy systems level, 
alternative versions of a Low-Emissions Supply System 
(LESS) were constructed. These LESS constractions illustrate 
the potential for reducing emissions by using energy more effi-
cientiy and by using various combinations of low CO-j-emitting 
energy supply technologies—including shifts to low-carbon 
fossil fuels, shifts to renewable or nuclear energy sources, and 

decarbonization of fuels, in altemative combinations. Energy 
supply systems were constructed for this exercise both from "the 
bottom up" (Section 19.3.1) and "tiie top down" (Section 19.3.2). 

Emphasis in the LESS constructions is on the long term 
(2025-2100), the prospects for achieving deep reductions in 
C O 2 emissions from the energy sector with altemative supply 
mixes, and prospective costs. The need for a long-term focus is 
sttessed in the Working Group I evaluations. Accordingly, 
emphasis was given to new or improved energy supply tech
nologies that offer the potential for achieving deep reductions 
in emissions. By the year 2100, the global commercial energy 
system will have been replaced two to tiiree times—providing 
many opportunities to change system performance through the 
use of various new technologies at the time of investment, both 
for capacity expansion and for replacement. 

It is not realistic to probe the deep future taking into account 
only commercial technologies. The prospective performance 
and relative cost characteristics for the technologies selected 
for emphasis in the LESS constructions can be described with 
a reasonable degree of confidence with present knowledge; all 
are commercially available, commercially ready, or have good 
prospects for becoming commercial products within the next 1 
or 2 decades, if adequate incentives are provided for the need
ed R&D and for launching the new industries involved. 

To help clarify the options, alternative versions of the LESS 
were constructed with features that make each option marked
ly different from the others, and some important features dis
tinguishing the altematives are highlighted. In the bottom-up 
constructions, focused attention is given to five LESS variants. 
Four variants involve a high degree of emphasis on the effi
cient use of energy. Two of these—which were analyzed in the 
greatest detail, thus taken to be the reference cases—are a bio-
mass-intensive (BI) variant and a nuclear-intensive (N1) vari
ant. Also, a natural gas-intensive (NGI) variant and a coal-
intensive (CI) variant were constmcted to explore the extent to 
which deep reductions in emissions could be achieved using 
more fossil fuels. A fifth high-demand (HD) variant explores 
the implication of much greater energy demand growth. 

A central finding of the LESS constmction exercise is that deep 
reductions of CO2 emissions from the energy sector are techni
cally possible within 50 to 100 years, using alternative sttate
gies. Many combinations of the options identified in this 
assessment could reduce global C O 2 emissions from fossil 

6 As shown in Figure 19-6, the fuel cost per km of thermochemical 
H2 would increase only modesfly, if the CO2 separated at the 
production plant were isolated from the atmosphere and the extra 
cost of sequestering this COj were charged to the consumer. 
Moreover, because the cost of fuel represents such a small fraction of 
the total cost of owning and operating a fuel-cell car, the total life-
cycle cost for a fuel-cell car operated on electrolytic hydrogen would 
be less than 7% more than for a gasoline intemal combustion engine 
car, even though the cost of electrolytic hydrogen per km for a РЕМ 
fuel-cell car would be up to 50% more costiy (see Figure 19-7). 
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fuels from about 6 Gt С in 1990 to about 4 Gt С per year by 
2050, and to about 2 Gt С per year by 2100. Because of the 
large number of combinations of options, there is flexibility as 
to how the energy supply system could evolve, and paths to 

energy system development could be influenced by considera
tions other than climate change, including political, environ
mental, and socioeconomic circumstances. However, higher 
energy demand levels reduce the flexibility for constructing 
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supply-side combinations for deep reductions in emissions and 
increase overall energy system costs—underscoring the impor
tance of higher energy efficiency. 

Costs for energy services in each LESS variant relative to costs 
for conventional energy depend on relative future energy 
prices, which are uncertain within a wide range, and on the per
formance and cost characteristics assumed for altemative tech
nologies. However, within the wide range of future energy 
prices, one or more of the variants would plausibily be capable 
of providing the demanded energy services at estimated costs 
that are approximately the same as estimated future costs for 
current conventional energy (see, for example. Figures 19-4, 
19-6, and 19-7). It is not possible to identify a least-cost future 
energy system for the longer term, as the relative costs of 
options depend on resource consttaints and technological 

opportuitities that are imperfectly known, and on future actions 
to be taken by governments and the private sector. 

The literature provides sttong support for the feasibility of 
achieving the performance and cost characteristics assumed for 
energy technologies in the LESS constructions within the next 
1 or 2 decades, though it is impossible to be certain until the 
research and development is complete and the technologies 
have been tested in the market. Moreover, these performance 
and cost characteristics cannot be achieved without a sttong and 
sustained investment in R&D. Many of the technologies being 
developed would need initial support to enter the market, and to 
reach sufficient volume to lower costs to become competitive. 

Market penetration and continued acceptability of differ
ent technologies ultimately depends on their relative cost. 
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performance (including environmental performance), insti
tutional arrangements, and regulations and policies. 
Because costs vary by location and application, the wide 
variety of circumstances creates initial opportunities for 
new technologies to enter the market. Deeper understanding 
of the opportunities for emissions reductions would require 
more detailed analysis of options, taking into account local 
conditions. 

The LESS alternatives are not forecasts; rather, they are self-
consistent constructions indicative of what might be accom
plished by pursuing particular technological strategies. These 
altemative paths to the energy future should be regarded as 
"thought experiments" exploring the possibilities of achieving 
deep reductions in emissions. Actual strategies for achieving 
deep reductions might combine elements from altemative 
LESS constructions. Moreover, there may well be other plausi
ble technological paths that could lead to comparable reduc
tions in emissions. More work is requked to provide a com
prehensive understanding of the prospects for and implications 

of altemative global energy supply systems that would lead to 
deep reductions in CO2 emissions. 

1 9 . 3 . 1 . A Bottom-Up Construction for the 
LESS Reference Cases 

The bottom-up LESS reference analysis involved constmcting 
altemative sets of energy supplies for each of 11 regions of the 
world matched to energy demand levels adopted from a pre
vious IPCC study. The study used a set of demand projections 
for electricity and for solid, liquid, and gaseous fuels used 
directly, by worid region, for tiie years 2025, 2050, 2075, and 
2100. These projections were developed by the Response 
Strategies Working Group (RSWG) of IPCC for its 1990 
Assessment Report (RSWG, 1990). The RSWG prepared high 
and low economic growth variants of altemative energy sce
narios, including Accelerated Policies (AP) scenarios charac
terized on the demand side by high rates of improvement in 
energy efficiency. The energy demand projections for the high 
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economic growth variant of the AP scenarios were adopted for 
the reference cases of the LESS constructions. These projec
tions are consistent with analysis in the energy demand sec
tions of this report (Chapters 20-22). The demand profiles of 
the AP scenario were assumed as exogenous inputs to the sup
ply analysis and were not critically reviewed here. 

An AP scenario was chosen as the point of departure for the 
LESS consünctions because typically tiiere are large opportuni
ties to reduce CO2 emissions more cost-effectively via invest
ments in more energy-efficient equipment than via investments in 
energy supply. The high economic growth variant was chosen to 

make clear that the potential for emissions reduction illustrated 
by the LESS constructions is the result of technological choice 
rather than reduced economic output. The LESS reference con
structions are extensions and variants of a methodology devel
oped in a previous study exploring the long-term prospects for 
renewable energy in the context of the same set of energy 
demand projections (Johansson et a l . , 1993a). 

Given the AP energy demands for each region, energy supplies 
were constructed for the LESS variants that are consistent with 
each region's endowments of conventional and renewable 
energy sources and general expectations of relative prices. 
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Highlights of the LESS reference cases are presented in Box 
19-2; salient global characteristics of these and other LESS 
variants are presented in Figures 19-8 to 19-12. Primary ener
gy requirements for one of the reference cases, disaggregated 
into industrialized and developing regions, are presented in 
Figure 19-13. Details of the assumed demand projections and 
supply constructions are in Williams (1995a). 

19.3.1.1. Fossil Fuels in the LESS Reference Cases 

The roles for fossil fuels in the LESS constructions are esti
mated on the basis of private costs, without consideration of 
carbon taxes. Particular attention is given to resource con
straints on oil and natural gas and local environmental restric
tions on the use of coal. 

For oil and natural gas, the key assumption is that they will 
be developed consistent with widely accepted estimates of 

ultimately recoverable quantities of conventional oil and gas. 
For undiscovered resources, die mean esthnates of the U.S. 
Geological Survey (Masters et a l . , 1994) are assumed for 
regions outside the United States, and U.S. Department of 
Energy estimates (Energy Information Administration, 1990) are 
assumed for the United States. Unconventional oU and gas 
resources are not taken into account. It is assumed that all 
reserves and estimated recoverable, undiscovered conventional 
oil and gas resources (some 11,300 EJ of oil and 12,500 EJ of 
natural gas as of 1993—equivalent to 80 and 160 years of sup
ply at 1990 production rates) will eventually be used for energy. 

From a GHG perspective, it matters little how oil and gas con
sumption evolves over time within this general framework. 
From an energy policy perspective, it makes sense to shift the 
mix more to gas in light of comparable amounts of estimated 
ultimately recoverable conventional resources and a present oil 
consumption rate that is nearly twice that for gas. To increase 
the ti-ansparency of the analysis, two simplifying assumptions 
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were made: For each region, oil production declines at a con
stant exponential rate such that 80% of the estimated remaining 
ultimately recoverable resources is used up by 2100; and 80% 
of the ultimately recoverable natural gas resources also is used 
up for each region by 2100, but natural gas use first increases to 
die year 2025 (at the same rates as in the IPCC lS92a scenario) 
and thereafter declines at a constant exponential rate. 

The LESS constiiictions assume that hydrogen becomes an 
important energy carrier (for example, for use in fuel-cell vehi
cles). Hydrogen derived from natural gas often will be one of 
the least-costly supplies of hydrogen (see Figure 19-5), and 
sequestiation in depleted natural gas fields of CO2 recovered at 
hydrogen production plants (containing two-thirds of the car
bon in the original natural gas) is used as a decarbonizing strat
egy (see Figure 19-5). Thus, it is assumed that some natural gas 
(0% by 2025, 25% by 2050, 50% by 2075, and 75% by 2100) 

is reformed near the wellhead to hydrogen and that the stream 
of pure C O 2 generated in conversion is sequestered in depleted 
natural gas fields, increasing the cost of hydrogen to consumers 
by 1-3% (see Figure 19-5). 

Under these conditions, cumulative CO2 emissions from 1990 
to 2100 from the use of oil and natural gas would be 275 Gt C. 
If there were no other fossil fuels, it might be feasible to stabi-
hze the atmospheric concenttation of CO2 at or near the present 
level. IPCC Working Group I has estimated that cumulative 
C O 2 emissions of 300-430 Gt С in the 21st century would be 
consistent with stabilization of the atmospheric CO2 level at a 
concentration of 350 ppm (IPCC, 1994). 

Remaining coal resources are huge, however. Without decar
bonization, burning all of the estimated ultimately recoverable 
coal resources (see Table B-3 in Chapter B) would lead to the 
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cumulative release of 3,100 Gt C. Moreover, even if the rate 
of coal use remained constant at the 1990 level, the burning of 
coal without decarbonization would add about 270 Gt С to the 
atmosphere between 1990 and 2100. 

The LESS constructions present alternative strategies for reduc
ing emissions from burning coal. In the reference cases, a strat
egy for reducing coal use is articulated. In the coal-intensive 
(CI) and high-demand (HD) variants presented later, emissions 
are reduced instead by pursuing coal decarbonization strategies. 

Although coal is abundant and cheap, it is also a dirtier, more 
difficult-to-use fuel than oil or natural gas. Where there are 
strict rules to ensure that coal is used in clean ways, coal will 

face stiff economic competition from many altemative energy 
sources, both for power generation (see Section 19.3.1.2) and 
for the production of synthetic fuels that are used directly (see 
Section 19.3.1.3). Key assumptions underlying the LESS ref
erence cases are that by the time frame of interest (2025-2100), 
all regions of the world will have adopted envhronmental stan
dards for using coal equivalent to the most stringent standards 
now in place in the industrialized world; and, if a nonfossil fuel 
altemative to coal is available at approximately the same cost 
for the final product (electricity or synthetic fuel) witii these 
environmental standards under the assumptions about future 
technology, the altemative is selected. Under these conditions, 
coal can be plausibly greatly reduced in the LESS reference 
cases, although in developing countries coal use increases 
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Figure 19-13: Primary commercial energy use by source for the biomass-intensive variant of the LESS constructions, for the world and for 
industriaUzed and developing countries. 
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Box 19-2. HigMights of the LESS Reference Cases (BI and N1 Variants) 

World population grows from 5.3 billion in 1990 to 9.5 billion by 2050 and 10.5 billion by 2100. Gross domestic product 
(GDP) grows 6.9-fold by 2050 (5.3-fold and 13.6-fold in industrialized and developing countries, respectively) and 24.6-
fold by 2100 (12.8-fold and 68.3-fold in industrialized and developing countries, respectively), relative to 1990. Because 
of emphasis on energy efficiency, primary energy consumption rises much more slowly than GDP. Global primary com
mercial energy use roughly doubles, with no net change for industrialized countries but a 4.4-fold increase for develop
ing countries, 1990-2100 (Figure 19-13). 

Oil production declines in all regions, at a global average rate of 1.0% per year until 2100, when oil production is pro
duced at 35% of the 1990 rate. Global natural gas production rises 84% by 2025, before beginning a decline at an aver
age rate of 1.8% per year, 2025-2100; by 2100, natural gas is produced at 48% of the 1990 rate. Global coal production 
declines continually, but in developing countries it first rises 70% by 2025 before beginning to decline (see Figure 19-
13). Whereas the decline in oil and gas production is determined by resource constraints, declining coal production is 
due to competition from nonfossil energy. 

Total fossil fuel use stays roughly constant, 1990-2025, but its share in global energy declines from 86% to 67% in 
this period and to 15% by 2100, as a result of a shift to renewables in the BI variant and to nuclear plus renewables in 
the N1 variant (see Figure 19-8). The N1 variant involves increasing nuclear capacity woridwide 10-fold by 2100, so 
that nuclear accounts for 46% of total electricity in 2100, while hydro, biomass, and intermittent renewables (wind, 
photovoltaic, and solar thermal-electric power) account for 6%, 10%, and 34%, respectively. In the BI variant, 
nuclear provides 3% of electricity in 2100; hydro, biomass, and intermittent renewables contribute 10%, 29% and 
54%, respectively. 

Biomass plays a major role (especially as a feedstock for MeOH and H2 production and power generation), accounting 
for 72 EJ or 15% of primary energy in 2025 (47% of biomass is for power generation) and rising to 325 EJ or 46% of 
primary energy by 2100 (29% for power generation) 
in the BI variant. In the N1 variant, the contribution 
from biomass is 12% in 2025 (of which 35% is for 
power generation) and 38% in 2100 (of which 14% is 
for power generation). 

MeOH and H2 play growing roles as energy carriers 
in both the BI and N1 variants (see Figure 19-12). 
Their production accounts for 10% of primary energy 
in 2025, rising to 40% by 2100 (about the same as for 
electric power generation by then). Natural gas pro
vides nearly 60% of the energy from these energy car
riers in 2025, but its share declines to 14% by 2100, 
while the biomass share increases from about 40% in 
2025 to 67% by 2100. Electrolytic H2 makes no con
tribution in 2025 but provides 12.5% of the energy 
from these energy carriers in 2050 and 20% in 2100. 

Oil exports from the Middle East decline absolutely 
but grow as a percentage of global oil consumption— 
from about 20% in 1990 to more than 25% in 2025 
and 33% in 2100. Total energy exports from the 
Middle East double, 1990-2050, before declining 
back to the 1990 level by the year 2100 (see Figure 
19-14) as a result of growth in exports of natural gas 
and H2 derived from both natural gas and solar elec
tricity via electrolysis, which offset die decline in oil 
exports. Since H2 is far more valuable than natural 
gas and oil, the monetary value of Middle East expor 
increases continually throughout the next century. 

Oil Natural Gas Hydrogen from Solar 
Natural Gas Hydrogen 

Figure 19-14: Net exports of fuels from the Middle East in the biomass-, 
nuclear-, and coal-intensive variants of the LESS constructions. 
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through 2025 before dechning (see Figure 19-13 and Box 19-2). 
If nations elect not to control 80,̂  or other local pollutant emis
sions to these levels, prices for coal-derived energy would be 
lower, and altematives to coal less attractive in economic terms. 

Under these conditions, global CO2 emissions decline from 6.2 
Gt С in 1990 to 5.9 Gt С in 2025 and to 1.8 Gt С in 2100 for 
both of the LESS reference cases. Cumulative emissions from 
1990 to 2100 amount to 448 Gt C, of which 182 Gt С comes 
from oil, 93 Gt С is from natural gas, and 172 Gt С is from coal. 

19.3.1.2. The Electricity Sector in the LESS Reference Cases 

Under the demand assumptions of the AP scenario, there is a con
tinuing shift to electricity in the LESS reference cases, with total 
generation increasing 2.9- and 4.2-fold by 2050 and 2100, respec
tively. Total primary energy use increases only 1.6- and 1.9-fold, 
respectively. In the reference cases, the possibilities for achieving 
deep reductions in emissions both without (BI variant) and witii 
(N1 variant) a major expansion of nuclear power are explored. 

19.3.1.2.1. The biomass-intensive variant for the electric sector 

The BI variant explores the potential for using renewable elec-
tiic sources in power generation by combining the results of 
modeling exercises, such as those described in Section 19.2.6.2 
using the SUTIL model with considerations of regionally vary
ing resource endowments and constraints. Under these condi
tions, estimates were made of potential contiibutions to electric 
grids from renewables— b̂oth intermittent renewables (wind, 
photovoltaic, and solar thermal-electric technologies) and 
advanced biomass electric-generating technologies (biomass-
integrated gasifier/gas turbine technologies through 2025 and 
biomass-integrated gasifier/fuel-cell technologies for 2050 and 
beyond). Advanced gas turbine and fuel-cell technologies 
fueled with natural gas-derived hydrogen also are stiessed. The 
level of nuclear generation remains constant from 1990 to 2100. 

At the global level, 30% of electricity is supplied by intermittent 
renewables by 2050 in the BI variant, with substantial regional 
variations (for example, 10% in Africa; 18% in OECD Europe). 
This appears to be achievable without the use of new storage 
technologies if these systems are backed up by thermal power 
systems havmg characteristics similar to those of natural gas-
fired combined cycles and peaking turbines (see, for example. 
Figure 19-4). Storage technologies make it possible to mercase 
the global average contribution to more than 50% by 2100. 

Natural gas is emphasized in the BI variant because of its favor
able economics and relatively low CO2 emissions in combined-
cycle and fuel-cell configurations. Also, because natural gas-
fired gas turbines and combined cycles have low unit capital 
costs and can change output levels quickly, they are good com
plements to intermittent renewable technologies. The share of 
natural gas in electricity generation increases from 16% in 
1990 to 25% by 2050 but falls thereafter to 5% by 2100. 

Biomass can pro"ide baseload renewable electricity without 
ancillary storage. Its contribution to global electricity supply 
in the BI variant averages one-sixth of the total from 2025 to 
2050, increasing to one-quarter from 2075 to 2100. Initial bio
mass applications involve mainly biomass residues in industii
al cogeneration applications, but over time plantation biomass 
plays an increasing role. 

At tiie global level, coal-based power generation declines near
ly 50% by 2050 and 100% by 2100, but it increases 2.7-fold in 
centrally planned Asia plus South and East Asia from 1990 to 
2050 before declining. It is assumed that the rapidly expanding 
market for coal power there provides a favorable envkonment 
for innovation—so energy-efficient, coal-integrated gasifier/gas 
turbine power cycles become the norm by 2025, and coal-inte
grated gasifier/fuel-cell technologies become the norm by 2050. 

For the power sector as a whole, emissions decline from 1.7 Gt 
C/yr in 1990 to 1.0 Gt C/yr by 2050 and to 0.06 Gt C/yr by 2100. 

The central resuU of this analysis—that deep reductions in 
emissions from the power sector are achievable with the BI 
variant—would not be qualitatively changed by making a sig
nificant change in an individual component of the power sup
ply. Consider, for example, the hydropower contribution. By 
2050, hydropower generation increases 2.2-fold relative to 
1990 and then remains constant. Although this is only 50-80% 
of the estimated economically exploitable potential (Moreira 
and Poole, 1993), large hydropower projects are increasingly 
being challenged on social and environmental grounds. 
Cutting the hydro increment by half between 1990 and 2050 
might be compensated by a 14% increase in the contribution 
from intermittent renewables by 2050 without fundamentally 
changing the basic structure of the BI variant and with no 
increase in global emissions. If the cut in the increment were 
compensated instead by natural gas power generation, global 
gas supply requirements in 2050 would go up only 7%, and 
global emissions would increase only 0.12 Gt C/yr (if the gas 
were not decarbonized) or 0.03 Gt C/yr (if it were). 

Key to the economics of the BI variant are assumptions about 
relative fuel prices. The results of the SUTIL modeling exer
cise shown in Figure 19-4 are for electric utility fossil fuel 
prices projected by the U.S. Department of Energy (U.S. 
DOE) for the United States in the period near 20ia (Kelly and 
Weinberg, 1993). Since that modeling exercise was carried 
out, the coal price projected by U.S. DOE for U.S. electric 
utilities in 2010 has fallen from $2.0/GJ to $1.3/GJ. This 
reduction in coal price implies a 15% reduction in the busbar 
cost for the advanced coal power-generation technology to 
which the advanced biomass power-generation technology 
was compared in Figure 19-4. Such a sharp drop in coal prices 
makes it much more difficult for biomass to compete. 
However, more detailed estimates of future plantation biomass 
costs have been made since the modeling exercise illustrated 
in Figure 19-4 was carried out (Graham et a l , 1995; Tumure 
et a l . , 1995), indicating that biomass prices of $1.5-1.8/GJ 
could be expected in the U.S. for plantation production levels 
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up to 5 EJ/yr by 2020 (see Section 19.2.5.2.1). This implies 
that the electric generation cost reduction for biomass would 
be about the same as for coal, relative to what was modeled in 
Figure 19-4 (see footnote 5). But if coal prices turn out to 
be lower still, as projected in some private forecasts 
(DRI/McGraw-Hill, 1995), and if biomass conversion tech
nologies turn out to be less efficient and more capital-inten
sive than coal conversion technologies [e.g., if the more pes
simistic assumptions of Tumure et a l . (1995) relating to bio
mass turn out to be true], then biomass would require a sig
nificant subsidy to compete (see Section 19.2.5.2.2). 

The fossil fuel prices for electric utility users assumed in Figure 19-4 
are consistent witii long-term prices generated kidependentiy by 
the "top-down" global model described in Section 19.3.2. 
However, other "top-down" models produce different results. In a 
recent modelmg exercise carried out by tiie Energy Modelmg 
Forum (Gaskins and Weyant, forthcoming), five different models 
estimated five different average electiic-utility coal prices for 2020; 
tiiese estimates ranged fi-om $1.1 to $2.3/GJ and averaged $1.6/GJ. 

The largest uncertainty regarding the prospects for an economical
ly competitive, renewables-intensive electric futiire probably is die 
ttend m relative fuel prices. However, tiie BI variant could plausi
bly provide demanded energy services at costs tiiat are approxi
mately tiie same as estimated future costs for current conventional 
technology, unless tiie lowest estimates for fossil fiiels are realized 
and the costs projected for renewables turn out to be much too low. 

19.3.1.2.2. The nuclear-intensive variant for the electric sector 

The nuclear-intensive (N1) variant of the reference case 
involves a revitalization of the nuclear option and extensive 
deployment of nuclear electric power technology worldwide. 

Because the power sector is largely decarbonized in the next 
century under tiie BI variant (with COj emissions amounting to 
only 0.06 Gt C/yr in 2100), it is assumed that the energy con
tributions from fossil fuels are identical for the N1 and BI vari
ants. Thus, the N1 variant represents an altemative way to 
achieve the LESS reference case level of COj emissions reduc
tion from the power sector. It involves a major expansion of 
nuclear power along with a lesser (but still substantial) contri
bution from renewable electric sources than with the BI vari
ant. The projections for nuclear electric capacity and genera
tion worldwide in the long term would be technically feasible 
but would require the removal of policy barriers such as mora
toria on construction, political decisions to abandon nuclear 
power, and the absence of support from development banks for 
nuclear power projects. 

The main technical constraints on the growth of nuclear 
capacity are construction lead times and industtial capabili
ties for building power plants and fuel-cycle facilities. The 
availability of sites for nuclear installations—including 
radioactive waste repositories—was checked by region, tak
ing into account the risk of earthquakes, the need for cooling, 
and population density. 

The nuclear electricity generation projections were derived 
from penetration curves in each region, based upon the present 
status and trends of national nuclear programs. The asymptot
ic share of nuclear power in electticity generation was estimat
ed by region, taking into account the availability of altemative 
energy sources and the size of the grid-connected electricity 
network (Semenov et a l , 1995). 

Under this set of assumptions and consttaints, the installed 
nuclear capacity would grow from the present 330 GW, to 
about 3,300 GWe in 2100 (see Table 19-8). Nuclear power 

Table 19-8: Nuclear p o w e r in the nuclear-intensive (N1) variant ofthe LESS base case. 

2025 2050 2075 2100 
Nuclear Nuclear Nuclear Nuclear 

Nuclear Shane of Nuclear Share of Nuclear Share of Nuclear Share of 
meet Total Nuclear eecL Total Nuclear Elect Total Nuclear Hect Total Nuclear 
Gen. Elect Capacity Gen. eect Capacity Gen. meet edacity Gen. Elect edacity 

Region CTWh/yr) (%) (GW,) (TWh/yr) (%) (GWe) (TWh/yr) (%) (GW^ (ГШ/ут) (%) (GWJ 

Africa 56 5 8 208 10 31 434 15 66 678 20 103 
Asia 1583 21 240 3672 27 556 6479 36 982 9510 45 1442 
Australasia and 

New Zealand 7 5 1 17 10 3 25 15 4 37 20 6 
Eastern and 

Central Europe 1184 30 179 2187 40 331 3349 50 507 4527 60 686 
Latin America 204 10 31 849 20 98 1289 30 195 2000 40 303 
Middle East 89 10 15 212 12 32 342 15 52 A l l 17 71 
North America 1053 30 159 1525 39 231 2008 48 304 2566 57 389 
Western Europe 634 30 96 1090 45 165 1598 60 242 2159 75 327 

Total 4764 23 721 9352 30 1447 15524 38 2352 21948 46 3327 
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would be a major contributor to electricity generation in North 
and Latin America, Asia, and Europe, with a share ranging 
from 40-75% by 2100; in Africa, Australia, New Zealand, and 
the Middle East, the share is less than 20%. Worldwide, 
nuclear power would provide 46% of electticity by 2100, com
pared with 17% at present; nuclear's share of electricity would 
be half as large as that for renewables by 2025, rising to a com
parable share by 2100. 

With breeder reactors, the availability of natural resources 
would not place any major consttaint on the development of 
nuclear electricity generation (see Section 19.2.4). It is 
assumed for the N1 variant that the first breeder reactors are 
commercially deployed in 2025. This would malie it possible 
to support projected nuclear electricity generation over the next 
century with curtently known uranium resources. 

At the back end of the fuel cycle, the management of spent fuel 
would require interim storage capacities and the implementa
tion of final disposal repositories for radioactive waste. 
Nuclear power plants currently generate about 5 tons of spent 
fuel per TWh of electricity. With the development of advanced 
reactors, this quantity will decrease. The N1 variant would lead 
to some 6.3 million tons of accumulated spent fuel by 2100 
with cunent technologies. Efficiency improvements in nuclear 
fuel utihzation—for example, higher bum-up—and deploy
ment of advanced fission reactors are likely to reduce the 
amount of spent fuel. Because the deployment of breeder reac
tors is assumed for the N1 variant, most spent fuel would be 
reprocessed, and the volume of high-level waste created would 
be on the order of 1 mVOW^/yr. The accumulated volumes to 
be disposed of would be some 200,000 т з by 2100. 

Because the deployment of breeder reactors is assumed for 
the N1 variant, a significant amount of spent fuel would be 
reprocessed and the fissile materials recycled in reactors. In 
the long term, the deployment of breeders would reduce plu
tonium inventories to materials contained in fuel-cycle 
facilities—that is, reprocessing and mixed-oxide (MOX) 
fuel fabrication plants or in reactors. The plutonium gener
ation rate in 2100 would be in the range of 0.1-3 million 
kg/yr, depending on the mix of nuclear technologies. The 
plutonium inventory would be on the order of 50-100 mil
lion kg and would require technical and institutional safe
guards to prevent diversions to nuclear weapons purposes 
(see Section 19.2.4). 

The challenges of managing material usable for weapons 
would be considerably less daunting if the deployment of plu
tonium breeder reactors could be avoided. This might be pos
sible if uranium could one day be economically recoverable 
from seawater, if denatured thorium-based fuel cycles could be 
successfully developed, or if much of the nuclear expansion 
after 2050 were based on fusion instead of fission. Fusion 
plants would be less likely to contribute to the acquisition of 
nuclear-weapons capabilities by subnational groups and would 
be easier to safeguard against clandestine use for fissile mater
ial production by govemments (Holdren, 1991). 

Nuclear power could be expanded more than is projected for the 
N1 variant if potential nonelectiic markets also were taken into 
account—notably if nuclear energy were used for industrial 
process heat, for DH, for potable water production, and for elec-
ttolytic hydrogen production (see, for example. Figure 19-4). 

19.3.1.3. Fuels Used Directly in the LESS Reference Cases 

Activities that involve the direct use of fuels account for near
ly three-quarters of CO2 entissions at present. Although the 
direct use of fuels is projected to grow much more slowly than 
electricity use, the present high level of emissions and expect
ed rapid growth in ttansport make the realization of deep 
reductions in this area a daunting challenge. 

The challenge of reducing emissions for fuels used directiy is 
met in the LESS reference cases by shifting to natural gas 
(with some decarbonization—see Section 19.3.1.1) and bio
mass and to synthetic fuels derived from them. The options 
stressed include solid biomass fuel for industry, biogas from 
dung, and especially methanol and hydrogen derived from 
natural gas and biomass that would be used mainly in fuel 
cells. 

It is assumed for all the LESS constractions that low-temperature 
fuel cells come into wide use for transportation and other appli
cations before the end of die first quarter of the next century. 
Although hydrogen is the preferred fuel for fuel-cell vehicles, 
it is assumed for the LESS constractions that in the early 
decades of the next century, the dominant fuel would be 
methanol (see Figure 19-12), an easy-to-use liquid fuel that 
poses fewer challenges to the infrastiiicture than hydrogen. 
For applications to fuel-cell vehicles, the costs per kilometer of 
driving to the consumer for metiianol derived from natural gas 
and biomass would be comparable to the costs for hydrogen 
derived from these fuels (Williams et a l , 1995a, 1995b)—and 
thus to the cost of gasoUne derived from crade oil in this peri
od (see, for example. Figure 19-6). 

In the first two decades of the next century, natural gas prices 
are likely to be relatively low. Thus, it is assumed that about 
60% of the methanol is derived from natural gas in 2025 (see 
Figure 19-12). After 2025, it is expected that natural gas prices 
would rise and natural gas supplies would decline in the ВI 
variant. Thus, there would be a shift in the mix of primary feed
stocks from natural gas to biomass and at the same time a shift 
in the methanol/hydrogen mix toward greater use of hydrogen. 
The share of hydrogen would grow from 0% in 2025 to more 
than 50% in 2100 (see Figure 19-12). 

Because of the assumption that biomass could be widely com
petitive in applications where biofuels are used directiy, the 
demand for biomass energy is high in the BI variant. Because 
nuclear power provides only electtic power in the N1 variant, 
the contributions from biomass (see Figure 19-8) and from bio
mass plantations (see Figure 19-11) are almost as large for this 
variant as for the BI variant. 
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Until 2025, most biomass supplies would be residues of the 
forest-product and agricultural industries and urban refuse. 
Later, however, the dominant source would be biomass energy 
farms or plantations. The land area committed to plantations in 
the BI variant is 83 Mha in 2025 and increases to 572 Mha by 
2100. The corresponding land areas for the N1 variant are 55 
and 433 Mha, respectively. The distribution of land use in plan
tations by region is indicated in Figure 19-11. 

In the LESS reference cases, methanol would become a major 
commodity traded in international energy markets. Thus, by 
the middle of the next century, regions such as Latin America 
and sub-Saharan Africa—where there are large areas potential
ly available for growing biomass—would become major 
exporters of biomass-derived methanol. 

There are no contributions from electrolytic hydrogen in the 
LESS reference cases in 2025. Costs for hydrogen derived 
electrolytically from photovoltaic, wind, or nuclear sources are 
likely to be much higher than for hydrogen or methanol 
derived from natural gas or biomass (see Figure 19-5). It is 
assumed, however, that by 2050 land-use constraints begin to 
limit the expansion of production of biomass-derived methanol 
and hydrogen in some areas, so that some electrolytic hydro
gen enters the mix (see Figure 19-12 and Box 19-2). 

19.3.1.4. Challenges Posed by Biomass Energy 
in the LESS Reference Cases 

Several studies carried out in recent years suggest that "mod
ernized biomass" could play a major role in the world's ener
gy economy in the 21st century (see Box 19-3). Other long-
term energy studies have ignored biomass; some that have 
not expect that biomass energy will evolve more slowly even 
if biomass energy is encouraged by public policies [for 
example, WEC's Ecologically Driven Scenario (WEC, 1993, 
1994)]. 

The envisaged development of biomass energy is possible in 
principle. The assumed average biomass plantation yields—11 
dry tons/hectare/year (dt/ha/y) in 2025, rising to 15 dt/ha/y in 
2050 and 20 dt/ha/y, 2075-2100—though much higher than the 
yields for natural forests, are not unreasonable in light of expe
rience with various cultivated crops (see Figure 19-3). Many 
studies indicate that these yields can be realized at the high net 
energy output/input ratios assumed for the LESS reference 
cases (see Section 19.2.5.2). Likewise, although the projected 
plantation areas are large (see Figure 19-11), even the 572 Mha 
targeted for the year 2100 in the BI variant is only 12% of the 
total amount of land in cropland plus permanent pasture (Hall 
et a l . , 1993). Yet concerns have been raised about the potential 

Box 19-3. The Role of Biomass Energy in Some Recent Global Energy Studies 

Five recent studies exploring alternative energy futures provide alternative views of the prospects for biomass energy: 

• The World Energy Council projects (WEC, 1994) in its Current Policies Scenario for global energy that tradi
tional (noncommercial) biomass energy use increases from 42 EJ in 1990 to 59 EJ in 2020 and that modem 
(commercial) biomass energy increases from 5 to 11 EJ. For the WEC Ecologically Driven Scenario (EDS), 
however, these totals for 2020 are 47 EJ and 25 EJ, respectively [compared to a total biomass energy use rate 
(all commercial) of 74 EJ/yr in 2025 for the BI variant of the LESS]; the projected 5.5%/yr growth rate for 
modem biomass energy use, 1990-2020, is regarded as a plausible but ambitious growth schedule, considering 
all of the new technologies involved and the institutional hurdles that must be overcome. 

• Dessus et a l . (1992) project total world biomass use as 135 EJ in 2020, of which 51% and 17%, respectively, 
are accounted for by commercial and noncommercial wood recovered from forests, 20% by biomass waste 
resources, and 12% by biomass crops grown on plantations. Dessus et a l . (1992) apparentiy focus their expan
sion on biomass from forests because this large potential resource might be the most easily exploited potential 
biomass supply. 

• The U.S. Environmental Protection Agency advances a scenario for a greenhouse-consttained world (Rapidly 
Changing World with Stabilizing Policies) in which the role of commercial biomass energy increases to 136 EJ 
by 2025 and to 215 EJ by 2050 (Lashof and Т1фак, 1990). 

• In their Renewables-intensive Global Energy Scenario (RIGES), Johansson et a l . (1993a) project the biomass 
conttibution (all commercial) to be 145 EJ by 2025 and 206 EJ by 2050; plantations account for 55-62% of the 
total, while forests account for only 5-7%. In the RIGES, the use of modemized biomass was projected to 
grow rapidly (10%/yr, 1990-2025) because of the multiple benefits it offers. 

• In its 1994 long-term global energy scenario exercise, the Shell International Petroleum Company developed a 
"Sustained Growth" scenario in which it projects that by 2050—as in the BI variant of the LESS—more than 
half of total world primary energy comes from renewable energy sources. (The projected overall level of 
renewable energy development is twice the level in the BI variant of the LESS, however, because the overall 
projected level of energy demand is about twice as high at that time.) In this scenario, the overall contribution 
from biomass in 2050 is about 15% higher than in the BI variant of the LESS, although about 30% of total bio
mass in the Shell scenario is for noncommercial uses (Kassler, 1994). 
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conflict with food production, especially in developing regions 
(see Section 19.2.5.2 and Chapter 25). 

If agricultural production can be modernized and intensified in 
envh-onmentally acceptable ways, however, large increases in 
cropland probably will not be needed for food production (e.g., 
Waggoner, 1994; Smil, 1994). Indeed, low-cost bioenergy could 
attract industry to rural areas to provide the income growth 
needed to modernize agriculture (see Section 19.2.5.2). 
PreHminary analyses indicate good prospects in Brazil for 
large-scale development of bioenergy plantations without seri
ous competition from food production (Carpentieri et a l . , 1993). 
Even in densely populated India, it has been suggested tiiat 
some 60-70 milhon hectares of degraded lands might be good 
for energy plantations. In India, the potential conflict with food 
production is not expected to be great. Between 1970 and 1990, 
food production per capita increased while the total land area 
under cultivation stayed about the same, despite a 60% growth 
in population. Also, there are good prospects for substantial fur
ther gains in food crop yields (Ravindranath and Hall, 1994). 
Moreover, a preliminary country-by-countiy analysis exploring 
the potential for biomass energy production in the context of 
future food requirements in the developing world projects that 
there could reasonably be considerable amounts of land com
mitted to biomass energy production in Africa, Asia, and Latin 
America without posing major conflicts with food production in 
the period to the year 2025 (Larson et a i , 1995). Further inves
tigations of these issues are needed, however. 

19.3.1.5. Natural Gas-Intensive Variant of a LESS 

The natural gas-intensive (NGI) variant of the LESS constrac
tions (see Figure 19-8) is based on the following assumptions: 

• Remaining recoverable natural gas resources are sub
stantially higher than in the reference cases. 

• Al l of the natural gas in excess of that for tiie refer
ences cases is used to make methanol and hydrogen. 
These displace methanol and hydrogen that would 
otherwise be produced from plantation biomass in the 
BI variant to the extent that this is feasible at the high
er production levels of natural gas. 

• Hydrogen production for this exti'a natural gas is car
ried out near depleted natural gas fields, so the stream 
of CO2 recovered at the hydrogen production facility 
can be sequestered there (see Figure 19-5). 

• The energy demand levels and stractures are the same 
as for the BI variant. 

• Except for the shift from biomass to natural gas for 
the production of methanol and hydrogen, the energy 
supply mix is the same as for the BI variant. 

In this variant, remaining, ultimately recoverable natural gas 
resources for the United States are assumed to be the same as 
in the reference cases. For other regions, the high natural gas 
resource estimates of Masters et a l . (1994) are assumed. Thus, 
total remaining, ultimately recoverable natural gas resources as 

of 1993 are 17,400 EJ—neariy 40% higher than in the refer
ence cases. As in the reference cases, it is assumed that 80% 
of these resources are used up by the year 2100. In this case, 
global natural gas production increases to a level 2.3 times the 
1990 level by the year 2050 before global production declines 
at a constant exponential rate. 

In this variant, natural gas would be less costiy than in the ref
erence cases, which would make it harder for fuels derived 
from plantation biomass to compete. In the NGI variant, there 
would be no plantations in 2025; plantation requirements 
would be only about 40% of those in the BI variant in 2050 and 
75% of those in 2100 (see Figure 19-11). 

Annual CO2 emissions would fall to 2 Gt C/yr by the year 2100 
(see Figure 19-9), and cumulative emissions between 1990 and 
2100 would be 476 Gt С (see Figure 19-10)—only sHghtiy 
more than in the reference cases. Cumulative requirements 
from 1990 to 2100 for sequestering the CO2 recovered in 
hydrogen production would be nearly three times as large as in 
the reference cases (44 Gt С vs. 17 Gt C), but this is small com
pared with the sequestering capacity of natural gas fields that 
would be theoretically available by 2100 via natural gas extrac
tion (see Section 19.2.3). 

19.3.1.6. Coal-Intensive Variant 

Another sttategy for achieving deep reductions involves using 
coal and biomass for methanol and hydrogen production, along 
with sequestration of the CO2 separated out at the synthetic 
fuel production facihties. This strategy is pursued in a way that 
emphasizes the use of coal relative to biomass, subject to the 
constraint that the overall level of annual CO2 emissions is the 
same as for the NGI variant. It is assumed that for this coal-
intensive (CI) variant, all characteristics of the variant other 
than for methanol and hydrogen production are identical to 
those for the BI variant (for example, reference-case assump
tions about remaining natural gas resources). 

The separated CO2 might be sequestered in saline aquifers or 
in depleted oil and gas fields (Williams, 1996). Because the 
cost of the coal or biomass contributes such a small amount to 
the overall cost of making hydrogen (see Figure 19-5) or 
methanol (WilUams et a l . , 1995a, 1995b), it would not change 
the overall economics very much to ship the coal or biomass to 
a depleted natural gas field site for processing. 

This variant offers considerably greater potential for reducing 
dependence on biomass than is feasible for the NGI variant (see 
Figure 19-11) because of the specification that CO2 recovered at 
hydrogen and methanol conversion facilities be sequestered for 
biomass as well as coal feedstocks. Costs would be slightly 
higher because of the added complications of sequestering CO2 
recovered at coal and biomass fuel-processing facilities, but 
costs for demanded energy services could plausibly still qualify 
as being approximately the same as estimated future costs for 
current conventional energy (see Figure 19-6). 
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Cumulative sequestering requirements for this variant from 
1990 to 2100 would be 145 Gt С (see Figure 19-10). 

In this variant, global coal use would increase 47% by 2075, 
followed by a slow decline. Coal use in 2100 would be 31% 
higher than in 1990. 

Two important lessons are highlighted by this variant. Fh-st, tiie 
production of hydrogen-rich fuels for fuel-cell applications 
allows coal to have a significant role as an energy source in a 
GHG-constrained world. Second, in this sttategy, coal and bio
mass play complementary roles. Having some biomass in the 
energy system allows greater use of coal because for biomass 
grown on a sustainable basis with sequestration of the C O 2 sep
arated at the conversion facilities, net life-cycle CO2 emissions 
are negative (see Figure 19-5). 

It is noteworthy that ongoing efforts to commercialize oxygen-
blown coal gasifiers for integrated coal gasification/combined 
cycle power generation help to realize this sttategy because the 
same kind of gasifier is needed for the production of methanol 
and hydrogen from coal. 

19.3.1.7. High-Demand Variant 

The LESS reference cases involve a high degree of decoupling 
of energy demand from economic growth for the entire period 
to the end of the next century. By 2100, primary energy 
demand doubles, compared to a quadrupling of energy demand 
in IPCC's IS92a scenario. The high-demand (HD) variant 
explores the potential for achieving deep reductions in erttis-
sions if energy demand and economic growth follow historical 
ttends in the period beyond 2025. Overall demand for fuels 
used directly and for electricity are equal to those for the refer
ence cases through the year 2025 but rise thereafter at constant 
exponential rates to the demand levels for the IS92a scenario 
by the year 2100. The energy supply base, to which are added 
the supplies for additional electricity and fuels used dttectly, is 
that for the NGI variant. 

The major challenge of the HD variant is providing the extra 
fuels used directly with low emissions. The extra electricity 
might be provided entirely by some mix of intermittent 
renewable and nuclear electric sources, so that incremental 
power generation would pose no C O 2 management prob
lems. To illustrate the possibilities, the HD variant is con
structed with all of the incremental electricity provided by 
intermittent renewables. In principle, all of the incremental 
power could be provided from these sources. A l l incremen
tal power requirements would come after the year 2050, by 
which time storage technology would plausibly be widely 
available to shape the output of intermittent resources to 
meet most electrical demand profiles. Also, there do not 
appear to be physical limits on intermittent resources at 
these generation levels, although power plant siting con
straints in this time frame might limit additional capacity 
mainly to distributed photovoltaic systems and remotely 

sited, central-station, renewable electric power plants 
(WilUams, 1995a). 

AU incremental requirements for fuel used directiy are provid
ed by hydrogen derived by thermochemical means from natur
al gas, biomass, and coal (see Figure 19-12), with sequestering 
of the C O 2 recovered at the fuel-conversion plants. By 2050 
and beyond, the HD variant uses as much primary biomass 
energy as in the BI variant and as much natural gas as in the 
NGI variant. The extent of sequestration is dictated by a 
requirement that annual CO2 emissions not exceed those for 
the NGI variant (see Figure 19-9). 

Coal use increases 5-fold between 1990 and 2100 (see Figure 
19-8); annual sequesttation requirements increase from 0 in 
2025 to 2.0 Gt C/yr in 2050 and 11.6 Gt C/yr in 2100. 
Cumulative sequesttation requirements from 1990 to 2100 
amount to 321 Gt C. In principle, sequestering might be 
accomplished entirely in natural gas fields until the year 2100 
(WiUiams, 1995a). However, additional secure storage capaci
ty would be needed to continue sequestering C O 2 at high rates 
and to maintain low emissions levels with continued intensive 
use of coal well beyond the year 2100. 

The achievement of low emissions in this variant appears to be 
feasible. There would be much less flexibility, however, to 
choose among altemative options for achieving deep reduc
tions at the high energy-demand levels of the HD variant than 
under reference-case energy-demand conditions. This exercise 
underscores the importance of energy efficiency in achieving 
deep reductions in GHG emissions. 

19.3.2. A Top-Down Construction of a LESS 

To test the robustness of the bottom-up energy supply analysis 
indicating that deep reductions in C O 2 emissions could be 
realized by 2100, a top-down global energy modeling analysis 
also was carried out for the Working Group (Edmonds et a l . , 
1994), incorporating performance and cost parameters for 
some of the key energy technologies used in the construction 
of the BI variant of the reference cases. Six technology cases 
were modeled using this top-down approach. The ttajectories 
of global energy and the corresponding CO2 emissions are 
shown in Figure 19-15. 

The Edmonds-Reilly-Bams (ERB) model used here comprises 
four modules: demand, supply, energy balance, and GHG emis
sions. The first two modules detemtine the supply and demand 
for each of six major primary energy categories in each of nine 
global regions. The energy balance module ensures model equi
librium in each global fuel market, based on assumptions 
regarding resources and fuel technologies. The final module 
calculates energy-related emissions of COj. Demand for each 
fuel is determined by population; labor productivity; energy 
end-use intensity; energy prices; and energy taxes, subsidies, 
and tariffs. Energy end-use intensity is a time-dependent index 
of energy productivity. Demand for energy services in each 
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Figure 19-15: Global annual COj emissions from fossil fuel burning (top) and global annual primary energy production and use (bottom) 
for six alternative cases constructed by Edmonds et al. (1994) in a "top-down" modeling exercise aimed at constructing a LESS. Case 1 is 
the reference scenario, with features very similar to the IPCC IS92a scenario; the exogenous end-use energy intensity improvement rate is 
0.5%/yr by 2005, rising to 1%/yr by 2035, and reaching 1.5%/yr by 2065. Case 2 emphasizes energy-efficient power generation from fossil 
fuels (with efficiencies reaching 66% by 2095), but is otherwise like Case 1. In Case 3, liquefied hydrogen from natural gas, biomass, and 
electrolytic sources is used in fuel ceUs for transportation, and solar and wind power become highly competitive. Case 4 is like Case 3 
except that compressed hydrogen is used instead of Uquefied hydrogen. Case 5 is like Case 4, except that biomass prices are more competi
tive. Case 6 is Uke Case 5, except that the exogenous energy end-use intensity improvement rate reaches 2%/yr by 2050. 
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region's end-use sectors is determined by the cost of providing 
these services, and by income and population. For OECD 
regions, energy demand is disaggregated into residential/com
mercial, industrial, and transportation sectors. Energy supply is 
disaggregated into renewable and nonrenewable sources. Fossil 
fuel energy supplies are related to the resource base by grade of 
the resource, cost of production, and historic production capac
ity. The rate of technological change on the supply side varies 
by fuel. The energy balance module chooses energy prices that 
bring demand and supply into balance, given technological 
assumptions. 

The point of departure for the top-down analysis is a scenario 
(case 1) that is very similar to IPCC's 1992 IS92a scenario (the 
same overall levels of population growth, GDP growth, prima
ry energy use, C O 2 emissions, etc.). Five alternative technolo
gy cases were then modeled, each incorporating successively 
more of the characteristics of the technologies assumed for the 
constiuction of the BI variant of the reference case. 

Two of the options (cases 5 and 6) are characterized by about 
the same level of CO2 emissions as the LESS reference case in 
2100 [compare Figure 19-15 (top) with Figure 19-9], even 
though their primary energy-use levels at that time are very dif
ferent: For case 5 it is 40% higher than for the LESS reference 
case, and for case 6 it is 20% lower. These energy balances are 
arrived at with natural gas prices increasing to $8-10/GJ, oil 
prices increasing to $10-15/GJ, and coal prices increasing to 
$2-3/GJ by 2100. 

Al l six cases have about the same level of exogenously defined 
global GDP in 2100 (although global GDP is slightly higher for 
cases 5 and 6 than for case 1). This shows that if the assumed 
technological characteristics are realized, deep reductions 
could be achieved without economic penalty. What is needed 
is a technology policy that facilitates the development and 
commercialization of GHG-friendly technologies that offer the 
potential at maturity of being competitive under market condi
tions with fossil fuel technologies. 

This important result shows that the large differences in out
comes often observed between top-down and bottom-up mod
eling exercises are not due to irreconcilable differences 
between these very different approaches, as some have sug
gested, but rather to differences in assumptions. 

19.3.3. Concluding Remarks 

Costs for energy services in each LESS variant relative to costs 
for conventional energy depend on relative future energy prices, 
which are uncertain wititin a wide range, and on the perfor
mance and cost characteristics assumed for alternative tech
nologies. However, witiiin the wide range of future energy 
prices, one or more of the variants would plausibly be capable 
of providing the demanded energy services at estimated costs 
that are approximately the same as estimated future costs for 
current conventional energy. In a LESS scenario, substantial 

reductions in CO2 emissions would result from the deployment 
of advanced energy supply technologies, along witii more effi
cient energy-using equipment. Such outcomes appear to be pos
sible given adequate time (several decades) and an economic 
climate and public- and private-sector policies conducive to the 
needed innovations. Stiong and sustained investments would be 
needed for research and development, demonstiation, and dif
fusion of energy technologies characterized by low or zero CO2 
emissions; at present, the levels of investment in such activities 
are low and declining (see Section 19.4). 

The LESS constructions show that with modest rather than 
steep energy demand growth, deep reductions in emissions 
could plausibly be achieved with a variety of mixes of low-
carbon fossil fuels, decarbonized fuels, renewable energy 
sources, and nuclear energy. Thus, society would not have to 
pursue all options but would have the flexibility to choose 
mixes of GHG-friendly technologies based largely on their 
effects on the local and regional environment, energy security, 
developmental benefits, and cost. Moreover, society could 
shift course to a different path if, for unforeseen reasons, an 
initial choice proved to be problematic or if more attractive 
options emerged as a result of unexpected technological inno
vations. Less flexibility would be possible at high levels of 
energy demand. 

Finally, it is hoped that these LESS constiuctions will encour
age others to explore in more detail the advantages and draw
backs of the options described here and to identify and articu
late other paths to an energy future characterized by low emis
sions of CO2. 

19.4. Implementation Issues 

The preceding section identified technology options that together 
could make significant reductions in long-term GHG emissions 
witii projected costs to society of energy services that are approx
imately the same as estimated future costs for cmrent conven
tional energy. The ability of any of these technologies to realize 
its potential depends on the rate and extent of its adoption under 
widely differing mstitutional, economic, and natiiral-resource 
consttaints in various countiies and regions. This section briefly 
addresses some of the associated bnplementation issues. 

A ttansition to renewable and other low-COj-emiUing energy 
technologies is not likely to occur at the pace envisioned under 
business-as-usual conditions. A variety of problems inhibit 
their development and deployment. For example, private com
panies are unlikely to make the investments necessary to 
develop renewable technologies at a rapid rate because the 
benefits are distant and not easily captured by individual firms; 
they also will not invest in large volumes of commercially 
available technologies to the extent justified by the external 
benefits (for example, reduced emissions). Also, conventional 
energy technologies benefit from direct subsidies of more than 
$300 billion per year woridwide (Koplow, 1993; OECD, 1992; 
lEA, 1993b; Larsen and Shah, 1994). 
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Actions conducive to a transition to an energy system based on 
low C02-emitting energy technologies should include policy 
changes that address seven Icey areas: energy system planning; 
financing; technology research and development; technology 
transfer, adaptation, and deployment; local environmental 
impacts; capacity building; and institutional arrangements 
(UNSEGED, 1992; WEC, 1994; Johansson et a i , 1993a; 
UNCNRSEED, 1994, 1995). 

Economic instruments such as tradable emissions permits and 
emissions fees (taxes) could be designed to partly incorporate 
the true social and environmental cost of existing technologies 
in the price of the energy that they produce (lEA, 1993b). 
Others, such as temporary subsidies, could help accelerate the 
development and implementation of new technologies. 

Regulations—defined as legislation or govemment or private-
sector rules (supported by sanctions)—can be designed to influ
ence public and private decisionmakers in their transactions. 
Regulations might focus on technology performance, influence 
the use of technology (for example, use of electricity-dispatch 
mies to prioritize low-emitting technologies), or promote the 
tiaining of operating personnel through licensing arrangements. 
Particularly important in the power sector are mies that deter
mine if and under what terms small, independent producers of 
renewable electricity (including intermittent generation) may 
gain access to the utility grid. For biomass energy, agricultural, 
forestry, and land-use policies are important. 

For example, in the United States, an effective regulatory 
instrument—the Public Utilities Regulatory Policy Act 
(PURPA) in 1978—led to the creation of a competitive, decen-
tialized market. PURPA required electric utilities to buy power 
from independent producers at the long-term avoided cost. 
This law is largely responsible for tiie introduction of 8,0(Ю 

MW, from biomass, 1,500 MW, from wind, 730 MW, from 
small-scale hydropower, and 350 MW, from solar thermal-
electric technology (WEC, 1994). 

There is a worldwide trend toward increasing competition in 
the power sector. This will generally be helpful to small, high-
efficiency, and more economical cogeneration systems, while 
discouraging large, less-efficient, and less-economical stand
alone steam turbine-based power plants. On the other hand, 
this trend will reduce interest in the long term and the measures 
that need to be taken to bring new technologies to the market. 

Research and Development (R&D): High rates of innovation in 
the energy sector would be needed to reaUze any of tiie LESS con
structions. The ti-end m recent years, however, has been dechning 
investment in energy R&D on the part of both the private sector 
(Wtihams, 1995b) and die pubhc sector (see Table 19-9). Over tiie 
last decade, pubUc-sector support for energy R&D has dechned 
absolutely by one-third and by half as a percentage of GDP. 
Moreover, government-supported R&D has generally focused on 
nonrenewable energy technologies. Less than 10% of lEA mem
ber governments' support is for renewable energy technologies. 

It is important to have a govemment energy R&D strategy that 
does not attempt to pick winners. Fortunately, many of the 
promising technologies for reducing emissions, such as fuel 
cells and most renewable energy technologies, require relative
ly modest investments in R&D. This is a reflection largely of 
the small scale and modularity of these technologies and the 
fact that they are generally clean and safe (Williams, 1995b). 
As a result, it should be feasible, even with limited resources 
for R&D, to support a diversified portfolio of options. It has 
been estimated that research and development of a range of 
renewable energy technologies would require on the order of 
$10 billion (WEC, 1994). 

Table 19-9: Total reported lEA government R & D budgets (columns 1-7; US$ billion at 1994 p r i c e s and exchange rates) and 
GDP (column 8; US$ trillion at 1993 p r i c e s ) . 

(1) (2) (3) (4) (5) (6) (7) (8) (9) 
Fossil Nuclear Nuclear Energy Renewable % of 

Year Energy Fission Fusion Conservation Energy Other Total GDP GDP 

1983 1.70 6.38 ' 1.43 0.79 1.05 1.08 12.40 10.68 0.12 
1984 1.60 6.12 1.44 0.70 1.02 0.99 11.88 11.20 0.11 
1985 1.51 6.26 1.42 0.70 0.85 1.04 11.77 11.58 0.10 
1986 1.51 5.72 1.31 0.59 0.66 0.94 10.74 11.90 0.09 
1987 1.37 4.36 1.23 0.65 0.62 1.04 9.27 12.29 0.08 
1988 1.46 3.64 1.13 0.53 0.62 1.19 8.58 12.82 0.07 
1989 1.30 4.42 1.07 0.45 0.57 1.33 9.13 13.23 0.07 
1990 1.75 4.48 1.09 0.55 0.61 1.15 9.62 13.52 0.07 
1991 1.52 4.45 0.99 0.59 0.64 1.39 9.57 13.58 0.07 
1992 1.07 3.90 0.96 0.56 0.70 1.28 8.48 13.82 0.06 
1993 1.07 3.81 1.05 0.65 0.71 1.38 8.66 
1994 0.98 3.74 1.05 0.94 0.70 1.30 8.72 

Sources: Govemment energy R&D expenditure data are from lEA (1995); GDP data are from OECD (1994). 
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D e m o n s t r a t i o n and Commercialization: R&D programs are 
necessary but not sufficient to establish new technologies in 
the marketplace. Commercial demonstration projects and pro
grams to stimulate markets for new technologies also are need
ed. For a wide range of small-scale, modular technologies— 
including most renewable energy technologies and fuel cells— 
energy production costs can be expected to decline with the 
cumulative volume of production, as a result of "learning by 
doing" (Williams and Terzian, 1993; WEC, 1994). 

The World Energy Council estimates that subsidies on the 
order of $7-12 billion are needed to support initial deployment 
of various renewable energy technologies until manufacturing 
economies of scale are achieved, to compete with convention
al options (WEC, 1994). Thus, the World Energy Council esti
mates that the total investment needed for R&D on and support 
of initial deployment of renewables to be $15-20 billion. This 
is 0.1% of the annual global gross national product at the turn 
of the century and would, of course, be distributed over a cou
ple of decades (WEC, 1994). 

Information is a commodity that is especially subject to prob
lems of market failure. One important area for government 
action is resource evaluation. Unfortunately, sufficiently 
detailed resource evaluations to facilitate investments are 
unlikely to be carried out by the private sector. Investigations 
of a wide range of potentially recoverable renewable resources, 
especially wind resources and land for energy plantations, 
would help reduce investment risks considerably (Johansson et 
a/., 1993a; UNCNRSEED, 1994). 

In several countries, government encouragement of develop
ment and conunercialization has been successful in introducing 
new energy supply technologies m national or regional mar
kets— f̂or example, wind energy in Denmark (S0rensen et a l . , 
1994); grid-connected cogeneration and renewable electric sys
tems in tiie United States and home-scale photovoltaic systems 
in Indonesia (WEC, 1994); a sugar cane-based ethanol indusü7 
in Brazil (Goldemberg et a l . , 1993); and a nuclear energy indus-
tiy in France (Souviron, 1994). 
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T ĵmure, J.T, S. Winnett, R. Shackleton, and W. Hohenstein, 1995: Biomass 
electricity: long-run economic prospects and chmate policy implications. 
In: Proceedings of the Second Biomass Conference of the Americas, 
Portland, OR, 21-24 August, National Renewable Energy Laboratory, 
Golden, CO, pp. 1418-1427. 

UNEP/WHO, 1992: Urban Air Pollution in Megacities of the World. 
Blackwell Pubhshers, Oxford, UK. 

UNCNRSEED, 1994: Report of the First Session. UN Economic and Social 
Council Official Records, Supplement No. 5, Doc. E/C. 13/1994/8. 

UNCNRSEED, 1995: Report of tiie Second Session. UN Economic and Social 
Council Official Records, Supplement No. 5, Doc. E/1995/25. 

UNSCEAR, 1994: Sources and Effect of Ionizing Radiation. United Nations, 
New York, NY. 272 pp. 

UNSEGED, 1992: Solar Energy: A Strategy in Support of Environment and 
Development. A Comprehensive Analytical Study on Renewable Sources 
of Energy. Committee on the Development and Utihzation of New and 
Renewable Sources of Energy, A/AC.218/1992/5/Rev.l., 49 pp. 

U.S. DOE, 1990: Пе Potential of Renewable Energy—An Interlaboratory 
White Paper. SERI/TP-260-3674, U.S. Department of Energy, 
Washington, DC. 

U.S. DOE, 1993: The Capture, Utilization and Disposal of Carbon Dioxide 
from Fossil Fuel-Fired Power Plants, vols. I and II. U.S. Department of 
Energy,Washington, DC. 

U.S. DOE, 1994a: Drawing Back the Curtain of Secrecy: Restricted Data 
Declassification Policy 1 9 4 6 to the Present. RDD-1, U.S. Department of 
Energy, Washington, DC, 1 June. 

U.S. DOE, 1994b. Press Release, Washington, DC, 19 December 
U.S. EPA, 1976: Quality Criteria for Water. Report No. EPZ-44019-76-023, 

Washington, DC. 
U.S. EPA, 1990a: Policy Options for Stabilizing Global Climate. Report to 

Congress, Main Report, Washington, DC, December, pp. 3-1 to 5-6, 2-1 
to 3-29, 7-11 to 7-18. 

U.S. EPA, 1990b: Methane Emissions and Opportunities for Control. 
Workshop Results of IPCC, September (EPA/400/9-90/007). 

U.S. EPA, 1993a: Options for Reducing Methane Emissions Internationally, 
Vol. I: Technical Options for Reducing Methane Emissions, Report to 
Congress, U.S. Environmental Protection Agency, Washington, DC, July, 
pp. 3-9, 3-20, 3-22,4-7, and 4-34. 

U.S. EPA, 1993b: Anthropogenic Methane Emissions in the United States. 
Report to Congress, U.S. Environmental Protection Agency, Washington, 
DC, pp. 2-1 to 3-29 and 7-11 to 7-18. 

U.S7Japan Working Group on Methane, 1992: Technical Options for 
Reducing Methane Emissions, Washington, DC, January, pp. 16-71. 

U.S. NRC, 1991: Proceedings from Worbhop on PSA Applications and 
Limitations. Organized by NEA Committee on Safety of Nuclear 
Installations, NUREG/CP-0115, Washington, DC. 

Uchiyama, Y. and H. Yamamoto, 1991: Greenhouse Effect Analysis of Power 
Generation Plants. Report Y91005, CRIEPI, Tokyo, Japan, 49 pp. 

van den Broek, R., A. Faaij, T. Kent, K. HeaUon, W. Dick, G. Blaney, and M. 
Bulfin, 1995: Willow firing in reti-ofitted Irish peat plants. In: Proc. 
Second Biomass Conf. ofthe Americas, Portland, OR, August. 

Van de Vate, J.F, 1993: Electricity generation and alleviating global climate 
change: the potential role of nuclear power. Paper presented at the UNI-
PEDE/IEA Conference on Thermal Power Generation and the 
Environment, Hamburg, Germany, 1-3 September. 

van Engelenburg, B.C.W. and E.A. Alsema, 1994: Environmental Aspects 
and Risks of Amorphous Silicon Solar Cells. Report No. 93008, 
Department of Science, Technology and Society, University of Utrecht, 
Utrecht, The Netherlands. 

van Wijk, A.J.M., J.R Coelingh, and W.C. Turkenburg, 1993: Wind energy. In: 
Renewable Energy Resources: Opportunities and Constraints 1990-
2020, chapter 3. World Energy Council, London, UK, 82 pp. 

van Wijk, A.J.M., 1990: Wind Energy and Electricity Production. Ph.D 
Thesis, Utrecht University, Utrecht, The Netherlands. 

Vanecek, M., A. Mahan, B. Nelson, and R. Crandall, 1992: Influence of hydro
gen and microstructure on increased stability of amorphous siUcon. In: 
Proceedings of the 11th European Photovoltalcs Solar Energy 
Conference and Exhibition, Montteux, Switzerland, October. 

Veltrop, J.A., 1991: Water, dams and hydropower in the coming decades. 
Water Power & Dam Construction, June, 43(6), 37-44. 

von Kleinsmid, W. and P. De Laquil, 1993: Solar Two Centi'al Receiver pro
ject. In: 6th International Symposium on Solar Thermal Concentrating 
Technologies, Mojocar, Spain. Editorial CIEMAT, Madrid, Spain, pp. 
641-654. 

von Meier, A., 1994: Manufacturing Energy Requirements and Energy 
Payback of Crystalline and Amorphous Silicon PV Modules. Energy and 
Resources Group, University of CaUfornia, Berkeley, CA. 

Waddy, B.B., 1973: Healdi problems of man-made lakes: anticipation and real
ization, Kainji, Nigeria, and Ivory Coast. In: Man Made Lakes [Ackermann, 
W. et al. (eds.)] American Geophysical Union, Washington, DC. 

Waggoner, RE., 1994: How Much Land Can Ten Billion People Spare for 
Nature? Council for Agricultural Science and Technology, Ames, lA, 
64 pp. 

Walsh, M. and R. Graham, 1995: Biomass Feedstock Supply Analysis: 
Production Costs, Land Availability and Yields. Biofuels Feedstock 
Development Division, Oak Ridge National Laboratory, Oak Ridge, TN, 
18 January. 

Wang, G., S. Meng, and J. Bai, 1992: Investigations and analysis on compre
hensive utilization of family-sized biogas technology in China. In: 
Biogas and Sustainable Agriculture: The National Experience. Exchange 
Meeting on Comprehensive Utihzation of Biogas, Yichang City, Hubei 
Province, Department of Environmental Protection and Energy, Ministry 
of Agriculture, People's Republic of China, 10-15 October, pp. 139-151. 

Washom, B.J., 1984: Vanguard I Solar Parabolic Dish Stirling Engine 
Module. DOE/AL/l 6333-2, Advanco Corporation, September. 

Watson, A.M., 1983: Use pressure swing adsorption for lowest cost hydrogen. 
Hydrocarbon Processing, March, pp. 91-95. 

WEC, 1991: District Heating/Combined Heat and Power. WEC, London, UK, 
103 pp. 

WEC, 1993: Energy for Tomorrow's World. St. Martin's Press, New York, NY, 
320 pp. 

WEC, 1994: New Renewable Energy Resources—A Guide to the Future. 
Kogan Page, London, UK, 391 pp. 

Wenger, H.J. and Т.Е. Hoff, 1995: A Guide to Evaluate the Cost-Effectiveness 
of Distributed PV Generation. Draft final report prepared for Sandia 
National Laboratories, Albuquerque, NM. 

WiUiams, R.H., 1993: Fuel cells, their fuels, and the U.S. automobile. In: 
Proceedings ofthe First Annual World Car 2001 Conference, University 
of CaUfomia at Riverside, Riverside, CA, 32 pp. 

Williams, R.H., 1994a: Roles for biomass energy in sustainable development. 
In: Industrial Ecology and Global Change [Socolow, R.H. et ai. (eds.)]. 
Cambridge University Press, Cambridge, UK, pp. 199-225. 



Energy Supply Mitigation Options 

WUliams, R.H., 1994b: The clean machine. Technology Review, April, pp. 21-30. 
Williams, R.H., 1995a: Variants of a Low COi-Emitting Energy Supply System 

(LESS) for the World. Report; prepared for the IPCC Second Assessment 
Report, Working Group Ila, Energy Supply Mitigation Options. 

Williams, R.H., 1995b: Making R&D an Effective and Efficient instrument for 
Meeting Long-Term Energy Policy Goals. Directorate General for Energy 
(DG XVn), European Union, Brussels, Belgium, 19 June, 59 pp. 

Williams, R.H., 1996: Fuel decarbonization for fuel cell applications and 
sequestration of the separated COj. In; Ecorestructuring [Ayres, R.U. et 
al. (eds.)]. UN University Press, Tokyo, Japan (forthcoming). 

Williams, R.H. and E. Larson, 1989: Expanding roles for gas turbines in 
power generation. In: Electricity: Efficient End-Use and New Generation 
Technologies, and Their Planning Implications [Johansson, T.B., B. 
Bodlund, and R. Williams (eds.)]. Lund University Press, Lund, Sweden, 
pp. 503-553. 

Williams, R.H. and E. Larson, 1993: Advanced gasification-based biomass 
power generation. In: Renewable Energy: Sources for Fuels and 
Electricity [Johansson, T.B., H. Kelly, A.K.N. Reddy, and R.H. Williams 
(eds.)]. Island Press, Washington, DC, pp. 729-785. 

Williams, R.H. and E.D. Larson, 1995; Biomass-gasifier gas turbine power 
generating technology. Bionmss and Bioenergy, special issue on 1993 
EPRI Conference on Strategic Benefits of Biomass and Wastes (in press). 

Williams, R.H. and H.A. Feiveson, 1990: Diversion-resistance criteria for 
future nuclear power. Energy Policy, 18(6), 543-549. 

Williams, R.H. and G. Terzian, 1993: A Benefit/Cost Analysis of Accelerated 
Development of Photovoltaic Technology. PU/CEES Report No. 281, 
Center for Energy and Environmental Studies, Princeton University, 
Princeton, NJ, 47 pp. 

Williams, R.H., E.D. Larson, R.E. Katofsky, and J. Chen, 1995a; Methanol 
and hydrogen from biomass for transportation. Energy for Sustainable 
Development, January, 1(5), 18-34. 

647 

Williams, R.H., E.D. Larson, R.E. Katofsky, and J. Chen, 1995b: Methanol 
and Hydrogen Production from Biomass for Transportation, with 
Comparisons to Methanol and Hydrogen from Natural Gas arui Coal. 
PU/CEES Report No. 292, Center for Environmental Studies, Princeton 
University, Princeton, NJ, 46 pp. 

Wolk, R.H., G.T. Preston, and D.E Spencer, 1991; Advanced coal systems for 
power generation. lEA Conf. on Technology Responses to Global 
Environmental Challenges, Kyoto, Japan, November. 

Wright, D., 1991; Biomass—A New Future? Report of the Commission of the 
European Communities, Brussels, Belgium. 

WRR, Wetenschappelijke Raad voor het Regeringsbeleid (The Netheriands 
Scientific Council for Govemment Pohcy), 1992: Ground for Choices: 
Four Perspectives for Rural Areas in the European Union. Report No. 
42, Sduuitgeverij, Den Haag, The Netherlands. 

Wyman, C , R. Bain, N. Hinman, and D. Stevens, 1993: Ethanol and methanol 
from cellulosic feedstocks. In; Renewable Energy: Sources for Fuels and 
Electricity [Johansson, T.B., H. Kelly, A.K.N. Reddy, and R.H. Williams 
(eds.)]. Island Press, Washington, DC, pp. 865-923. 

Zweibel, K. and A.M. Bamett, 1993; Polycrystalline thin-film photovoltaics. 
In; Renewable Energy: Sources for Fuels and Electricity [Johansson, 
T.B., H. Kelly, A. Reddy, and R. Williams (eds.)]. Island Press, 
Washington, DC. 

Zweibel, K. and W. Luft, 1993; Flat-Plate, Thin-Film Modules/Arrays. 
National Renewable Energy Laboratory, Golden, CO. 

Zweibel, K., 1995: Thin films: past, present, and future. Progress in 
Photovoltaics, special issue on thin films. 





20 
Industry 

ТАКАО KASHIWAGI, JAPAN 

Principal Lead Authors: 

J. B r u g g i n k , T h e Netherlands; P . - N G i r a u d , F r a n c e ; P. K h a n n a , I n d i a ; 
W.R. M o o m a w , USA 



CONTENTS 

Executive Summary 651 20.4.2. Energy Efficiency 664 
20.4.2.1. Efficient Electrical 

20.1. Introduction 653 End-Use Devices 664 
20.4.2.2. Cogeneration and Steam Recovery 664 

20.2. Industrial-Sector Emissions of Greenhouse Gases 653 20.4.2.3. Waste-Heat Utilization 665 
20.2.1. Industrial Energy from Fossil Fuels 653 20.4.2.4. Materials Recyclmg and Reuse 669 
20.2.2. Industrial Processes as Sources of 20.4.4.5. Demateriahzation and Materials 

Greenhouse Gases 654 Substitution 670 
20.2.3. Past Trends and Future Prospects for 

Industrial-Sector GHG Emissions 655 20.5. Policy Options 670 
20.2.3.1. Trends for Industrialized (OECD) 20.5.1. Providing Information and Training 671 

Countries 655 20.5.2. Fostering Technology Transfer 671 
20.2.3.2. Trends for Transitional Economies 657 20.5.3. Financial and Economic Policies 672 
20.2.3.3. Trends for Developing Countries 657 20.5.3.1. Subsidizing Energy Audits 672 

20.2.4. Variations Among Regional Groups 658 20.5.3.2. Providing Fiscal Incentives for the 
Purchase of Energy-Efficient 

20.3. Specific Industry Emissions 658 Equipment 672 
20.3.1. Basic Metals 658 20.5.3.3. Examining Taxation as a Tool 672 

20.3.1.1. Iron and Steel 658 20.5.4. Supporting Technical Innovations tiu-ough 
20.3.1.2. Aluminum 659 Research and Development 673 
20.3.1.3. Copper and Other Nonferrous Metals ;659 20.5.5. Organizing and Supporting Recycling 673 

20.3.2. Chemicals 660 20.5.6. Creating Voluntary Organizations and 
20.3.2.1. Halocarbons and Hydrohalocarbons 660 Agreements 674 
20.3.2.2. Plastics 660 20.5.7. Underwriting Demonstration Projects 674 
20.3.2.3. Hydrogen and Ammonia 660 20.5.8. Creating Legal and Institutional Instruments 674 
20.3.2.4. Other Chemicals 660 20.5.8.1. Developing and Enforcing 

20.3.3. Pulp and Paper 661 Standards 674 
20.3.4. Construction Materials 661 20.5.8.2. Expanding Land-Use Planning 674 

20.3.4.1. Cement and Concrete 661 
20.3.4.2. Brick 662 20.6. Conclusions 674 
20.3.4.3. Glass 662 
20.3.4.4. Wood 662 References 674 

20.3.5. Food Products and Light Manufacturing 662 

20.4. Technical Abatement Options 662 
20.4.1. Fuel Substitution 662 

20.4.1.1. Low-Carbon Fuels 663 
20.4.1.2. Electrification 663 
20.4.1.3. Biomass 663 
20.4.1.4. Renewable Energy Resources 663 
20.4.1.5. Hydrogen 664 



EXECUTIVE SUMMARY 

This chapter provides a summary of options for reducing 
greenhouse gas emissions from industry, based on a survey of 
relevant literature. The main purposes are to outline the major 
sources and trends of emissions from industrial activity and to 
indicate possible abatement strategies from technological and 
institutional viewpoints. Emissions from power-generating 
utilities are not covered; the reader is referred to Chapter 19 for 
a discussion of this subject. Cogeneration emissions are includ
ed in this chapter only to the extent that they take place within 
an industry. The main findings and conclusions of the chapter 
follow: 

• Industrial sources contribute to greenhouse gas 
(GHG) emissions in two major ways—fossil fuel 
combustion for energy and process-related emissions. 

• The industrial sector is responsible for more than one-
third of global carbon dioxide (CO2) emissions 
through energy use. Based on current energy-use pat
terns, global energy use is expected to rise 75% by the 
year 2025, with an increasing portion of growth 
expected to occur in developing countries. 

• Several technologies, processes, and new product 
design concepts exist that could substantially reduce 
GHG emissions: 
- For industrialized countries, reducing the materi

al content of products, improving energy effi
ciency, and using fuels with a lower carbon con
tent are essential to lower CO2 emissions from 
the industrial sector. 

- For the reindustrializing, transitional countries of 
eastern and central Europe, as well as the world's 
developing countries, seizing the opportunity to 
shift to more advanced technologies will place 
these countries on a much lower GHG develop
ment trajectory. 

• Technology transfer from industrial to industrializing 
countries and the establishment of innovative capaci
ty building in developing countries are expected to 
generate lower GHG emissions. 

Industry Emissions of Greenliouse Gases 

Industrial sources of greenhouse gases are related to industrial 
energy use and to specific industrial production processes. The 
major industrial trends influencing the growth of future industry-
related CO2 emissions are the aggregate growth rate of industri
al output; the structure of industrial growth (in particular the 
relative share of the energy-intensive, materials-producing 

subsector); the average energy intensity of specific products; 
and the fuel rrdx used in industry. The major challenge for 
future reductions in the period 1990-2020 is in the area of C O 2 
from fossil fuels. 

Examples of the historic correlation between growth in per 
capita gross domestic product (GDP) and fossil fuel CO2 are 
examined for several industtiaHzed and developing countties. 
The industrial-sector conttibution of C O 2 varies greatiy among 
countries. The consequences of different technological choices 
and sttategies to date demonstrate that different industrial 
development paths—with substantially lower greenhouse gas 
emissions—are possible. 

Regarding specific industry emissions, energy-intensive indus
tries such as chemicals, cement, and steel have shown substan
tial improvements in energy efficiency during the past 20 years, 
albeit unevenly in different countries. The switch to less carbon-
intensive fuels also has continued, so that C O 2 decreases have 
occurted in some industries during this period. The wood and 
paper industries in industrialized countries have reduced fossil 
fuel carbon emissions dramatically by using waste biomass in 
efficient cogeneration systems. In newly industrializing 
economies, efficiency gains have been slower because of a lack 
of economic resources and access to newer technologies. Some 
industrial processes are beginning to approach thermodynamic 
energy-efficiency limits; future gains will have to come from 
materials substitution, process changes, energy supply shifts, 
and altemative resource and industrial sttategies. 

Traditional emissions accounting has included all C O 2 emis
sions from fossil fuels as though they were part of the energy 
sector. In steel, aluminium, hydrogen, and ammonia produc
tion, much of the carbon release actually is process related and 
could be eliminated by changing production processes. 
ControlUng process-related greenhouse gases, such as halocar-
bons and hydrohalocarbons, also is important, given their large 
greenhouse warming potential and long atmospheric lifetimes. 
Finally, altering chemical manufacturing processes can reduce 
nitrous oxide (N2O). 

Teclinical Abatement Options 

Different strategies for reducing greenhouse gas emissions 
deserve attention, particularly fuel substitution—with increased 
use of lower-carbon fuels, biomass, and renewable energies in 
industrial processing—and efficiency improvement of energy 
supply (e.g., cogeneration) and energy use in industrial 



processes, includmg less materials-intensive production methods 
and renewable feedstocks and raw materials. Implementation 
would be most cost-effective during normal capital stock 
turnover. 

Industries often have high energy-consumption levels, with 
large amounts of waste heat being released to bodies of water 
or the atmosphere. Heat cascading can be incorporated into a 
new or existing factory if careful attention is paid to the tem
peratures of its various industrial processes. Waste-heat recov
ery, which usually is aimed at rationalizing specific industrial 
processes, can be more effective at the level of coordinated 
manufacturing and energy industrial complexes. Further 
improvements could involve integrating energy-use issues into 
urban infrastructure from the initial stages of city planning 
with the development of support systems such as thermal-man
agement technologies, regulations, and social mechanisms. 

The manufacturing sector uses materials and chemicals to gen
erate production and consumption goods, which ultimately are 
discarded or recycled. Recycling can involve restoring the 
material to its original use or "cascading" the material by suc
cessively downgrading its use into applications requiring lower 
quality. Materials cascading is well-established in the paper 
industry, for example, and is effective when recycling products 
back into the same ones is too energy-intensive or difficult. 
Generating materials from scrap tends to produce fewer GHGs 
and is less expensive than the use of primary raw materials, but 
there may not always be markets for downgraded materials. 
Emphasis also is needed on technological innovation to 
upgrade the quality of recycled products. 

Analysis of opportunities and priorities entails preventive 
environmental management based on environmental, material, 
energy, health, and safety audits. Life-cycle analyses of ener
gy and material flows and costs from an industrial ecosystem 
perspective also are essential to implement adequate solutions. 
Industrial systems that efficiently use waste materials and 
energy could produce major reductions in GHGs. Structural 
economic changes also are needed, as is a greater emphasis on 

choosing inherently lower-emitting technologies, designing 
products for greater reuse and recycling potential, and the 
replacement of nomenewable resources with a biologically 
renewable resource base. 

Implementation Aspects 

Implementation problems to improve energy and material effi
ciency in industry may involve information and training 
aspects, financial and economic conditions, or legal and insti
tutional issues. In the case of industrialized countries, effi
ciency improvements become more difñcult when world 
energy prices are low. Imposition of ecotaxes to stimulate effi
ciency in industry is a complex issue because taxes that are not 
levied on a global scale may provoke industry relocation, 
which may in turn have adverse effects on emissions efficien
cy. Systems of internationally traded emission permits and 
opportunities for joint implementation are other altematives 
that require careful consideration, given their economic and 
political implications. 

In developing countries, raising efficiency levels involves 
complex factors such as the higher capital and foreign-
exchange requirements usually associated with more-efficient 
processes. Moreover, the scale of operations, the scarcity of 
management resources, and the age composition of equipment 
creates additional difficulties that are not easily overcome from 
a purely energy-oriented point of view. Although technology 
transfer programs could potentially assist in the early adoption 
of efficient equipment, there is no reason to be more optimistic 
about tiieir success in the case of energy technology than in the 
case of other technologies. In all countiies, the tendency to 
look exclusively at short-term financial and economic factors 
to determine efficiency improvement potential overlooks insti
tutional and organizational issues that are equally important in 
realizing those potentials. This is particularly true of improve
ments in materials efficiency, where institutional arrangements 
for collecting and recycling materials are crucial for a proper 
functioning of markets. 
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20.1. Introduction 

A range of industrial activities and the use of manufactured 
products contribute significantly to the buildup of greenhouse 
gases (GHGs) in the atmosphere. Therefore, any attempt to 
slow the release of greenhouse gases will require a major 
restructuring of existing development patterns. The challenge 
is to determine if existing and future needs (and wants) for 
goods and services can be met without adversely altering the 
composition of the atmosphere and the planet's climate system. 

The major contribution of greenhouse gases by the industrial sec
tor is from carbon dioxide (CO2) released by the burning of fossil 
fuels for energy. In addition, the mdustrial sector is responsible for 
significant releases of process-related greenhouse gases, including 
CO2, methane (CH4), nitrous oxide (N2O), and other industrial 
gases, of which die most prominent are halocarbons and hydro
halocarbons. Sulfur oxide emissions associated with energy use 
and from the smeltmg of sulfide ores appear to be responsible for 
some cooling as well as for regional environmental damage. 

Technological mitigation options for greenhouse gases are increas
ingly being sought so tiiat societies can continue meeting human 
needs without jeopardizing tiie global cUmate system. This effort 
must be part of a comprehensive reexamination of mdustiial activ
ity to address a full range of environmental and economic issues in 
tiie context of industtial ecology (i.e., meeting development goals 
within local and global sustainabiUty capacities). Industtial ecolo
gy approaches attempt to emulate natural systems by utiUzing 
waste from one industtial process as feedstock for another; effi-
cientiy utUizing "waste heat"; designing industtial processes to 
minmiize energy and materials use; and replacing hazardous sub
stances with more envh-onmentaUy benign substitutes. Several 
recent works describe the industtial ecology approach and cite 
examples of recent attempts to bnplement it (Socolow et a l , 1994; 
Ayres and Simonis, 1994; AUenby and Richards, 1994). 

This chapter attempts to identify existing and possible future tech
nologies and industtial processes that can be adopted by industti
al societies—which now produce the majority of greenhouse 
gases— b̂y ttansitional economies, and by developing countiies 
where emissions are increasing as efforts are made to improve the 
standard of Uving and material weU-bemg of citizens. Technology 
ttansfer firom industtial countries to industiiaUzing nations and the 
estabUshment of irmovative capacity-building in developing coun
tties in accordance with the principles of Agenda 21 (UN 
Conference on Envkonment and Development, Rio de Janeko, 
Brazil, 1992) are essential if tiie unwanted global consequences of 
increased atmospheric concenttations of greenhouse gases, sulfate 
aerosols, and cUmate change are to be avoided. 

20.2. Industrial-Sector Emissions of Greenliouse Gases 

2 0 . 2 . 1 . Industrial Energy from Fossil Fuels 

In 1990, the world mdustiial sector consumed an estimated 98 EJ 
of end-use energy (including biomass) and 19 EJ of feedstocks to 

produce $6.7 X lO'^ of value added. This consumption resulted in 
tiie dkect release of an estimated 1,200 Mt C. Electiicity and 
cogenerated process heat added an additional 883 Mt C, for a 
total kidusttial-sector conttibution of 2,083 Mt С—more than 
one-tiikd of the total (Grubler and Messner, 1993). 

Because countries differ significantly in their methods for 
recording and maintaining energy and economic data, precise 
comparisons are not always possible. The industrial use of 
energy for manufacturing, mining, construction, and feed
stocks in Organisation for Economic Cooperation and 
Development (OECD) countries has fluctuated around 40 EJ 
since 1970 and typically is only 25-30% of total energy use. 
Developing countiies are estimated to have raised their indus
trial energy use to 30 EJ by 1988 (35-45% of total energy); the 
ttansitional Eastern and Central European economies peaked at 
around 28 EJ of industrial energy in 1988, but experienced esti
mated declines of as much as 12% in the next 3 years. The 
industrial fraction of energy use by the Soviet Union was 
approximately 40% and that of China 60%) in 1988 (Schipper 
and Meyers, 1992). In part, this variation reflects not only dif
ferences in energy intensity but also the more-rapid growth of 
the industtial sectors of developing countries, tiie restixicturing 
of OECD economies from manufacturing to service, improved 
energy efficiency in manufacturing, and the transfer of some 
energy-intensive industries to developing countries. Within 
this context, attention should be paid to the potential danger of 
transferring greenhouse gas-intensive, ecologically damaging 
processes and production of chlorofluorocarbons (CFCs) to 
ttansitional and developing countties. 

Worldwide future ttends of industrial energy have been project
ed by inputting data from the Energy Modeling Forum report 
(EMF, 1994) into tiie Asian Pacific Integrated Model (AIM) 
(Morita et a l , 1994; Matsuoka et a l , 1994). These projections 
indicate that worldwide industrial energy use could rise from 
about 107 EJ/yr in 1990 to 140 and 190 EJ/yr in 2025 and 2100, 
respectively, if emissions are stabUized. These figures would 
increase to yearly consumption of 242 EJ in 2025 and 500 EJ in 
2100 if based on an accelerated-technology scenario (EMF, 
1994), where к is assumed that 400 EJ/yr of low-cost biomass 
becomes available in 2020; 20% of this resource is available at 
$1.40/EJ and the remaining 80% at $2.40/EJ. 

The energy sector as a whole is thought to contribute about 
57% of global warming (IPCC, 1990). Energy use in the indus
ttial sector varies vastly among different countties. An exami
nation of data sets that attempt to disaggregate the energy use 
of particular economies reveals that the stiiicture of economies 
and the avaUability of particular energy sources play major 
roles in the contribution of greenhouse gases by the industtial 
sector. A summary of energy-related CO2 releases for the 
industrial sectors of the 15 largest C02-emitting countties is 
presented in Table 20-1 (di Primio, 1993). 

Clearly, improving the energy efficiency of industrial processes 
can substantially lower the release of fossil-fuel carbon dioxide; 
subsequent examples illusttate the potential for substantial 
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Table 2 0 - 1 : Fossil-fuel c a r b o n dioxide f r o m the 15 largest 
e m i t t e r s ^ 

Totale Industrial С Industrial 
Emissions Emissions %of 

(MtC) (MtC) Total 

United States 1394.83 275.4 19.74 
USSR2 960.76 295.94 30.80 
China3 519.25 234.29 45.12 
Japan 280.40 70.78 25.24 
Former West Germany 189.19 31.78 16.80 
United Kingdom 154.95 21.36 13.78 
India-* 130.45 37.71 28.90 
Poland^ 126.27 15.60 12.36 
Canada 122.00 27.11 22.22 
Italy 108.28 20.94 19.34 
France 103.72 21.05 20.29 
East Germany^ 88.69 8.87 10.01 
South Africa^ 88.31 18.27 20.69 
Mexico^ 74.17 17.62 23.75 
Czechoslovalda^ 65.63 17.75 27.05 

'Values are for 1990, unless otherwise noted. Feedstocks are 
not included in either total carbon data or indushial carbon 
data; values for electricity inputs into the industrial sector 
are not included (di Primio, 1993). 

21988 (represents latest available data). 
31985 (represents latest available data). 
41987 (represents latest available data). 

reductions. Ultimately, however, thermodynamic free-energy 
limits preclude further reductions. Any additional lowering of 
industrial energy emissions can come only by shifting from fos
sil fuels to non-carbon-based energy sources—such as hydro, 
nuclear, wind, solar, and geothermal—or by using biomass. 

In terms of absolute contribution to global-warming potential, 
the major sources are CO2 from fossil-fuel combustion and 
halocarbons. Cement calcination is the third most important 
source. Estimates of the quantities of global-warming potential 
in terms of gigatons of carbon equivalent for these three sources 
in indushialized, transitional, and developing countries are pre
sented in Table 20-2. It appears that these industrial sources 
account for close to 30% of total global-warming potential. 

2A2.2. Industrial Processes as Sources of Greenhouse Gases 

In addition to the release of energy-related greenhouse gases, 
the industrial sector is responsible for the release of a number of 
process-related greenhouse gases—although estimates of these 
gases vary in thek reliability. They include halocarbons and 
hydrohalocarbons, CO2, CH4, and N2O. Whereas CO2 emissions 
from fossil-fuel combustion represent the largest portion of 
indusûy greenhouse gases, die contribution of process-related 

emissions other than halocarbons is less recognized. Changing 
the production process has the potential to eliminate all green
house gases associated with a particular indushial or manufac
turing operation. For the United States, process COj emissions 
in 1991 are estimated to have amounted to 15.6 Mt С (EIA, 
1993), or 1.2% of total fossil-fuel releases. In the comprehen
sive Oak Ridge data set, non-fuel-related CO2 is estimated 
explicitly for cement making and implicitly from coal, natural 
gas, and petroleum that is oxidized in the manufacturing 
process (Marland, 1994; IPCC, 1991). Examples of process-
related GHG releases are presented in Table 20-3; they are dis
cussed under the appropriate industry group in Section 20.3. In 
some cases—such as the production of cement, lime, and 
iron—the release of greenhouse gases is intrinsic to the product, 
so the only option for GHG reductions is material substitution. 

Industrial process-related gases include the following: 

• CO2 from die production of lime and cement (calcina
tion process), steel (coke and pig-iron production), alu
minum (oxidation of electrodes), hydrogen (refineries 
and the chemical indushy), and anmionia (fertilizers 
and chemicals) 

• Halocarbons (CFCs), hydrochlorofluorocarbons (HCFCs), 
and hydrofluorocarbons (HFCs) produced as solvents, 
aerosol propeUants, refrigerants, and foam expanders 

• C H 4 from miscellaneous industrial processes (iron 
and steel, oil refining, ammonia, and hydrogen) 

• NjO from nihic acid and adipic acid (nylon) production 
• Carbon tetrafluoride or CFC-14 (CF4) and hexafluo-

roethylene or CFC-116 (C2F6) from aluminum pro
duction (electrolysis). 

Estimates of the contribution from other minor sources vary 
considerably. For C H 4 leakages in industrial processes and 
industrial-fuel combustion, a range of 1-3 Mt of C H 4 for com
bustion and 3-20 Mt of C H 4 for processing is reported in the lit
erature, reflecting large uncertainties (Berdowski, 1993). Total 
global anthropogenic emissions amount to roughly 360 Mt of 

Table 20-2: Contribution of industry to global GHG emissions 
(Gt C-1990). 

Fossil Halo- Cement 
Fuels' carbons Production^ Total 

Industrial 
Economies 0.72 0.85 0.04 1.61 

Transitional 
Economies 0.48 0.22 0.02 0.72 

Developing 
Economies 0.68 0.22 0.07 0.97 

Total 1.88 1.29 0.13 3.30 

'Final demand. 
^Process emissions. 
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Table 20-3: Industrial process-related greenhouse gases. 

Industrial Halocarbon/ 
Process Hydrohalocarbon CO2 CH4 N2O 

Solvents ^ 
Refrigerants • 
Foam Blowing 
Cement • 
Ammonia • • 
Hydrogen • • 
Nitric Acid • 
Nylon • 
Aluminum • • 
Steel • • 

CH4. Estimates of industrial NjO leakages in nitric acid and 
nylon production (adipic acid) are equally uncertain but now are 
considered more important than originally thought. A range of 
0.5-0.9 Mt of nitrogen—20 to 50% of total anthropogenic NjO 
emissions—is mentioned in the literature (Olivier, 1993). 
Abatement technologies are available that employ conversion 
to recoverable nitrogen dioxide (NO2), catalytic dissociation 
into molecular nitrogen (N2) and molecular oxygen (O2), or 
improved N2O destruction in specially designed boilers. 

Halocarbons not only cause higher radiative forcing, they also 
deplete stratospheric ozone. Reduction of many halocarbons, 
including CFCs, already is occurring in industrial and a few 
developing countries because of the Montreal Protocol and 
subsequent amendments. The contribution of halocarbons to 
radiative forcing will begin to decrease after 2000, although 
concern over illegal imports into industrial countries is grow
ing {Scientific A m e r i c a n , 1995). Hydrohalocarbon substitutes 
for CFCs are expected to grow rapidly in the coming decades 
and will make modest additions to total warming potential. 

2 0 . 2 . 3 . Past Trends and Future Prospects for Industrial-
Sector GHG Emissions 

To discuss the historical and future trends in GHG emissions 
from industrial energy use, it is convenient to distinguish four 
essential driving forces. The impact of each driving force on 
GHG emissions can be influenced by specific policies. These 
four driving forces and their respective policy domains follow: 

• Growth in the volume of industrial production (vol
ume effect—macroeconomic policies), which indi
cates the quantitative impact of industrial growth 

• Changes in the sectoral pattern of industrial growth 
(structural effect—sectoral policies), which indicate 
the qualitative impact of industrial growth 

• Reduction m energy use for specific products (efficiency 
effect—energy conservation policies), which is a mea
sure of the hnpact of energy efficiency improvements 
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• Changes in energy carrier composition (fuel-mix 
effect—energy supply policies), which indicate the 
potential to replace coal and oil by natural gas, renew
ables, or nuclear energy. 

To discuss actual tiends and policy opportunities with respect 
to these four driving forces, it is convenient to distinguish 
between three regional groups of countries: industrial 
economies (OECD), transitional economies (Eastem Europe 
and the former Soviet Union), and developing economies (the 
rest of the world). The discussion centers on manufacturing, 
which generally accounts for more than 90% of industiial ener
gy demand. Data on other industrial sectors (energy and min
ing) are not included. 

2 0 . 2 . 3 . 1 . Trends f o r Industrialized (OECD) Countries 

Average manufacturing value in industrialized nations grew 
from 1973 to 1988 at about 2.3% annually. Nevertheless, ener
gy use decreased by about 1.2% annually. Aggregate manufac
turing energy intensity was substantially reduced: in Japan by 
45%, in the United States by 43%, and in Europe by 34%.. 
Energy intensities for specific industries in the United States 
tend be higher than those in European countries, whereas those 
in Japan tend to be lower. 

Schipper and Myers (1992) examined the energy/economic 
value ratio for a variety of industrial sectors for the United 
States, Japan, and six European countries. All major industiial 
sectors recorded gains in measured energy efficiency between 
1971 and 1988. For this group of eight nations, energy intensi
ty for chemicals declined by 37%, pulp and paper by 27%, 
building materials by 32%, fertous metals by 27%, and nonfer-
rous metals by 26%. Surprisingly, less energy-intensive sectors 
also declined by an average of 37% during the same period. 
Ferrous metals and pulp and paper require the greatest energy 
per value added, followed by nonferrous metals, building mate
rials, and chemicals. The major source of these gains was iden
tified as a combination of 1) better housekeeping practices in 
operation and maintenance, 2) higher cost investments in 
process equipment, and 3) replacement of older, less efficient 
technology with new production processes. In some subsectors 
such as chemicals, there is also some shift to less energy-inten
sive products. An excellent case study of how multimillion dol
lar energy efficiency gains have been achieved in the American 
chemical industry has been given by Nelson (1994). 

Several groups have attempted to assess the potential for future 
savings from energy efficiency gains in the industiial sector of 
specific economies. The analysis carried out for the Swedish 
utiUty Vattenfall identified major industrial energy savings that 
would lower CO2 significantiy by 2010 (Johansson e t a l . , 1989). 

Statistical analysis of the impact of changes in the sectoral com
position of industrial production on energy demand show that in 
tills period structural change generally had a continuous, but 
relatively small, effect in reducing energy demand. Efficiency 
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Figure 20-1: Fossil fuel COj development path for the total economy (upper panel) and the industrial sectors (lower panel) of the United 
States, the 15 nations that now comprise the European Union (less East Germany), Japan, China, India, and the former Soviet Union. The 
industrial sector is as defined by OECD, plus COj associated with refineries and the fraction of electricity that is used by industry. The CO2 

values are from OECD (1994) and the purchasing power parity (PPP) values are from Summers and Heston (1991, 1994). 

improvements have been much more important than structural 
changes in curtailing energy demand, particularly in the period 
after 1980 when energy prices were very high (Bending, 1987; 
Schipper, 1992). Cyclical movements compUcate this picture 
considerably because energy-intensive industries, such as the 
metallurgical and chemical subsectors, are much more sensitive 
to business cycles than is aggregate industrial production. 
Moreover, historical ttends are different for fuels and electrici
ty. In general, net improvements in electricity efficiency have 
been lower than in fuel-use efficiency because of the relatively 
important role of new electricity-using technologies in manu
facturing, which offsets efficiency gains in traditional electtical 
equipment. Given these energy-demand ttends and taking into 

account the industrial fuel-composition changes toward natural 
gas, the general ttend for GHG emissions from fuel combustion 
in the manufacturing sector of industrial nations in the past 2 
decades has been downward (Torvanger, 1991; Figure 20-1). 
The overall decrease from Í973 to 1991 was about 15%. 

Under business-as-usual conditions, emissions from industrial 
countties will continue to grow moderately but with a gradual 
shift away from energy-intensive industries. The materials-pro
ducing industries are likely to have slower growth than less 
energy-intensive industries. This ttend is caused partially by 
saturation effects on the materials demand side (WilUams, 
1987) and partially by ongomg economic globalization, which 
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may shift energy-intensive industries to countries with major 
natural resource endowments (e.g., minerals, fossil fuels, and 
hydropower) and lower environmental priorities (because of 
lower environmental loads and urgent poverty problems). 
Nevertheless, the continuing improvement of bulk ttansporta
tion technology and the growing integration of quantity-orient
ed production of bulk materials with quality-oriented produc
tion of semifinished products may put a substantial brake on the 
latter trend. Opportunities for further energy conservation are 
certainly available, especially for newly emerging industries. 
Fuel-mix effects may tend to increase emissions by a modest 
amount because the share of coal may increase after the year 
20(Ю. The aggregate impact of all effects leads more or less to 
a stabiUzation of GHG emissions in OECD industrial countries. 

2 0 . 2 . 3 . 2 . Trends f o r Transitional E c o n o m i e s 

Whereas many studies analyze industrial energy demand 
developments in OECD countries, the historical evidence 
regarding ttansitional economies is much scarcer. Data avail
ability and compatibility problems abound. In transitional 
economies, industty has been very dominant, accounting for 
approximately half of total energy use. Through the late 1980s, 
energy demand grew at a rate of about 2% annually, with rela
tively httle progress in energy efficiency or structural change. 
In die 5 years after it reached a peak in 1988, industtial energy 
demand dropped sharply from central planning levels, 
although less so than industrial output. COj is estimated to 
have dropped by a little more than 25% in the former Eastem 
bloc between 1988 and 1993 (Brown e t a l . , 1995). Thus, man
ufacturing energy demand and related GHG emissions have 
been much more directly coupled to aggregate industrial 
growth and decUne (volume effects) and much less affected by 
stractural and efficiency effects than has been the case in 
OECD industrialized nations. The trend for transitional 
economies with respect to GHG emissions had been sttongly 
upward until 1989; at that time, a clear break occurred, and the 
trend has been sharply downward to the present. 

For transitional economies, the rate of economic activity is 
likely to be more fluctuating than for OECD countties. In the 
short ran, a further decrease in aggregate industtial energy 
demand can be expected because of the ongoing, dramatic 
restracturing of the industrial sector—which may affect the 
energy-inefficient heavy industries in particular. Although 
some Eastem European countries already are recovering from 
earlier ttansition difficulties, this is not yet the case for the for
mer Soviet Union, where further declines are expected 
(Schipper and Martinot, 1993). At least for the period 1990 to 
1995, a sharp drop in GHG emissions is fairly certain. 
Nevertheless, in the long ran, these economies may expand 
again at a high rate, compensating for theh- earlier performance 
lapses. By that time, the relatively strong role of heavy indus
try will not continue under conditions of a market economy, 
and the development of the sectoral pattern will be toward 
reduced GHG emissions. Given excessively high current ener
gy intensities, opportunities for energy conservation are very 

great. Finally, because of the increasing role of natural gas, the 
fuel mix is likely to change in a direction favorable for reduc
ing GHG emissions, provided that the high leakage rate of the 
gas ttansmission and distribution system can be addressed. The 
aggregate impact of all effects probably will lead to a small 
decUne in industiial GHG emissions between 1990 and 2020. 

2 0 . 2 . 3 . 3 . Trends for Developing Countries 

Industrial energy use in developing countries is dominated by 
China, India, and Brazil. Until 1980, China followed national 
policies focusing on heavy industry; since 1980, however, the 
emphasis has shifted toward lighter industries. Industrial 
growth has been very high—14% annually. At the same time, 
aggregate manufacturing energy intensity declined consider
ably—30% between 1980 and 1988 (Huang, 1993). However, 
stractural change accounted for only a small part of this reduc
tion; most of the change was caused by efficiency improve
ments in all industrial sectors. Industtial growth in India has 
been slower in the same period but still impressive, at roughly 
7% annually. India's energy efficiency increased by about 
25%. A larger part of this improvement probably was account
ed for by stractural changes than was the case in China. The 
picture for Brazil is altogether different because the growth in 
export-oriented, energy-intensive industties was very high. 
From 1973 to 1988, industrial production increased by 65% 
while energy intensity increased by 25%, leading to a doubhng 
of total energy use. Stractural changes between and within 
industiial sectors were the dominating force, more than com
pensating for efficiency improvements in individual sectors 
(Keller, 1991). However, part of this growth has been based on 
hydroelectiic developments and, because of the effects of shifts 
to biomass alcohol fuel, the additions to GHG emissions are 
less than energy demand growth. 

A study of the Indian industrial sector concluded that energy 
efficiency gains of 8-10% were possible in the metals indus
tries; 10-15% in chemicals, ceramics, and glass; 20-25% in 
cement and pulp and paper; and 70-80% in sugar refining. 
These gains would bring Indian industtial energy intensity 
more into line with energy-efficient modes of production 
(TERI, 1991). 

With respect to other developing countiies, few general con
clusions are possible—given the widely diverging industrial 
developments of Southeast Asian economies versus sub-
Saharan economies, for example. The developing world as a 
whole is experiencing an upward and accelerating trend in 
industrial GHG emissions. 

The largest single additive impact in all respects will come 
from, industrial growth in developing countries. Moreover, 
because the world's most populous countries—China and 
India—are dependent to a large extent on domestic coal 
resources, this impact will be reinforced by an additive fuel-
mix impact through increased average C O 2 content of indus
trial energy use. The impact from sectoral shifts (qualitative 
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structural change) will be additive but relatively small 
because major expansions in the bulk-materials industries 
already have taken place. Although the potential for reduc
tions in specific energy use are large, they are likely to meet 
severe implementation problems, and they will be insuffi
cient to counteract the other effects in a major way. The 
aggregate effect will lead to a relatively rapid increase in 
GHG emissions. 

2 0 . 2 . 4 . Variations Among Regional Groups 

It is important to stress that not all economies produce the 
same levels of greenhouse gases even when they have 
achieved the same average levels of affluence. An examina
tion of these differences among countries and the particular 
economic development paths they have followed in getting to 
their present economic and industrial stage of development 
can provide useful insights into which policies and strategies 
may be most effective for producing lower-GHG industrial 
societies. Figure 20-1 illustrates fossil fuel development 
paths over the past 30 years for the United States, the 15 
nations that now comprise the European Union (less East 
Germany), Japan, China, India, and the former Soviet Union 
(Moomaw and Tullis, 1995). These countries accounted for 
just over 80% of global C O 2 emissions in 1990. Both total 
and industrial-sector C O 2 emissions are correlated with 
national GDP, which is expressed as purchasing power parity 
in 1985 U.S. dollars (Summers and Heston, 1991, 1994). The 
industrial-sector carbon dioxide data consist of industrial-
sector emissions plus refinery emissions and the industrial 
electricity fraction of each nation's electric power-sector 
emissions (OECD, 1994). It is clear that different nations 
have followed very different fossil-fuel trajectories to arrive 
at their present economic status (Moomaw and Tullis, 1994). 
The decline in C O 2 in the former Soviet Union is tied to the 
decrease in industrial output. Whereas total and industrial-
sector C O 2 emissions continue to rise for expanding industri
alizing economies like those of China and India, they have 
nearly leveled off or decreased for industrial nations. It is 
important to note that the industrial-sector and total COj 
emission levels of most OECD countries are below their his
toric peaks even though their economies and populations 
have continued to expand. 

The expected large impact of volume growth in developing 
nations does not imply that they will follow the historic indus
trialization path of industrial nations. Technological develop
ments have changed the optimal scale of production and pro
duction-factor requirements dramatically in the past few 
decades. Moreover, the availability of resources and their rela
tive prices in developing countries are not comparable to his
toric conditions in industrial countries. Information technolo
gy and materials technology have changed industrial processes 
enormously in the recent past and will continue to do so in the 
near future. It may well be possible for developing countries 
to undergo an earlier carbon transition than was the case for 
present industrial nations. 

20.3. Specific Industry Emissions 

2 0 . 3 . 1 . Basic Metals 

The iron and steel, aluminum, copper, and other nonferrous 
metal industries are extremely energy-intensive (and release 
process CO2 and other GHGs, as well). In the United States, 
they are the leading industrial producers of CO2, at 63.1 Mt С 
or 20% of the industrial sector (Marland and Pippin, 1990). 
Significant efficiency gains have been realized during the past 
20 years as new processes have been developed. 

2 0 . 3 . 1 . 1 . Iron and Steel 

The release of C O 2 from the iron and steel industry in 15 lead
ing industrial nations was estimated to be 151 Mt С in 1990. 
Carbon inputs are equally divided between energy and chemi
cal feedstocks such as coke. Integrated, primary steel works use 
approximately 550 kg С per ton of crude steel, whereas electric-
arc furnaces using scrap average only 128 kg С per ton of crude 
steel. The European and Asian steel industries each release 
approximately 51 Mt C, North America 47 Mt C, and South 
Africa 2 Mt C. Nationally, the United States leads with 42 Mt 
C, followed by Japan with 37 Mt С (IISI, 1993). 

Iron- and steel-related carbon emissions from the 15 leading pro
ducers amount to 2.7% of total global carbon, but their iron and 
steel production represents only a fraction of the world's total. 
Several of the largest producers are heavy coal users; they use 
much-less-energy-efficient technology than that cited above. For 
example, Japan requires only 19 GJ per ton of steel and the 
United States 24, but the average for the former Soviet Union is 
31, China 38, and India 41 (Chandler, 1985). Additional CO2 is 
released in the use of blast-furnace limestone—about 1 Mt С in 
the United States (Forrest and Szekely, 1991)—and in the 
removal of C H 4 and other gaseous components from coke. 
Overall, contributions of the iron and steel industry to carbon 
emissions could be in the range of 7 to 8% of world totals. 

Significant improvements in the efficiency of steelmaking 
have been made during the past two decades. The Japanese 
industry has demonstrated a 20% improvement between 1973 
and 1990 (IISI, 1993; MITI, 1994). Most of the gains have 
come about as the result of heat-recovery technologies, 
although an estimated 40% of process heat is still lost. 
Improvements have occurred in cokemaking, continuous cast
ing (reducing reheating requirements), and continuous anneal
ing. Top-pressure-recovery turbines also generate electricity 
from furnace top-gas during iron production. The European 
coal and steel community is carrying out a research program 
that suggests that further gains can come from scrap preheat
ing; improved coal and oxygen use; and recycling of coke-
oven, blast-furnace, and converter gas (IISI, 1993). 

Additional GHG reductions can result from changing iron and 
steel production processes. Process-related C O 2 for th& 15 
leading producer countries amounts to 1.3% of global carbon 
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emissions. Tlie most dramatic improvements liave come from 
the adoption of electric-arc furnaces and the efficient evolu
tion of that technology. Using scrap eliminates carbon releas
es associated with metal reduction, and total carbon use per 
ton is only about one-fourth that of an integrated facility. 
Problems from contamination by impurities may limit this 
method and suggest that the original metallurgical design of 
steels should consider their recycling potential. Hydrogen 
rather than carbon reduction of iron ores would produce a dra
matic lowering of carbon emissions if inexpensive carbon-free 
sources such as hydro or solar electrolysis of water could be 
developed (IISI, 1993). In the future, carbon for steelmaking 
may come from used tires or organic chemical wastes rather 
than from coal (Corcoran, 1994; MMT, 1993). 

2 0 . 3 . 1 . 2 . A l u m i n u m 

The production of bauxite ore is so localized that the top ten 
national producers are responsible for 92% of the world total 
(WRI, 1994). Similarly, aluminum production of 18.194 Mt in 
1991 is concentrated in the United States (4.12 Mt), the former 
Soviet Union (2 Mt), Canada (1.83 Mt), Australia (1.24 Mt), 
Brazil (1.14 Mt), China (0.86 Mt), Norway (0.83 Mt), and 
Germany (0.74Mt); India (0.44 Mt) and Venezuela (0.6 Mt) 
also are major producers (Plunkert and Sehnke, 1991). In 1991, 
17.2 Mt of aluminum was consumed, 73% of it in 10 top-con
suming nations—led by the United States (24%), Japan (14%), 
Germany (8%), the former Soviet Union (6%), China (5%), 
and France (4%) (WRI, 1994). 

Aluminum refining from bauxite uses vast quantities of elec
tricity and releases C O 2 whenever coal and other fossil fuels 
are used. An estimated 280 x 10» kWh (Young, 1992) was 
needed to produce 18 Mt of aluminum in 1990 (Plunkert and 
Sehnke, 1991). The efficiency of electricity use varies from 
a low of 13,000-15,500 kWh per ton of aluminum in much 
of Europe, Brazil, Japan, and the United States to a high of 
18,000-20,000 kWh/t in Norway, Russia, and Canada. 
Aluminum from secondary scrap requires only 1,600 kWh/t 
(Chandler, 1985). In most market economies, hydropower— 
which is inexpensive and often subsidized—is used as the 
source of electricity, but in Australia (the leading producer of 
bauxite), China, India, and the former Soviet Union, coal is 
a principle source of electricity. Other countries, such as 
Brazil, Ghana, and Canada, have large hydro projects tied to 
aluminum production. The United States, which used 859 PJ 
of energy in aluminum production in 1989, draws 12.4% 
from hydropower, 3.5% from nuclear, 49.6% from coal, 
26.5% from oil, and 8.1% from gas (Aluminum Association, 
1991). 

Significant improvements in energy efficiency have been real
ized by the aluminum industry worldwide. In the United States, 
efficiency gains in 1989 were estimated at 12.1% since 1972, 
with an additional 9.2% arising from increases in recycled 
scrap—for a 21.3% reduction in energy use per ton of alu
minum (Aluminum Association, 1991). 

C O 2 also is released as a process gas from the destructive oxi
dation of the carbon anode during electrolysis of bauxite ore. 
Carbon emissions from this source are estimated to be 0.45 kg 
of carbon per kg of aluminum [some of which can be as carbon 
monoxide (CO) (Sadoway, 1990)]—which would imply a total 
release of 8.2 Mt C, or 0.15% of global fossil-fuel carbon in 
1991. This carbon apparently is included in existing emission 
totals as part of the petroleum coke from which the electrodes 
are made (Marland, 1994). The use of experimental non-car
bon electrodes has been demonstrated (Hryn and Sadoway, 
1993), and an altemative chloride-based (rather than oxide-
based) process with nondissolving graphite electrodes is 
claimed to release no CO2 and to be 30% more efficient 
(Altehnpohl, 1980). 

The second class of important aluminum process GHGs are the 
perfluorocarbons, carbon tetrafluoride and hexafluoroethylene, 
which are released during electrolysis of bauxite. These gases 
have an exceptionally strong absorption in the infrared and an 
estimated Hfetime in the atmosphere in excess of 10,000 years. 
The range of estimates for perfluorocarbons vary from 0.6 to 
2.5 kg per ton of aluminum for CF4 and from 0.06 to 0.25 for 
C2F6 (Abrahamson, 1992; U.S. DOE, 1994; Haupin, 1987). An 
estimated 28,0001 of CF4 and 3,2001 of C2F6 were released in 
1987 (Fabian et a l . , 1987); CF4 has been estimated to have con
tributed 1.7% of the global-warming potential during the 1980s 
(Lashof and Ahuja, 1990). 

Unfortunately, no reliable estimates of total COj release asso
ciated with aluminum production exist, but in the United 
States, the industry accounts for 1.2% of national energy 
demand and a similar percentage of CO2 emissions (Aluminum 
Association, 1991). If this figure prevails worldwide, then alu
minum would be responsible for more than 3% of global-
warming potential. 

2 0 . 3 . 1 . 3 . Copper arui Other Nonferrous Metals 

In 1992, 9.3 Mt of primary copper was mined worldwide, with 
nearly 40% coming from Chile and the United States. In addi
tion, 3.4 Mt of lead, 7.1 Mt of zinc, 0.9 Mt of nickel, and less
er amounts of tin and cadmium were produced (WRI, 1994). 
C O 2 emissions from the U.S. primary and secondary copper 
industry were estimated at 19 Mt С in 1987, down from 30 Mt 
С in 1968 (Forrest and Szekely, 1991). 

For copper and odier nonferrous metals, the major greenhouse 
gas is CO2 associated with the energy required for smelting 
from ore. These metals also are associated with other emis
sions, such as sulfur dioxide (SOj). RecycUng of metals can 
greatly reduce the energy required to produce them; substan
tially, lower the CO2 and SO2 associated with mining and pro
duction; and reduce other air, land, and water pollution. For 
toxic metals like lead and cadmium, reduced exposure to toxi
city is an additional benefit. Nondissipative uses of lead, such 
as storage batteries, are recycled to a large extent. Large 
amounts of copper also are recycled, but care must be taken to 
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ensure that impurities in recycled copper do not reduce elec
trical conductivity where this is important (e.g., in power-
transmission lines). 

2 0 . 3 . 2 . Chemicals 

The chemical industry is extremely energy-intensive 
because of the source of its raw materials—petroleum and 
natural gas—and because of the energy required to carry 
out chemical transformations to final products. In the 
United States, chemicals accounted for 60.3 Mt or 19.6% of 
industrial-energy COj in 1985, right behind the primary-
metals sector. This sector also accounted for most of the 
39.4 Mt of nonfossil-fuel carbon released by the industrial 
sector (Marland and Pippin, 1990). Since the oil shocks of 
the 1970s, the chemical industry has redesigned processes, 
significantly reducing energy use and lowering the produc
tion of chemical wastes. For example, the Japanese petro
chemical industry reports a decrease of 47% in energy per 
ton of product from 1976 to 1988 though little change dur
ing the succeeding 4 years (MITI, 1994). The U.S. chemical 
industry reduced its energy per unit of output by 21.8% 
between 1974 and 1992 (Chemical Manufacturers 
Association, 1994). 

2 0 . 3 . 2 . 1 . Halocarbons and Hydrohalocarbons 

Halocarbons and hydrohalocarbons currently are the major 
greenhouse gases associated with industrial activity. These 
ubiquitous substances are thought to contribute substantial
ly to direct radiative forcing, but this effect may have been 
largely offset by their depletion of stratospheric ozone 
(IPCC, 1992). Most CFCs, halons, and solvents (such as 
carbon tetrachloride and methyl chloroform) are being 
rapidly phased out to protect the ozone layer. Proposed sub
stitutes like HCFCs and HFCs, while having less ozone-
depleting potential because of their shorter atmospheric life
times, have considerable global-warming capability. The 
United States estimates that the HFCs and fluorocarbons 
(FCs) released in 1990 have a warming potential equivalent 
to 20 Mt C, but expects this to grow to 45 Mt С by 2000 
(U.S. DOE, 1994). 

2 0 . 3 . 2 . 2 . P l a s t i c s 

Plastics and most organic chemicals are derived from 
petroleum and natural gas. The latest estimate is very 
much in need of updating, but Marland and Rotty (1984) 
suggest that 6.7% of liquid fossil fuels are incorporated 
into plastics, asphalt, and lubricants that are not immedi
ately oxidized to COj. Some plastic wastes and lubricants 
are eventually burned as fuels, but some of this carbon— 
perhaps one-third—is sequestered in landfills or prod
ucts. Worldwide, about 1% of natural gas is used for non-
ammonia feedstock (Marland and Rotty, 1984). Energy 

use for plastics production was about 3% of total energy 
in the United States in 1988 (Franklin Assoc., 1990). An 
advantage of using more plastics in transportation and in 
transported containers is their extremely light weight, 
although petrochemical production is very energy-
intensive. Recycling polymers is advantageous from an 
energy perspective but is difficult because their low den
sity, high bulk, additives, and the mixtures of plastics in 
the waste stream make them difficult to reprocess. 
Moreover, innovation in plastics is important and makes 
standardization difficult. Some standardization on a 
smaller number of resins or other policy options might 
help in this matter. 

2 0 . 3 . 2 . 3 . Hydrogen and A m m o n i a 

Hydrogen and ammonia are extremely energy-intensive to 
produce, and they use C H 4 from natural gas as a feedstock. 
Hydrogen is stripped from C H 4 , and the carbon is oxidized 
and released as CO and COj. Marland and Rotty (1984) esti
mate that about 2% of global natural gas is oxidized in this 
way. Ogden and Williams (1989) place the energy content of 
hydrogen production in the United States at about 2% of 
total energy, which would imply that 5% of natural gas cur
rently is used for hydrogen and ammonia production plus 
C H 4 leaks. 

In the United States, nearly 340 x 10» m^ of hydrogen are 
used in ammonia production, 900 x 10̂  by refineries, and 
25 X 105 for methanol production; approximately 5.7 x 10̂  
m3 are produced as merchant hydrogen and by captive 
users (SRI, 1994). In addition to its main production from 
C H 4 , hydrogen also is produced as a byproduct during oil 
refining and the electrochemical production of chlorine, 
sodium hydroxide, and sodium chlorate. Currently, some 
of this byproduct hydrogen is flared. The current process 
C O 2 from hydrogen production could be eliminated by 
using the electrolysis of water as the hydrogen source. At 
the present time, off-peak hydropower represents the only 
low-cost electricity supply that is large enough to make a 
significant contribution toward replacing natural gas as the 
feedstock. Off-peak power from geothermal, wind, solar 
(Ogden and Williams, 1989), and ocean thermal energy 
conversion someday may also be inexpensive enough to 
produce hydrogen competitively from the electrolysis of 
water. 

2 0 . 3 . 2 . 4 . Other Chemicals 

N 2 O contributes about 6% to increased radiative forcing, 
has strong infrared absoфtion, and has a lifetime of 140 
years in the atmosphere. A full understanding of its mea
sured increase in the atmosphere is incomplete. 
Contributions from fossil-fuel stationary combustion have 
been shown to be much lower than previously believed 
(Lyon et a l , 1989). 
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It has been esthnated that adipic acid production for nylon 
accounts for 10% of anthropogenic global N2O releases 
(memens and Trogler, 1991), wifli 3.03 x 104 kg N2O released 
per ton of adipic acid produced (Jacques, 1992). One major man
ufacturer announced a revised production process Üiat reduces 
emissions by 98% {Chemical Week, 1992). The U.S. production of 
N2O associated with adipic acid production has been estimated at 
242,000 t, but witii the mh-oduction of conttols, only 62,000 t is 
released (U.S. EPA, 1993). Small additional amounts are released 
in tiie oxidation of ammonia to nitric acid at a rate of 2 to 20 kg 
N2O per ton of ammonia consumed. Conti-ols have been devel
oped and mstalled m some facilities {Chemical Week, 1992). 
Canada estimates that its annual emissions from this source are 
only 1 kt and from adipic acid production 30 kt (Jacques, 1992). 

A small amount of CO2 is released in the manufacture and use of 
lime and soda ash. For the United States, this is estimated to have 
been 3.26 and 1.14 Mt C, respectively, in 1991 (EIA, 1993). 

2 0 . 3 . 3 . Pulp and Paper 

Because wood and paper are produced from plants that absorb 
CO2, they can provide long-term sequestiation of carbon in 
durable products. The major fossil-fuel inputs for paper produc
tion are in the harvest and tiansport of raw materials and in pro
ducing the fiber from wood chips. Evaporation of water con
sumes a very large proportion of the energy in pulp and paper-
making. In response to higher energy prices in the 1970s and to 
comply with clean-ak and water requh-ements in several coun
tiies, the paper industiy developed efficient cogeneration sys
tems to produce needed steam, hot water, and electricity by 
burning liquors, bark, and other wood waste. The U.S. paper 
industry now satisfies 56% of its energy needs by using biofuels 
in this way (American Forest and Paper Association, 1993). 
Japan improved the energy efficiency of its pulp and paper 
industiy by 26% between 1980 and 1992 (MITI, 1994). In devel
oping countiies, such as Mexico, bagasse from sugar cane pro
vides fiber for papermaking (GoteUi, 1993); China, Japan, and 
otiier Asian countiies produce paper from rice stalks. Pulp also 
is used to produce cellulosic textile fibers, such as rayon. 

More than 50% of the wood cut in the United States is eventual
ly used for paper and paperboard. Current U.S. paper recycling 
is 25% (Europe and Japan have achieved rates of more tiian 
50%). A doubling of this rate would reduce the amount of wood 
cut from U.S. forests by about 17%. Landfills, whose contents 
are 40% wood and paper products, would benefit similarly in the 
form of a 13% reduction by weight overall. Thus, paper recy
cling offers the potential for reducing global warming by 
increasing forest stands and reducing the amount of atmospher
ic CH4 and CO2 produced from landfills (Zerbe, 1990). 

2 0 . 3 . 4 . Construction Materials 

The production of high-density building materials (such as 
concrete, glass, brick, and tile) requires high temperatures and 

hence releases significant quantities of C O 2 during production. 
Because of thek high density, these materials also require large 
quantities of energy in their transportation. 

20.3.4.1. Cement and Concrete 

Cement and concrete are key components of commercial and res
idential construction worldwide. During the past decade, U.S. 
cement consumption averaged between 75 Mt/yr and 90 Mt/yr 
(Portland Cement Association, 1990); it is expected to rise to more 
tiian 100 Mt/yr by 1997. Worldwide, 1991 cement production 
reached 1.25 x W tons (U.S. Bureau of Mmes, 1992). Requkmg 
6.1 GJ per ton of cement (see Table 20-4), cement production is 
one of tiie most energy-mtensive of all industtial processes. 

C O 2 is emitted during cement production in two ways. 
Approximately 0.75 t of CO2 is produced per ton of cement 
from combustion of fossil fuels to operate the rotary kiln. The 
second source is calcination, in which calcium carbonate 
(СаСОз) from limestone, chalk, or other calcium-rich materi
als is heated in kilns to form Ume (CaO) by driving off CO2. 
This process produces about 0.5 t of CO2 per ton of cement. 
Thus, combining these two sources, for every ton of cement 
produced, 1.25 t of CO2 is released into the atmosphere—of 
which 60% comes from energy inputs and 40% from calcina
tion (Griffin, 1987). Worldwide, cement production accounted 
for approximately 162 Mt of С emissions in 1991, or about 
2.6% of total global carbon from oxidation of fossil fuels. The 
United States annually produces about 9.3 Mt С from cement 
production, or 6% of global cement-production carbon 
(CDIAC, 1993). 

The carbon intensity of cement is highly dependent on the fuel 
chosen. Cement production to date has used coal as its prima
ry fuel. As a resuh, cement production is associated with espe
cially high levels of CO2, nitrogen oxides (NOJ, and SO2. 

Table 2 0 - 4 : Fuel use f o r cement p r o d u c t i o n (1990). 

GJ per Ton 
Fuel of Cement Percent 

Petroleum Products 
(diesel, gasoUne, LPG) 0.06 1Л 

Natural Gas 0.5 8.2 
Coal and Coke 3.7 60.8 
Waste Fuel! 0.3 4.9 
Electricity2 1.5 24.9 

Total 6.1 100.0 

Source: Portland Cement Association, 1990. 
1 Waste fuel includes used motor oil, waste solvents, scrap 
tires, etc. 

2 Electricity figure includes primary energy used to generate 
electricity. 
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Producing 80 Mt of cement in the United States in 1992 required 
about 0.53 Ы, or roughly 0.6% of total U.S. energy use. In terms 
of its dollar value, however, cement represents only about 0.06% 
of the U.S. gross national product. Thus, cement production is 
about 10 times as energy-intensive as the U.S. economy in gen
eral. In a number of developing countries, cement production 
accounts for as much as two-thirds of total energy use. 

Process modifications in kiln operation show potential for energy 
reductions. For example, newer dry-process kilns are more ener
gy-efficient than older wet-process kikis because energy is not 
required to elmninate moisture. In a modem dry-process kibi, the 
kiln's exhaust gases are used to preheat the ingredients and drive 
off moishore. Such a process uses up to 50% less energy than a 
wet-process kiln (UBC, 1993). Significant reductions in COj 
emissions from cement production could still be gained by ener
gy-efficiency improvements of cement-kiln operation. Switching 
to fuels with lower COj content (such as natural gas and agricul
tural wastes) also can reduce CO2 emissions; in addition, savings 
from other techniques (e.g., fly-ash substitution and tiie use of 
waste fuels) are possible. Using waste lime from other industries 
could reduce CO2 emissions from the calcination process. 

20.3.4.2. B r i c k 

Total brick production in the United States has varied recently 
between about 5 x 10» and 8.5 x 10' bricks per year. In 1992, 
production was about 6.25 x 105 units. Brick manufacturing 
constitutes about 96% of total clay-product manufacturing in 
the United States. Energy estimates for brick production vary 
widely. In tiie United States, the most-efficient brick produc
ers, using modem computer-controlled equipment, require 
between 4.2 and 5.3 MJ/brick. On the other end of the scale, 
older beehive kilns can consume around 21.1 MJ/brick. 
Process modifications in brick production could yield large 
savings in energy use and C O 2 emissions. Technical improve
ments in bumers, air blowers, and "slashing" processes (heat
ing the kiln to excessive temperatures to color bricks for cos
metic reasons) could yield substantial reductions in energy 
consumption (Brick Institute of America, 1994). 

20.3.4.3. Glass 

In 1991, tiie United States produced 20.8 Mt of glass, at 7.4 to 
8.4 GJ/t. Of this, 2.2 Mt of flat glass, at 7.4 to 8.4 GJ/t, was man
ufactured for use in the automotive/tiansportation and constiuc
tion industiies; 2.0 Mt of fiber glass, at 6.3 to 10.6 GJ/t, was pro
duced for building insulation and a variety of building and prod
uct materials. The industi^ uses mostly natural gas as its energy 
source, along with some electric furnaces (Ross, 1991). 

2 0 . 3 . 4 . 4 . Wood 

Wood is a far less energy-intensive building material than 
steel, concrete, brick, or glass; it provides superior insulating 

properties; and because of its relatively low density, it has 
lower transportation-energy requirements. Koch (1992) uses 
the CORRIM Report (NRC, 1976) to estimate the following 
embedded energy in residential building materials compared 
to wood: 

• Steel stixictural building studs (9 x wood) 
• Synthetic fiber floor covering (4 x wood) 
• Concrete floor (21 x wood) 
• Aluminum siding (5 x wood) 
• Brick veneer (29 x wood). 

An update clearly is needed, to take into account efficiency 
improvements in each industty. 

20.3.5. Food Products and Light Manufacturing 

The energy contributions to the food and beverage sector are 
modest in developing countries but are substantial in industri
al nations. Pimiritel (1973) has estimated that each U.S. food 
calorie requires approximately 10 technological calories to 
grow, transport, refrigerate, and prepare it, partly because the 
average food travels 2,092 km from the field to the consumer. 
Significant amounts of energy are expended in refrigeration 
and food processing, and a large amount of energy is embod
ied in packaging. For example, in 1991, the United States pro
duced 13.5 Mt of container glass at 7.4 to 8.4 GJ/t, for a total 
of 114 PJ (Ross, 1994). 

In light industry, major GHG reductions are likely to come 
from improved efficiency in space conditioning and lighting 
and the replacement of motors and belts with more-efficient 
ones. In the textile industty, the embodied energy of different 
fibers suggests that cellulosic fibers may have the lowest val
ues, followed by synthetic petrochemical fibers and conven
tionally grown natural fibers, which rely heavily on fertilizers 
and industrial-style agriculture. 

20.4. Technical Abatement Options 

2 0 . 4 . L F u e l Substitution 

Fuels with low or zero COj-generation potential can be sub
stituted for fuels with high C02-generation potential to 
reduce GHG releases. In general, coal and oil are replaced by 
natural gas, renewables, and nuclear. For the industrial sector, 
substitution of coal with natural gas is most relevant. A major 
study at the International Institute for Applied Systems 
Analysis (IIASA) on historical trends of energy and fossil-
fuel carbon emissions shows that most economies have 
reduced their energy intensity as industtialization has pro
ceeded and that the carbon content of global energy use has 
been falling monotonically. The carbon intensity of energy 
consumed currentiy is about 0.5 t C/kWyr—down substan
tially from a value of 0.8 t C/kWyr in 1860 (Nakicenovic et 
a l , 1993). 
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2 0 . 4 . 1 . 1 . Low-Carbon Fuels 

The direct use of low-carbon fuels, such as natural gas, rather 
than coal in industry can substantially lower carbon dioxide 
levels. However, the lower price of coal and its much greater 
abundance have made it the fuel of choice in the absence of 
incentives or regulations to lower GHGs. 

2 0 . 4 . 1 . 2 . Electrification 

World economies are becoming more electrified. In the United 
States, for example, electricity increased from 15.9% of pur
chased energy in 1974 for six major industrial groups (petrole
um and coal products, building materials, paper, chemicals, 
primary metals, and transportation equipment) to 22.5% in 
1988 (GCC, 1993). The implications of this shift for GHG 
emissions are unclear. Proponents of increased electrification 
point out that this process often leads to efficiency gains that 
offset additional C O 2 releases. Additional reductions in GHG 
emissions are likely to be realized when the direct combustion 
of fossil fuels is replaced by electrical generating capacity from 
nuclear, hydro, biomass, or renewable sources. Additional 
gains can arise when low-temperature industrial process or 
space heat is supphed by heat pumps rather than by the direct 
combustion of fossil fuels. Although total energy use in the 
OECD industrial sector has remained essentially constant dur
ing the past 20 years, CO2 from the industrial sector actually 
declined by 9.6% between 1970 and 1990 (di Primio, 1993). 

On the other hand, electric utilities constitute the largest source 
of CO2 in many economies. Di Primio (1993) has identified 
transformation and distribution losses for electric power pro
duction as a principal contribution to CO2 emissions in both 
industrial and developing countries, and this percentage has 
increased with time. The percentage of CO2 arising from power 
plants was 22.6% for OECD countries in 1970 but had 
increased to 29.8% in 1990. For the United States, the increase 
was even greater: from 23.4% in 1970 to 32.7% in 1990. In the 
late 1980s, 36.4% of CO2 came from power plants in India, 
19.8% in China, and 32.5% in the former Soviet Union. 

In short, the effect of increased electrification on industrial 
CO2 releases depends on the particular purpose for which elec
tricity is substituted, the carbon intensity of the source of elec
tric power relative to the direct combustion of fossil fuels, and 
the structure of a given industrial economy. 

2 0 . 4 . 1 . 3 . Biomass 

The use of plant material as fuel and feedstock in place of fos
sil fuels can have a significant effect on the reduction of net CO2 
emissions. Although cellulose releases approximately the same 
amount of carbon as coal per unit of energy produced, this 
release of CO2 is largely offset by the absorption of CO2 from 
the atmosphere as biofuel is regrown. Immense potential exists 
for energy recovery from organic municipal and industrial 

wastewaters through efficient biomethanation processes 
(Khanna et a i , 1988). Alcohol biomass fuels have played a 
major role in Brazil (Goldemberg et a l . , 1993), and plantations 
could provide significant biofuels in many countries (Hall et a l . , 
1994). A full discussion of liquid fuels and biofuel plantations 
is included in Chapter 19. 

Ironically, although biofuels constitute a major energy source 
in many developing countries, it is the United States that is the 
leader in generating electticity from biomass. According to the 
Electric Power Research Institute (Tumbull, 1993), biomass 
electric power generation increased from 200 MW in 1979 to 
6,000 MW in 1992, plus 1,800 MW of municipal-solid-waste-
to-energy facilities. All of the existing generation facilities use 
conventional steam technology, often at lower temperatures 
and lower efficiencies than fossil-fuel facilities. Much of this 
power production from biomass is associated with industries 
like wood, paper, and food processing that use their own waste. 
The growth of biomass-fueled facilities in the United States 
has not been matched in other industtialized countries. This is 
primarily because of the presence of a regulatory regime in the 
United States that encourages industrial power production. 

Several examples of biomass electric-generating facilities 
also exist in developing countries. Bagasse is sometimes 
burned in India, Mexico, and Brazil at sugar refineries for 
heat and some electricity. A 5-kW diesel generator, modified 
to burn biomass produced from cow dung and agricultural 
wastes, produces electricity in Pura, India (Rajabapaiah et a l . , 
1993). The potential for greatly improving the efficiency of 
biomass power systems lies in the introduction of highly effi
cient gas turbines coupled to biomass gasifiers, according to 
Williams and Larson (1993). Their analysis suggests that the 
80 cane-growing countries of the developing world have suf
ficient bagasse and other sugar-cane residues to support such 
facilities. 

2 0 . 4 . 1 . 4 . Renewable Energy Resources 

In sunny regions, including many ttopical countiies, solar drying 
opportunities exist for grains, specialty fruits and vegetables, 
sugar cane, and lumber. Solar drying also can be applied to bio
fuels, whose moishare reduces thek effective energy content. 
For example, approximately half the weight of bagasse from 
sugar cane is water; when moist, к releases only 9,042 kJ/kg, but 
when dry, к releases 19,424 kJ/kg (comparable to lignite) 
(Brown, 1987). In addition, by removing the weight of incorpo
rated water, solar drying can reduce the energy requkements to 
transport biofuels, lumber, grain, and other products. Existing 
solar water-heating technology is well-jnatched to the process-
heat levels requked by such industiies as food processing and 
textiles and for the curing of plastics, resins, and adhesives. 

Few examples can be found of on-site use of solar or wind 
energy for industrial processes. These intermittent resources 
would need to be supplemented by grid or conventionally self-
generated electricity, used in accord with the availability of 
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wind or solar power, or disengaged from the demand for power 
through storage devices (Moomaw, 1991). This suggests that 
electroplating and other electrolytic chemical manufacturing 
(e.g., tiie production of chlorine and sodium hydroxide) might 
also be suitable for self-generated solar or wind energy. 
Another possible use of wind or solar energy in manufacturing 
would be for pumping industrial water that could be stored for 
use on demand (Lonrigg, 1984). 

2 0 . 4 . 1 . 5 . Hydrogen 

Although hydrogen releases no COj when burned or reacted 
chemically, it is mostly derived from CH4, which produces CO 
and CO2. Several alternatives are possible for producing hydro
gen without carbon emissions. It is estimated that it would cost 
between $9 and $19/GJ to produce hydrogen by off-peak 
hydroelectric-based electrolysis costing between 1 and 
40/kWh. Biomass gasification could lower the cost to between 
$5.9 and $8.5 per GJ (Ogden and Nitsch, 1993). Were the cost 
to drop sufficientiy, considerable reductions in GHGs would 
occur in the primary-metals industry because of the use of 
hydrogen to reduce oxide ores. 

It has been suggested that photovoltalcs are ideally suited as 
low-voltage DC sources of electticity for the electtolysis of 
water to produce merchant hydrogen where it is needed 
(Ogden and Wtiliams, 1989; Ogden and Nitsch, 1993). The 
auto manufacturer BMW has built a 600-kW photovoltaic test 
faculty with Siemens and tjie Bavarian government to produce 
hydrogen automotive fuel. 

2 0 . 4 . 2 . Energy Efficiency 

Energy efficiency in industiial plants can be improved through 
opportunities on the end-use side (such as variable-speed elec
trical drives and insulation) and opportunities on tiie conversion 
side (such as cogeneration applications and advanced boilers). 

2 0 . 4 . 2 . 1 . Efficient Electrical End-Use D e v i c e s 

Electrical motors are major consumers of industrial electricity. 
Several studies in the United States conclude that approxi
mately two-thirds of electricity is consumed by electrical 
motors, with the industrial sector accounting for between 26 
and 30% of the total. These motors are used primarily to drive 
pumps, compressors, and fans. Major opportunities exist to 
improve the efficiency of the motors themselves and the sys
tems, connecting shafts, and belts they drive (U.S. DOE, 1980; 
Baldwin, 1989). 

Standard motors operate with an efficiency of 70% for small 
devices of a few kilowatts, to 92% for large motors of 100 or 
more kw. High-efficiency motors operate in tiie range of 83 to 
more than 95% (Baldwin, 1989). One analysis of an industtial 
pumping system showed that only 49% of the energy output of 

the electric motor actually was converted into work to move 
the liquid (Baldwin, 1989; U.S. DOE, 1980). Optimizing sys
tem design rather than simply choosing components can lead to 
improvements of 60% using existing technology (Baldwin, 
1989). A study of Indian industtial efficiency found that replac
ing ttaditional power-transmission V belts with modern flat 
belts could improve efficiency from 85 to 98% (NEERI, 1993). 
This study, along with Baldwin's, also demonstrates the poten
tial for adjustable-speed electronic drives to better match 
mechanical load, substantially reducing electticity use. 

The U.S. Environmental Protection Agency (EPA) has estimat
ed that 12% of U.S. utility CO2 emissions—55 Mt С—could be 
eliminated by replacing existing lighting systems with cost-
effective lighting technology (U.S. EPA, 1993). Industty repre
sents one of the largest users of lighting. The voluntary Green 
Lights program had emoUed more than 1,255 corporations, 
institutions, and state and local governments by early 1994, all 
of whom are committed to replacing 90% of their lighting with 
cost-effective, efficient substitutes witiiin 5 years (U.S. EPA, 
1994). Computers are estimated to consume approximately 5% 
of U.S. electricity; EPA has developed the Energy Star pro
gram, which has produced significant declines in the electtici
ty use of new computers and other office equipment now enter
ing the market. The average power demand of different types 
of computer printers was found to range from as little as 3 to 
as much as 129 W in one study (Norford et a i , 1989). Although 
these ancillary devices represent a smaU fraction of total indus
trial energy use, there is substantial room for significant sav
ings. The surprising success of voluntary programs in the 
United States suggests that this approach should be more wide
ly utilized in other countties. 

2 0 . 4 . 2 . 2 . Cogeneration and Steam Recovery 

In cogeneration facilities, fuels are burned and the heat pro
duced is used both for generating electricity and for process 
heat. Cogeneration schemes are of two kinds: topping-cycle 
and bottoming-cycle. In topping-cycle cogeneration, primary 
energy (the high-temperature energy, generally about 1,500°C) 
is used to produce electricity, and the low-temperature heat that 
emerges from the generator is used for process or space heating 
(e.g., to dry pulp in a paper mill). In bottoming-cycle cogenera
tion, primary energy is used to produce heat (e.g., to anneal 
steel), and the leftover heat is used to generate electricity. 

Cogeneration facilities generally use as much as 80% of tiie 
heat content of fuels, significantiy reducing the amount of C O 2 
produced compared to facilities where electticity and heat are 
produced separately. A variety of technologies now are 
employed that continue to improve the overall efficiency of 
cogeneration. Conventional steam turbines that recover a por
tion of waste heat are being displaced by higher-efficiency and 
less-costiy gas-turbine cogeneration systems and combined-
cycle systems that use some of the heat from the gas turbine to 
run a lower-temperature steam turbine as well as to provide 
process steam (Williams and Larson, 1989). In the United 
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States and many European countries, many small-scale cogen
eration facilities have been developed in the industrial sector as 
the result of new technological developments and changes in 
the laws governing electrical utilities. Industries are now per
mitted to sell surplus electricity to the utility grid, and utilities 
are required to purchase it at favorable prices. Since the change 
in legislation, a majority of the new electric-generating capac
ity constructed in the United States has been from manufactur
ing, pulp and paper, and other industrial or independent cogen-
erators rather than large utilities. The U.S. Office of 
Technology Assessment has estimated that industrial cogener
ation could reduce industrial energy demand by 140 TW/yr in 
the United States by 2015 (OTA, 1991). 

Substantial cogeneration is carried out in Western Europe, 
especially in Finland, Denmark, the Netherlands, Sweden, and 
Germany. Because of regulatory constraints and chmatic con
ditions (large air-conditioning demand), Japan was slow to 
adopt cogeneration relative to other industrial nations. The 
Japanese electric utility industry law was revised in 1995 and 
may now facilitate the spread of cogeneration in that country. 
Because of the large amount of heavy industry and extensive 
district-heating systems already installed in the former Soviet 
Union, an enormous potential for major reductions in CO2 also 
exists there through the adoption of industrial cogeneration. 

2 0 . 4 . 2 . 3 . Waste-Heat Utilization 

Even in countries where high levels of industrial energy con
servation have already been achieved, a large potential still 
exists for further industtial heat recovery. Data from a survey 
conducted in 556 representative factories in Japan indicate that 
almost half of the surplus heat that currently is discarded has 
potential for use. From a total of 1.8 EJ surplus energy generat
ed by these factories, about 0.5 EJ already has been used effec
tively as steam, process gases, or electricity—a 2.7% decrease 
in primary energy consumption. Unexploited-energy figures for 
the four main energy-consuming industries in Japan are shown 

in Table 20-5. The unexploited surplus energy from these 
industries amounts to almost 1 EJ, of which about 48% has a 
potential for economic use (Kashiwagi, 1991). 

The first step in planning energy utilization is to carefully map 
the flow of energy in each industry, from primary energy or 
electiicity input to the lowest-temperature waste-heat output. 
Once these flows are known—including the quantity (e.g., 
kilowatts) and quality (e.g., temperature levels, voltage, and 
frequency)—industrial processes can be integrated, initially 
within each industty, to minimize the input of primary energy 
and/or electricity. 

Cascaded energy use involves fully harnessing the heat pro
duced by fossil-fuel combustion, from its initial 1,800°C down 
to near-ambient temperatures, with a thermal "down flow" of 
heat analogous to die downward flow of water in a cascade. If 
a water flow were to be used to generate electricity, for exam
ple, a dam would fh-st be buih on a mountain; tiien a succession 
of power-generation plants would be set at strategic points 
down tiie river to use up heads of water. Once the river water 
had flowed to sea level, it would have become useless for elec
tricity generation. The heads of water at each generation plant 
are analogous to temperature gradients in thermal energy; sea 
level corresponds to ambient temperature. As in the case of river 
water reaching sea level, heat that has cooled to ambient tem
perature no longer is usable. Currently, even in the industrial 
sector, there are extremely few cases of heat being used in mul
tiple stages (cascaded) akin to hydroelectric power generation. 

Based on the ideal energy flow among industrial processes 
classified by their temperature levels, Kashiwagi (1992) sug
gests a representative example of ideal exergetic utilization of 
fossil fuel resources in a temperature cascade that utihzes com
bined heat and power and renewable energy, as shown in 
Figure 20-2. 

In an eiïort to construct district-heating systems using unex
ploited energy sources, several countries have been promoting 

Table 20-5: Unexploited energy of the largest energy-consuming industries in Japan (joules). 

Paper 
Pulp2 

Chemical 
Industrŷ  Cement 

Iron 
and Steel"* Total 

Energy Input 4.2 X 10'7 1.5 X 1018 2.6 X 1017 1.8 X 1018 4.0 X 1018 

i l 
Unexploited | 
Energyi i 1 t 1 

Usable 
Unusable 

Total 

1.1 X 1016 
1.2 X 1017 
1.4 X 1017 

1.9 X 1016 
1.9 X 1016 

2.6 X 1015 
5.1x 1016 
5.4 X 1016 

4.9 X 1017 
3.3 X lO" 
8.2 X 1017 

0.5 X 1018 
0.5 X 1018 
1.0 X 1018 

1 Amounts of unexploited energy are estimates based on models for the four industrial sectors, thus may differ in precision 
depending on the model adopted. 

•̂ Estimates for the paper and pulp industries presuppose increases in effective use of black liquor. 
3 For the chemical industry, even if supply and economic conditions are fulfilled, there are almost no prospects; unexploited 

energy for the chemical industty refers to the ethylene sector only. 
^ Values of energy input and unexploited energy for iron and steel industries based on examples of combined steel and iron 

manufacturing. 
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countries. Data on present recycling rates, however, are 
diverse. The rate of rough steel produced from scrap is about 
43% worldwide (IISI, 1993). In OECD countries, the recycling 
rates of nonferrous metals are 30% for aluminum, 35% for cop
per, 48% for lead, 25% for zinc, and 20% for tin 
(Metalgesellshaft, 1988). The recycling rate for paper is esti
mated to be 30% at the world level, which also is the rate esti
mated for the present recycling of glass bottles in OECD coun
tries (IIASA, 1993). Reliable rates for plastics are difficult to 
arrive at, though they seem to be increasing. Recycling data for 
developing countries are scarce. In some developing countries, 
such as India, recycling is significant—a great proportion 
being carried out by the "informal sector" (Konishi, 1995). 

Differences in recycling rates among countries yield a first 
approach to the existing potential. In Japan, for example, rates 
for paper and glass bottles were expected to reach 55% by 
1994 and rates for steel and aluminum cans to reach 60% in 
1995. In Europe, voluntary agreements between administra
tions and business organizations have been signed to reach 
recycle rates of 60 to 70% for packaging materials and about 
75% of the material content of automobiles before the end of 
the century. Al l of these figures are well above world averages. 
Public measures to improve recycling of materials also must 
strike the right balance among collection, sorting, and reusing 
activities. This balance is rather unstable at present and has led 
in extreme cases to a collapse of secondary-materials markets, 
thus frustrating further developments. 

One must recognize that returning the secondary resource into 
virgin-grade material is not always necessary or desirable. By 
analogy to heat recovery of lower-temperature heat through 
cascading processes, materials recovery can be envisioned as a 
materials-cascading process in which secondary materials may 
be used most efficiently for different purposes than are virgin 
materials. To optimize recycling and reuse potential, materials 
and products must be designed for recovery as well as for their 
initial intended purpose. 

for a 10% increase in OECD recycting of each of the materials 
also is listed. 

2 0 . 4 . 4 . 5 . D e m a t e r i a l i z a t i o n and Materials S u b s t i t u t i o n 

A number of possibilities for reducing industiial greenhouse 
gases arise from the management of materials rather than of 
energy. Dematerialization (decreasing the amount of a mater
ial or substituting lighter-weight material for it) can play a 
major role in lowering GHG emissions (Grubler et a l , 1993; 
Herman et a l . , 1989). Energy-related COj also can be reduced 
in manufacturing by substituting less energy-intensive materi
als for more energy-intensive materials. Materials that release 
significant quantities of process GHGs during production can 
be replaced with materials that release fewer process GHGs 
(e.g., replacing aluminum with plastic lowers carbon and fluo-
rocarbon emissions). Developing fundamentally new process
es that use intrinsically less energy or are dependent on com
pletely different feedstocks such as dry process for paper mak
ing, also can lower CO2 releases. 

The use of plants as a source of chemical feedstock also can 
reduce CO2 emissions. Many large wood-products companies 
already produce chemicals in association with their primary 
timber or paper production. In India, a major effort to develop 
a "phytochemical" feedstock base has been underway at tiie 
National Environmental Engineering Research Institute. The 
production of chemicals such as acetone, butandiol, butanol, 
and isopropanol utilizing water hyacinth, grass, and industrial 
waste as feedstocks has been demonstrated to be technically 
feasible. The same institution also has been working to devel
op processes to improve tiie production of C H 4 , as well as 
microbial conversion of C H 4 to methanol (Motwani et a l , 
1993; Juwarkar et a l , 1994; Sharma et a l , 1994). 

20.5. Policy Options 

A summary of carbon emissions from primary and secondary 
materials production for OECD countries is presented in Table 
20-6. Primary materials release about four times the CO2 of 
secondary materials for all substances except aluminum (where 
the figures are substantially higher). Carbon savings of 29 Mt 

Industrial GHG reductions can be achieved by good house
keeping (operational performance), additional investments in 
energy-efficient technologies (both conversion and end-use 
equipment), or redesigning the manufacturing process itself 
(process innovation and integration). Clearly, the technical and 

Table 2 0 - 6 : Tons of c a r b o n saved and released in primary and seconclary materials p r o d u c t i o n . 

OECD С Reduction for 
10% Increase in Recycling Primary/ 

(Mt C/yr) Primary Secondary Secondary 

Steel 18.9 0.65 0.15 4.33 
Aluminum 5.0 3.52 0.09 40.04 
Copper 0.44 1.08 0.22 4.96 
Glass 0.68 0.20 0.04 4.92 
Paper 3.74 0.29 0.07 4.00 

Source: IIASA, 1993. 
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Table 20-7: Overview of implementation measures arui level of impact. 
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Information 
and Training 

туре of Barrier 
Financial 
and Economic 

Institutional 
and Legal 

Operational Performance Plant audits 
Energy management 

courses 

Consultancy grants or 
subsidies 

Energy management centers 
Engineering consultancy 

network 

Investment in Energy Conversion 
End-Use Equipment 

Product information 
Specialized courses 

Investment subsidies 
Trade tariff exemptions 
Marlcet pricing of energy 

Performance standards 
DSM-oriented utilities 
Demonstration projects 

Process Irmovation and Integration Pinch technology 
Exergy analysis 
Life-cycle analysis 

Internalization of 
environmental costs 

Voluntary agreements 
R&D programming 
Land-use planning 

financial consequences of these approaches become increas
ingly important and the role of management becomes corre
spondingly pervasive. Most industrial facilities and processes 
have a relatively short lifetime—on the order of a decade or, at 
the most, 20 years. Hence, there is plenty of opportunity to 
introduce low-GHG-emitting technology into the manufactur
ing process as part of normal capital-stock turnover. 
Unfortunately, under present circumstances, there are no com
pelling incentives for companies to choose a lower-GHG-emis-
sion sttategy over a higher one when they are planning new 
processes or products. Hence, there is a need for additional 
pohcy instruments and incentives, some of which are described 
in this section. 

Even when efficiency improvements and greenhouse gas 
reductions are feasible from a technical perspective, there 
remain a number of barriers that still may prevent the realiza
tion of such improvements. First, a company must be aware of 
the opportunities that are available. Second, there may be cap
ital consttaints such as unfavorable pricing of energy or recy
cled materials. Third, institutional and legal measures may be 
necessary where financial and economic incentives remain 
weak and markets for efficient equipment are just emerging. In 
some cases, additional research may be needed to develop 
appropriate energy-efficient technologies, material-efficient 
applications, or nonpoUuting manufacturing processes. Table 
20-7 provides a survey of implementation measures according 
to the type of barrier encountered. 

2 0 . 5 . 1 . Providing Information and Training 

Reduction of greenhouse gases from industrial sources can be 
promoted by a variety of information-related policy steps on 
the part of individual firms, industry groups, or govemments. 
Technical guidance can be provided to industrial managers to 
help identify opportunities to alter techniques of managing 
energy and materials in the manufacturing process, toward the 
goal of reducing energy use and GHG emissions. 

Consumers often lack information about the environmental 
consequences of their purchases and seldom consider energy 
and other life-cycle costs in their purchasing decisions. 
Energy-efficient appliances, for example, may have higher 
purchase prices but during their hfetimes cost less for the con
sumer to operate. The economic disincentive of higher pur
chase prices might be overcome by better information and 
labehng about the life-cycle costs and environmental impact of 
manufactured goods. 

2 0 . 5 . 2 . Fostering Technology Transfer 

Because future global industtial growth will take place largely 
in the developing and transitional economies, the early transfer 
of advanced energy-conservation technology may be cracial to 
curb worldwide GHG emissions. Developing countties might 
even jump from an early stage of industrial development to an 
advanced stage in one step. Such leapfrogging makes sense 
only if the new technology is economically superior to the old 
technology over its hfe cycle and if capital is available to pur
chase it. This may be the case only for isolated, large-scale, 
tum-key projects that usually are associated with multination
al corporations or multinational lending agencies. The applica
bility of the concept across the spectmm of efficiency options 
needs careful scmtiny. In many cases, judicious adaptations 
may be called for, particularly to enable the manufacturing of 
major components by local industties. 

In regard to technology transfer, two issues are still unclear. 
One is ttade barriers in the form of import tariffs and legal bar
riers for the protection of intellectual-property rights. Such bar
riers affect the adoption of high-tech components of energy-
efficient equipment. A balance must be struck between the 
interests of developing nations and the interests of industrial 
firms elsewhere. Ongoing economic globalization and the 
increasing involvement of foreign investors in many develop
ing countties—including, in the recent past, both China and 
India—may be symptomatic of changing attitudes on both 



672 Industry 

sides. This development follows in the wake of economic lib
eralization and shows the importance of institutional aspects 
for effective technology transfer. 

The other issue is the establishment of mechanisms for finan
cial transfers, in particular within the framework of the Global 
Environmental Facility and Joint Implementation. Energy effi
ciency is high on the list of priorities in this respect. At present, 
the future of political modalities for technology transfer still is 
not clear. Political controversies surrounding joint implemen
tation involve complicated issues regarding responsibilities 
and credits and are far from resolved. 

Nevertheless, joint implementation could potentially be 
viewed as a mechanism to make private capital available for 
the transfer of energy-efficient technology. This possibility is 
particularly true for the industrial sector, where multinational 
firms are keen to avoid the increasingly steep costs of GHG 
emissions in some countries if attractive alternatives are avail
able elsewhere. In some cases, utilities from industrial nations 
are already actively exploring potential opportunities. 

There also needs to be a better mechanism for making avail
able new industrial ecology management systems, like that 
used in Sweden (Graedel et a l , 1994), that encourage lower 
GHG emissions. 

2 0 . 5 . 3 . Financial and Economic Policies 

Conservation opportunities may not be profitable from the per
spective of the private investor due to unfavorable pricing of 
energy or lack of capital. Financial and economic measures are 
then required. 

2 0 . 5 . 3 . 1 . Subsidizing Energy A u d i t s 

The first step toward energy improvement requires managerial 
awareness of the potential benefits of saving energy and an 
accurate overview of how and where energy is used in the fac
tory and at what costs. Tax credits for plant audits and consult
ing may help to initiate energy-saving programs by identifying 
opportunities for good housekeeping and by indicating where 
energy-saving investments would be technically possible and 
financially profitable. 

2 0 . 5 . 3 . 2 . Providing Fiscal Incentives for the Purchase of 
Energy-Efficient Equipment 

The next step requires a proper market for energy-efficient 
equipment (cogeneration systems, efficient boilers and fvuiiaces, 
heat exchangers, electric drives and pumps, insulation materials, 
and advanced control systems). Fiscal incentives in the form of 
tax credits may help an emerging market for such equipment to 
mature. Adequate performance standards and active involve
ment from utilities will create legal and institutional support at 

this stage. Finally, in order for decisions about new processes 
and factories to be guided by energy-cost considerations, atten
tion to plant energy costs will be stmiulated by a firm govern
ment commitment to long-term energy-demand policies, cor
recting market distortions from environmental externalities, 
researching demand-side priorities, and land-use planning 
(where system-integration aspects are crucial). 

Implementation problems for energy-efficiency improvements 
in developing and transitional econonties are more severe tiian 
those in industrial countties. In addition to problem areas 
already indicated, key problems in both developing and ttansi
tional economies concem the economy-wide lack of capital, 
foreign exchange, and industrial energy prices and tariffs that 
often are below those of the world market. Because energy-
saving investments often are characterized by capital and for
eign-exchange intensity rather than by labor and resource 
intensity, their cost-effectiveness tends to be less in those coun
tries than in the industrialized countries. Moreover, develop
ing and transitional economies, in general, are characterized by 
lower overall productivity, including energy productivity. One 
should not attempt to solve energy-efficiency problems in iso
lation from other efficiency problems. Problems related to vin
tage equipment, scarcity of management skills, small-scale 
production, or poor technological infrastructure will not be 
solved by addressing climate-change or energy goals alone. 

Market-oriented energy pricing is the first step in raising ener
gy-efficiency priorities in all economies, regardless of their 
state of development, and already is receiving attention in most 
developing and ttansitional economies. The problem of capi
tal and foreign-exchange scarcity has a more permanent and 
pervasive character. Although taxing environmental extemali-
ties is desirable, many industries operate on an intemational 
level, so the introduction of such taxes requires intemational 
action. Unilateral correction of national market prices can lead 
to a loss of intemational competitiveness. 

2 0 . 5 . 3 . 3 . Examining Taxation as a Tool 

The "material content" of economic growth and its resulting 
greenhouse effect results from a huge number of interrelated 
decisions made by economic actors (e.g., business firms and 
households). Therefore, econontic instraments—such as taxes 
that internalize externalities—seem to be most appropriate pol
icy tools. However, although some assessments have been car
ried out on the effect of a carbon tax on energy efficiency in 
different sectors, little work has been done on the effect of such 
a tax on recycling or material substitutions. We must therefore 
admit that we do not know the efficiency of economic instra
ments in this field. 

Preliminary results (ADEME, 1993; Gielen, 1993) tend to 
demonstrate that a carbon tax would mainly influence waste 
management (increased recycling and/or incineration) and 
would promote littie in the way of material substitutions with
in products—unless it reaches very high levels and except for 
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products whose material composition has a significant impact 
on energy consumption in the end-use phase. 

Carbon taxes on fuels have been proposed as one way to lower 
CO2 emissions from fossil-fuel burning. Interestingly, although 
the use of carbon taxes on fuels to intemahze climate-change 
costs from that source have been the topic of major discussions, 
little attention has been given to applying a "greenhouse tax" to 
process-related releases. In some countries, such as the United 
States, an "ozone depletion tax" has been applied to CFCs and 
halons to improve the price competitiveness of substitutes. Such 
a sttategy might be considered for goods whose manufacture 
produces GHGs. 

Internalizing environmental costs in energy prices and tariffs 
through ecotaxes is particularly problematic for the industtial 
sector because of the consequences for national competitive
ness on international markets. Taxes that are not levied on a 
global scale may provoke industry relocation, which may 
adversely affect emissions efficiency as well as intemational 
competitiveness. Most countries are hesitant to embark on pol
icy ventures that ntight endanger their international market 
position and their attractiveness as industrial locations. 
Although tax exemptions for specific industries are possible, 
policymakers are wary about the administrative feasibility and 
costs of such exemptions. On the other hand, little empirical 
evidence points to any actual dangers of industrial relocation 
resulting from ecotax burdens. Because only new investment is 
affected, the impact of taxation may not be immediately appar
ent, although the impact may be more pronounced in the future 
because industries are becoming more intemational. 

Systems of internationally traded entissions permits, carbon 
taxes, and opportunities for joint implementation are options 
that require intemational cooperation. It is difficuU for a single 
nation to impose full environmental cost accounting and 
remain competitive unless other nations do the same. 

20.5.4. Supporting Technical Innovations through 
Research and Development 

During the past two decades, many energy-saving technologies— 
such as compact fiuorescent light bulbs— ĥave been developed 
with govemment research support and have successfully pene
trated tiie market. To reach further reductions in energy intensity, 
more-expensive and less-proven technologies must make a con
tribution. Energy-conservation programs, therefore, need to 
devote more attention to research, development, and demonstta
tion than in the past. An appropriate balance between energy-
supply R&D budgets and energy-conservation R&D budgets has 
not yet been achieved. Additional R&D needs to be encouraged 
in the private sector through appropriate tax incentives. 

In several cases, secondary materials similar in quality to pri
mary materials will be available during the coming 10 to 20 
years. In these cases, the steady-state rate of recycling will 
depend mostly on the cost of collecting and sorting. Hence, 

regulations and policies favoring economic efficiency at the 
collecting and sorting stage are crucially important. However, 
for some materials, like plastics, the situation is more prob
lematic. With these materials, obtaining high-quality recycled 
products or finding uses for recycled low-grade materials 
seems to remain rather difficult. Hence, public intervention can 
be essential to promote R&D activities in this field and expand 
the market for recycled products. 

20.5,5, Organizing and Supporting Recycling 

Increasing recychng rates is linked to the following measures: 
hmitation of dissipative uses; product design allowing easy-to-
tteat structures and easy disassembly; standardization of mate
rials to produce more homogeneous scrap; more cost-efficient 
collecting and sorting; and technical innovation to increase the 
quality of secondary materials and/or lower their quality 
requirements in volume markets. 

Regulations banning dangerous dissipative uses have been 
implemented in many OECD countries, particularly for heavy 
metals. The primary goal obviously was not to limit the 
greenhouse effect, but the impact on recycling rates was addi
tive. Industrialized countries are putting increasing regulatory 
pressure on recyclability, mostiy driven by solid-waste con
cems. This trend is illustrated by recent French and German 
initiatives concerning packaging wastes. The producers of 
packaging materials have been made responsible, through vol
untary agreements, for setting up organizations (DSD in 
Germany and Ecoemballage SA in France) to collect, sort, and 
recycle their materials. 

As another example, an ongoing regulatory process within the 
European Community is aimed at drastically reducing the vol
umes of industtial and domestic wastes dumped in landfills. 
The general purpose is to ban the dumping of any type of 
"unprocessed" waste, thereby limiting landfilling to "ultimate" 
wastes. Waste "processing" may be recychng and/or incinera
tion with heat recovery and/or power generation—the former 
being preferred, although it is not clear that clean incineration 
is always worse for the environment than recycling. For indus
tty, the cost of producing wastes will therefore rise, leading to 
"material-efficiency" improvements (including intemal recy
cling) within industrial plants. 

In many locations, policies dictate that households use differ
ent types of receptacles to separate papers, glass, plastics, and 
organic matter. Such behavior significantly lowers the cost of 
sorting, improves the homogeneity of scrap, raises the quality 
of secondary materials and lowers their tteatment costs, and 
ultimately increases the potential rate of recycling. Successes 
have been reached by several pilot experiences. 

Manufacturing materials from scrap tends to be less expensive 
than from primary raw materials, but secondary materials often 
cannot be used in all of the applications that primary materials 
can. Therefore, the maximum rates of recycling depend on the 
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costs of collecting and sorting scrap, as well as the opening of 
wider markets to secondary materials. 

20.5.6. Creating Voluntary Organizations and Agreements 

Broad voluntary agreements have been fashioned between 
industry and government to curb energy demand. Such vol
untary agreements free governments from the regulatory bur
den of setting up complicated and inefficient systems of 
industrial-equipment efficiency standards and operating 
norms, and enable industries to choose strategies and tech
nologies that are most efficient from the point of view of 
industry-specific conditions and opportunities. However, the 
effectiveness of such arrangements clearly depends on the 
financial conditions facing the industry. When profit posi
tions become less favorable, through internal or external cir
cumstances, the incentive to honor voluntary agreements is 
likely to suffer. 

20.5.7. Underwriting Demonstration Projects 

Seeing is believing. Often, the amount of uncertainty associ
ated with a new technology being applied to a new situation 
with untested goals and techniques is too great to convince 
managers to invest in it—even if theory indicates not only 
that the investment will be safe but also that it will return div
idends throughout its lifetime. However, if those same man
agers see the technology successfully applied to a test bed 
under conditions that resemble their company's situation, 
they might be more convinced that it would work for them. 
Such demonstrations can be offered by government agencies, 
trade groups, developers of the technology, utilities, corpora
tions, or other institutions. Cooperative efforts often are most 
effective. 

20.5.8. Creating Legal and Institutional Instruments 

2 0 . 5 . 8 . L Developing and Enforcing Standards 

A final approach to reducing GHG emissions from the indus
trial sector is the development and imposition of standards. 
This strategy already has been used in such applications as 
automotive emissions and the energy efficiency of buildings. 
Such standards can be written by industry groups and incor
porated into regulations or legislation. Such standards ensure 
that feasible goals are set, that the technology to achieve 
those goals is available or under development, that a level 
playing field is provided for all participants, that the infor
mation needed to comply with the standards is disseminated, 
and that monitoring and enforcement mechanisms are in 
place. One of the advantages of such an approach is its flex
ibility; the standards and the technologies they prescribe can 
change over time in response to technical advances, eco
nomic conditions, and the perception of social and political 
needs. 

2 0 . 5 . 8 . 2 . Expanding Land-Use Planning 

Opportunities for efficiency improvement through system 
integration are substantial in densely populated areas of the 
industrial world, where sources of waste heat and materials 
and demands for low-temperature heat and waste materials 
as inputs often are located close together. Such opportuni
ties, however, pose additional implementation barriers 
because the organizational and regulatory complexities of 
system-integration projects are particularly demanding. A 
positive attitude from locabauthorities and utility planners 
and an innovative approach in regional planning have proved 
essential in the few cases in which this approach has been 
successfully followed. 

20.6. Conclusions 

The worldwide industrial sector contributes a large percentage 
of GHGs to the atmosphere. The bulk of this is COj associat
ed with energy use, but significant quantities of process 
GHGs—including CO2, C H 4 , N2O, CFCs, and other halo- and 
hydrohalocarbons—also are released. OECD industrial 
economies contribute the bulk of fossil fuel CO2 emissions, 
but these have remained relatively constant over the past 2 
decades. Transitional-economies emissions have declined 
shaфly since 1988 with the contraction of economic output, 
while developing-economies emissions have grown as their 
industrial sectors have expanded. A number of opportunities 
have been identified in the most energy- and GHG-intensive 
industrial subsectors for more efficient use of energy and 
materials. Creating industrial ecosystems that make maximal 
use of recycled secondary materials as feedstocks and take 
advantage of cascaded lower-temperature heat can lead to sub
stantial reductions in greenhouse gas releases. The use of 
low-carbon fuels, renewable energy technologies, less energy-
intensive materials, and dematerialization can lead to lower 
GHG emissions in all economies. Shifting industrial practices 
to reduce GHG emissions (and other environmental pollu
tants) can occur as part of the regular replacement of capital 
stock, but information and a variety of economic incentives 
and other policies are Ukely to be needed to assure that 
replacement technologies and processes are chosen that lower 
GHG releases. 
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EXECUTIVE SUMMARY 

The transport sector—including passenger travel and freight 
movements by road, rail, air, and water—was responsible for 
about 25% of 1990 world prmiary energy use and 22% of CO2 
emissions from fossil-fiiel use. It is one of die most rapidly grow
ing sectors. Energy use in 1990 was estimated to be 61-65 EJ. 
Without new measures, this might grow to 90-140 EJ in 2025. 
Confidence in this range, and in the outlook for relative contri
butions of different countries, is low, and future transport ener
gy use will be influenced by govemment policy. Nevertheless, 
industrialized countries are expected to continue to contribute 
the majority of transport-related greenhouse gas emissions 
until 2025. After 2025, the majority of transport-related emis
sions may be from countries that are currenfly developing 
rapidly or that have economies in transition. 

Transport activity increases with rising economic activity, dis
posable income, access to motorized transport, and falling real 
vehicle and fuel costs. Societies are becoming increasingly 
dependent on the car for routine travel, aircraft for long dis
tance travel, and the truck for freight ttansport. Transport activ
ity, the development of urban and other infrastructure, 
lifestyles, and patterns of industrial production are all closely 
interrelated. As well as being linked to economic development, 
the ttansport sector imposes burdens on society, including the 
effects of traffic congestion, accidents, air pollution, and noise. 
Climate change is currentiy a relatively minor factor in deci
sionmaking and policy in the sector, although this could 
change in the future. 

Greenhouse gas emissions could be reduced in all transport 
modes through changes in vehicle energy intensity or energy 
source, stimulated by research and development as well as by 
changes in current pattems of intervention in the markets for 
vehicles and fuels: 

• Improved vehicle energy efficiency might reduce 
greenhouse gas emissions per unit of ttansport activi
ty by 20 to 50% in 2025 relative to 1990 without 
changes in vehicle performance and size. 

• If users were prepared to accept changes in vehicle 
size and performance, ttansport energy intensity could 
be reduced by 60 to 80% in 2025. 

• With energy-intensity reductions, the use of altema
tive energy sources could, in theory, almost eliminate 
greenhouse gas emissions from the transport sector 
after 2025. A complete ttansition to zero greenhouse 
gas emission surface transport is conceivable but 
would depend on eliminating emissions throughout 
the vehicle and fuel-supply chain. 

In all cases, there is medium confidence in the ranges for these 
technical potentials, which depend on govemment policies and 
decisions made by vehicle and energy supphers. 

The use of motor vehicles might be reduced by changing land-
use pattems and lifestyles to reduce the need for goods ttans
port and travel; restrictions on the use of motor vehicles; and 
fiscal or other measures to discourage motor vehicle use and to 
encourage the use of nonmotorized transport. No confidence 
can be placed in estimates for the ultimate potential mitigation 
through these measures. A few city authorities have used pack
ages of such measures to conttol ttaffic and have reduced ener
gy use by 20 to 40%. 

Travel-mode switching from car to bus or rail can reduce pri
mary energy use by 30 to 70%, while switching container 
freight ttaffic from road to rail can reduce primary energy use 
by 30%. The percentage of greenhouse gas emission reduction 
is more than this value if railways are powered with electticity 
from nonfossil sources. Confidence in the potential for mitiga
tion through mode switching is low because human behavior 
and choice play a centtal role, and these factors are poorly 
understood. 

Experts may not agree on the best approach among these 
options and sometimes give conflicting advice. Nevertheless, 
there is an emerging consensus that attempts to move traffic to 
less energy-intensive modes depend on using well-integrated 
sttategies designed specifically for local situations. Measures 
to encourage nonmotorized transport and public ttansport tend 
to work only when combined with measures to reduce the dis
tances people need to ttavel and discourage energy-intensive 
vehicle use. Several cities in Latin America, Southeast Asia, 
and Europe have succeeded in stemming the growth in car use 
by such combined sttategies. 

In many cttcumstances, sttategies may not be implemented if 
they might reduce the benefits provided by ttansport systems to 
individuals and firms. Greenhouse gas mitigation sttategies will 
have to address this issue and find ways to meet or change die 
needs and desires currently met by energy-intensive ttansport. 
Preferences in ttavel behavior are driven by social and cultural 
factors, as well as by cost-effectiveness in meeting needs. 

Policies with a wide variety of social, econorrüc, and environ
mental objectives—especially those of reducing traffic conges
tion, accidents, noise, and local air pollution—also can reduce 
greenhouse gas emissions from transport. Conversely, green
house gas mitigation strategies are likely to be more acceptable 



and successful if they are integrated into wider strategies in 
transport, urban development, and environment policy. 

Appropriate mixes of policies will vary between cities and 
countries. In small towns with relatively simple infrastruc
ture, provision for nonmotorized transport and alternatives to 
transport may be particularly important. Cities with rapidly 
developing infrastructure have an opportunity to manage 
transport-system development, ensuring the viability of non-
motorized and public transport modes. In countries and cities 
with highly developed infrastructure and technical capability, 
changes in the transport system are likely to be slower but 
may hold more potential to influence vehicle technology and 
energy sources. 

When considering transport-sector mitigation options in engi
neering, economic, or planning terms, it is important to recog
nize that tiiere are simplifying assumptions in these three frame
works, so each gives an incomplete picture. None incorporates 
an accurate understanding of human behavior and choice, 
although tiiese are essential determinants of greenhouse gas 

emissions from the sector. Policymakers can address these 
issues by developing mechanisms and institutions to inform and 
educate tiansport stakeholders and involve them in the design 
and implementation of mitigation strategies. 

There are several factors that lead to inertia in the development 
of ttansport systems: Technologies and fuels now in the labo
ratory can requke several decades for commerciaUzation; 
transport infrastructure is developed slowly and has an influ
ence that can last for centuries; stakeholders may be reluctant 
to change their practices; and ttansport user behavior and 
choice also may develop slowly in response to a changing 
environment. Once ttansport systems are developed to service 
the car, truck, and airplane, it is very difficult to reverse the 
shift away from nonmotorized and public transport. Some 
immediate actions can be taken to facilitate future mitigation 
sttategies; for example, new infrastructure can be designed to 
allow for nonmotorized ttansport. Greenhouse gas mitigation 
sttategies could take some years, even decades, to deliver 
results and will have to be implemented long before anticipat
ed greenhouse gas reduction needs. 
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21.1. Introduction 

This chapter addresses options for mitigation of greenhouse 
gas emissions in the transport sector, which includes all types 
of travel and freight movement by road, rail, air, and water. 
Fluids—mainly petroleum and natural gas—are moved by 
pipeline, but greenhouse gas mitigation in pipeline systems is 
treated in Chapter 19. 

Section 21.2 analyzes current emissions of greenhouse gases 
from transport and their trends, looking at road, rail, water, and 
an; the contribution of ПОП-СО2 greenhouse gases; and the pat
terns in different countries and regions. Section 21.3 reviews 
the potential for emission reductions through changes in vehicle 
maintenance and new vehicle design, through changes in vehi
cle operating practice, and through the introduction of altema
tive fuels. It also discusses the long-term potential for electri
cally powered transport and identifies key areas where research 
and development are needed. Section 21.4 reviews die effects of 

fiscal, regulatory, planning, and other measures in the transport 
sector and aims to clarify some of the differences of opinion 
among experts on the desirability and feasibility of measures. 

21.2. IVansport and Greenhouse Gas Emissions 

2 1 . 2 . 1 . Current Emissions 

Greenhouse gas emissions from transport result mainly from 
the use of fossil fuels; the main greenhouse gas produced is 
CO2. The transport sector was responsible for about 25% of 
1990 world primary energy use and 22% of CO2 emissions 
from energy use (including energy use in fuel production; 
based on lEA, 1993c). These shares are growing in almost all 
countries. Rising incomes and steady or declining fuel costs 
have encouraged a 50% growth in world energy use in the sec
tor between 1973 and 1990—an average of 2.4% per year 
(Orfeuil, 1993). The 65 EJ consumed by transport, including 
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Figure 21-1: Transport-fuel sales, 1990, EJ (lEA, 1993c; Pischinger and Hausberger, 1993). 



684 Mitigation Options in the Transportation Sector 

marine bunker fuel, in 1990 represented 58% of all oil products 
consumed (lEA, 1993c). 

In 1990, about 23 countries' transport sectors are thought to have 
consumed more than 0.42 EJ m final energy, excluding marine 
bunkers. Figure 21-1 shows transport-fuel sales, excluding 
marme bunkers, in the 20 of these countries for which detailed 
data are available (ША, 1993c, 1993d). In tiiese countiies, road 
traffic uses roughly 80% of total ttansport final energy consump
tion, ah ttaffic 13%, rail 4.4%, and inland water ttansport 2.6%. 

Given the large road-transport share of energy use, greenhouse 
gas mitigation options discussed in this chapter will focus on 
this subsector, although some options for air ttansport also will 
be addressed. 

While C O 2 is the main greenhouse gas emitted by the transport 
sector, emissions of ПОП-СО2 greenhouse gases add to the 
radiative forcing of vehicle emissions. In addition to nittous 
oxide (N2O), methane (CH4), and chlorofluorocarbons (CFCs), 
vehicles emit large quantities of carbon monoxide, volatile 
organic compounds (VOCs), and nittogen oxides (N0^) for 
which global warming potentials (GWPs) are not currently 
available (see IPCC Working Group I volume, 1995). N2O con
tributes about 10% to the radiative forcing of tailpipe emis
sions of gasoline cars equipped with three-way catalytic con
verters (based on CEC, 1992; Prigent et a l , 1991). Greenhouse 
gas emissions during car manufacture and disposal add a fur-
tiier 10 to 15% relative to tailpipe CO2, while releases of CFCs 
(used mainly in air conditioning) add between 10 and 50%. 
C O 2 and C H 4 emitted during oil exploration, extraction, pro
cessing, and transport contribute 10 to 20% of overall hfe-
cycle forcing caused by vehicles using petroleum products 
(lEA, 1993a; CEC, 1992; DeLuchi, 1991). 

and variables such as gross domestic product (GDP), fuel 
prices, and vehicle energy efficiency. 

International comparisons reveal a sttong cortelation between 
ttansport energy use and GDP. (The data plotted in Figure 21-3 
mdicate a GDP elasticity of 0.89, witii R2 = 0.93.) Nevertheless, at 
a given level of GDP, energy use can vary by a factor of two. The 
growth of ttansport with mcome and time is faster for middle-
mcome countries than for very-low-income countries (Button, 
1992). Button developed a model for car ownership that has been 
used by Orfeuil (1993) to mdicate tiiat, by 2020—assuming cur
rent GDP growtii ttends contmue—developmg countiies will have 
a third of tiie world's car fleet, compared witii 14% today. 

Many analysts have found a close correlation between road-
freight ttaffic (tonne-km) and GDP (Bennathan et a l . , 1992), 
whereas rail freight appears to be almost independent of GDP 
but is very closely related to countty surface area. 

Figure 21-4 plots national average road-transport energy use 
per unit of GDP against fuel prices. It shows that prices may 
help to explain some, but by no means all, of the variation in 
energy use per unit of GDP. Variations also may be explained 
partly by geographic, cultural, and other factors. 

Many analysts have criticized the use of historical relationships 
between the economy and energy use to produce projections. 
Although car ownership is growing very rapidly in Europe and 
Asia, Grubler and Nakicenovic (1991) suggest that it may sat
urate at lower per capita levels than in North America. In this 
case, global car energy use may not be much higher in 2010 
than it was in 1985, assuming that fuel economy continues to 
improve at historical rates. 

The radiative-forcing effect of ПОП-СО2 emissions from air
craft engines is very uncertain. In particular, the impact of N0^ 
emitted at altitudes where subsonic aircraft fly could be more 
important than equivalent N0^ emissions at the Earth's surface. 
The effect of aircraft NO^ is uncertain: It could be of similar 
magnitude or smaller than the effect of C O 2 from aircraft (see 
Chapter 2.2, Other Trace Gases and Atmospheric Chemistry, in 
the IPCC Working Group I volume). Aircraft also emit carbon 
monoxide, water vapor, soot and other particles, sulfur gases, 
and other ttace constituents, which have the potential to cause 
radiative forcing, but the impact of these emissions has not yet 
been properly assessed. 

21.2.2. Projections of Transport Greenhouse Gas Emissions 

At least until 2025, C O 2 is likely to remain the main green
house gas produced by the transport sector, and entissions will 
depend mainly on energy use in the sector. Several scenarios of 
transport energy use to 2025 have been developed; some are 
shown in Figure 21-2. Al l of these projections are produced 
based on some set of assumptions regarding the continuation of 
historical relationships between ttansport fuel consumption 
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Figure 21-4: Road U-ansport energy per unit of GDP vs. average fuel 
price in 1990, for 17 of the world's 20 largest transport energy users. 
Excludes China, Russia, and Ukraine; former West and East Germany 
data have been combined (lEA, 1993c, 1993d, 1994a; ADB, 1994). 

2 1 . 2 . 3 . The Role of Transport 

Transport is needed for basic survival and social interaction as 
well as cultural and economic activity and development. 
Transport systems develop with the socioeconomic situation 
and the land-use patterns in which they are embedded 
(Dimitriou, 1992). Climate change is a new concern to be 
added to the many influences and interests in Ûie transport sec
tor; some of these influences and interests may support the aim 
of reducing greenhouse gas emissions, while others may be in 
conflict with it. 

People use transport to travel between homes, workplaces, 
shops, and services; to socialize; and to take vacations. As trav
el becomes quicker, more flexible, and cheaper, people's 
options (where to live, work, shop, and sociaUze) broaden. 
Some people can use increasing mobility to improve thek eco
nomic situation and quality of life. For others, especially the 
poor—^particularly those in rural areas—the lack of affordable 
transport remains an economic and social constraint. 

Producers of goods use transport systems to gain access to raw 
materials and to their markets. As the quality of transport 
improves and costs fall, the production and distribution of 
goods becomes cheaper and more efficient. Firms have 
increasing flexibility in thek sources of raw materials and the 
markets for their products; they have a greater choice of pro
duction locations and employees; they also can become more 

specialized, achieving economies of scale and taking advan
tage of local conditions suited to their activities. 

Transport systems can become an end in themselves; this is 
perhaps most obvious in the case of the automobile, which has 
become a symbol of wealth and social status. Tengstiom 
(1992) explores the extent to which this technology has shaped 
modern culture and provides a review of the related literature. 

The uses to which transport services are put evolve as incomes 
rise, costs fall, and priorities change. A number of stages in tiie 
use of transport systems can be identified, corresponding 
roughly to Maslow's hierarchy of needs (Maslow, 1954): 

1) Essential survival needs: movement of food, fuel, 
water, and travel for health care and to escape danger 

2) Needs relating to economic security: movement of 
ttaded goods—mostiy primary commodities—and 
ttavel to work and for education 

3) Needs relating to social involvement: visiting family 
and friends, ttavel to entertainment, and family vaca
tions; goods ttansport moves beyond essentials to 
include more manufactured goods 

4) Needs relating to self-expression and exploration: 
tourism and more distant vacations; goods transport 
moves toward very high value-added goods. 

This pattern is reflected in ttansport statistics and ttavel sur
veys, which indicate that, as societies become wealthier, social 
and leisure ttavel become more important. The car has been an 
essential element in this process, allowing increasing flexibili
ty, especially in social relationships. The development of air 
travel has allowed tourism to flourish. 

Transport demand was, untU recently, seen in most countiies as a 
social and economic need to be met. At tiie same time, growing 
motorized ttansport use has long been recognized to have negative 
consequences for society. The most important of these kiclude: 

• Traffic congestion 
• Accidents 
• Noise, vibration, and air pollution 
• A wide range of social problems related to tiie use of 

land, reduction in nonmotorized ttansport use, reduction 
in availability of local services, and so forth, contribut
ing to a declining quality of life for non-car owners. 

Measures designed to address these issues provide the main 
opportunity at present to reduce greenhouse gas emissions 
from ttansport. Greenhouse gas mitigation policy is more like
ly to succeed if it addresses concerns such as these. 

21.2.4. Activity and Energy Use in the Transport Sector— 
Travel Behavior 

Table 21-1 shows information from a number of city travel 
surveys in Asia and Africa. The variation in travel patterns 
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Table 21-1: How people travel—percentage of trips by mode a large proportion of mobility and access needs in many 
in A s i a and Africa. countries. 

PubUc 
Survey Non- Private Ttansport 

Country/City Year motorized Motorized and Taxi 

Asian City Surveys (Midgley, 1994) 
Low Income 
Tianjin 1987 91 - 9 
Bombay 1981 26 9 65 
Jakarta 1984 40 21 39 
Middle Income 
Seoul 1982 12 8 80 
Kuala Lumpur 1984 12 46 42 
Bangkok 1984 16 24 60 
High Income 
Central Tokyo 1988 24 25 51 
Greater Tokyo 1988 22 54 24 

African City Surveys (Davidson, 1993) 
Abidjan 1988 30 12 51 
Dakar 1989 50 17 32 
Nairobi 1989 15 25 50 
Conakry 
Low Income 55 3 41 
Middle Income 27 19 54 
High Income 5 57 38 

Several observations can be made based on the European data. 
Fhst, the variation among countries in distance traveled per day 
(standard deviation 16% of mean) is about twice as large as that 
in the number of trips and the time spent traveling (8 and 9%, 
respectively). It might be concluded from this type of data that 
(1) people travel to satisfy a certain number of access needs (for 
work, services, etc.) that do not vary significantly as the ttans
port system changes, and (2) people operate with a time budget 
and will spend roughly the same amount of time traveling dur
ing each day, regardless of the average speed of the ttansport 
system. This would imply that measures that make ttavel faster 
will tend to increase the distance ttaveled by people. 

Second, in most countties (with the exception of the United 
Kingdom), public ttansport is used for longer trips than cars; 
The public-transport share of ttips is smaller than the share of 
distance. This has been confirmed by other studies (e.g., Birk 
and Bleviss, 1991). Walking, cychng, and moped trips, not sur
prisingly, are shorter on average than public-transport and car 
ttips in all countties. 

Third, although the car dominates the distance traveled in all 
countries, the car share of trips is about equal to the share of 
trips on foot, bicycle, or moped. Thus, although cars appear to 
dominate European transport according to the distance ttav
eled, they are about equal in importance with ttavel on foot and 
on two-wheelers according to the number of trips. 

among cities in Asia, even at similar income levels, is quite 
striking and is much greater than the variation among coun
tries within Europe, for which survey results are provided in 
Table 21-2. Despite the upward trends in most motorized 
forms of transport, walking and cycling continue to provide 

Global road-vehicle fleets grew 140% between 1970 and 1990 
(OECD, 1993a). The vehicle population could increase by any
thing from 60 to 120% by 2025, and 140 to 600% by 2100 
(Walsh, 1993b; see Table 21-3). The current annual percentage 
growth is highest in Southeast Asia, Africa, Latin America, and 

Table 2 1 - 2 : Daily travel of Europeans according to travel surveys (Salomon et a l . , 1993). 

Daily Mean Modal Split Split by Purpose 
for Respondents (trip/distance-based) (trip-based) 

Shoppmg, 
Age Distance Thne Walk, Bike, PubUc Work, Escorting Social, 

Survey Range Period Trips Traveled Travehng Moped Transport Car Education Children Leisure 
Country Year (yrs) Surveyed (#) (km) (min) (%) (%) (%) (%) (%) (%) 

Austria 1983 >6 Weekday 2.9 22 67 40/8 19/34 42/58 40 3041 18-29 
Finland 1986 — 7 day 3.1 — 71 31/6 12/19 57/75 33 34 33 
France 1984 >6 7 day 3.1 21 53 41/8 8/17 51/75 38 36 26 
Former West 

Germany 1982 >10 7 day 2.9 30 69 41/8 14/25 45/57 39 32 30 
Israel 1984 >8 Weekday 3.0 - - . 37/- 31/- 32/- 43 28 29 
Netherlands 1987 >12 7 day 3.4 33 71 47/16 5/12 47/72 29 25 46 
Norway 1985 13-74 7 day 3.4 32 71 35/6 11/31 54/63 33 22 45 
Sweden 1983 15-84 7 day 3.6 25 - 38/5 12/20 50/70 36 16 48 
Switzerland 1984 >10 7 day 3.3 29 70 46/10 12/20 42/70 36 34 30 
UK 1986 - 7 day 2.8 23 - 37/9 14/19 49/72 30 40 30 
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Table 2 1 - 3 : S c e n a r i o s of world road vehicle p o p u l a t i o n and traffic to 2 1 0 0 (Walsh, 1993b). 

Vehicle Population (million vehicles) Traffic (trillion уеМс1е-1ш1) 
Cars and Heavy Two- Cars and Heavy Two-

Year Light Trucks Trucks Wheelers Light Trucks Trucks Wheelers 

1990 540 30 110 3.5 0.5 0.3 
2030 910-1300 60-90 180-250 5.8-8.2 1.1-1.5 0.5-0.7 
2100 1200-3800 110-380 250-800 8.1-24.3 2.0-6.7 0.7-2.2 

some central and eastem European countries. Much of the fleet 
growth in these countries comprises second-hand vehicles 
imported from the Organisation for Economic Cooperation and 
Development (OECD) countries, which still have the largest 
markets for new vehicles. Developing countries account for 
only 10% of the world's cars (Birk and Bleviss, 1991). 

Light-duty vehicle traffic has risen rapidly in recent years with 
rising incomes and falling real costs of vehicle ownership and 
use, including fuel costs. The fastest growth has been in 
Southeast Asia, Africa, Latin America, and most recenfly in 
Central and Eastern Europe (Suchorzewski, 1993). Most coun
tries have seen an increase in travel by bus and train from 1965 
to 1991, although the growth has been less rapid than that in 
car traffic (ECMT, 1993; Schipper et a l . , 1993). 

Two-wheelers, especially mopeds with two-stroke engines, are 
one of the most rapidly growing means of personal transport in 
parts of South and East Asia and Latin America (Dimitriou, 
1992; lEA, 1994c). India has about four times as many two-
wheelers as cars (UNESCAP, 1991), and the ratio is expected 
to increase. Three-wheelers are important means of transport in 
several Asian cities, where they often are used as taxis. 

OECD countries have four cars to every goods vehicle; in non-
OECD countries, the ratio is nearer to two cars to every goods 
vehicle. Goods transport by road rose more during the 1980s 
than did personal travel. An increasing share of goods transport 
in industrialized countries has been carried by smaller tmcks, 
as high-value-added goods account for an increasing propor
tion of production and as the service sector, including retailing, 
grows faster than the rest of the economy. At the same rime, 
bulk freight is becoming increasingly concentrated in very 
large tracks (around 40 tonnes gross vehicle weight). 

The breakdown by type of vehicle of the 46 EJ of energy used 
for road transport in 1990 is poorly documented, but Walsh 
(1993a) estimates that goods transport is currently responsible 
for about 27% (see Figure 21-5). 

Rail freight tiaffic has increased or remained fairly steady in 
most countries. Because rail freight is less flexible than road 
freight, it has tended to become confined to conditions where 
costs per tonne-km are lower than for road freight; rail termi
nals exist at, or good road/rail ttansfer facilities exist near, both 
the origin and the destination; speed is relatively unimportant; 

and shipments are regular. Rail freight is most important in 
large countries where long hauls are more frequent (Bennathan 
et a l . , 1992), including the United States, the former Soviet 
Urüon, and China. Its market has declined in many small coun
tiies. It also has declined as industries have moved toward 
"lean" manufacturing requiring fast, flexible, "just in time" 
ttansport systems. In centtal and eastem European countries, 
the process of economic reform also has brought about a large 
shift of freight from rail to road (GUS, 1993). Meanwhile non-
motorized goods ttansport, which makes a negligible contiibu-
tion in OECD countries, is important in developing countries, 
especially in raral areas. 

Growth in air ttavel (passenger-km on scheduled services) has 
been much greater than economic growth but has been closely 
linked with it. The growth rate has declined, from 13.4% per 
year during 1960-1970 to 9.0% per year during 1970-1980 
and 5.7% per year during 1980-1990 (ICAO, 1992). An 
increasing share of air passenger ttaffic is for leisure purposes. 
Ak freight ttaffic (tonne-km on scheduled services) has grown 

100% 

80% 

60% 

40% 

20% 

8 В 

Ü 

0< ce ? 
(Я q •ёЗ 
l-l i 

•а 1 
• Car/Light Track • Motorcycle в Bus "Track 

Figure 21-5: Shares of energy use by road vehicles, various years 
(Schipper et al., 1993; Pischinger and Hausberger, 1993; Walsh, 
1993a; Kang, 1989). 
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more rapidly, at 11.7% per year during 1960-1990 (ICAO, 
1992). Half of passenger traffic and about 80% of freight traf
fic is intemational (ICAO, 1994a). 

Waterbome transport volumes—mosdy bulk marine freight— 
have fluctuated with intemational trade in bulk commodities. 
Bulk marine freight grew from 25.3 billion tonne-km in 1981 
to 28.8 billion tonne-km in 1991 (OECD, 1993b). Most traffic 
in 1991 was made up of crade oil and oil products (46%), coal 
(11%), iron ore (11%), and grain (6%). 

2 1 . 2 . 5 . Trends in Transport Energy Intensity 

So far, this chapter has discussed trends in traffic by different 
transport modes. Greenhouse gas emissions from transport 
depend mainly on energy use, which is the product of the ener
gy intensity (energy use per passenger-km or tonne-km) and 
the level of activity (passenger-km or tonne-km). 

Table 21-4 provides estimates of the range of national averages 
of energy intensity for ttavel by car, bus, and train in various 
parts of the world. Differences between countries may be 
explained by a variety of interlinked factors, including age and 
design of the vehicle fleet, share of larger or higher-powered 
cars, quality of maintenance, and level of traffic congestion. 
Al l of these variables may be influenced by geographical, 
social, economic, and other factors. 

There are competing influences on energy intensity. High-
income countries in North America and Scandinavia have effi
cient technology but use it partly to provide a higher standard 
of ttansport services; vehicles of most types, including buses 
and trains, tend to be larger, heavier, and more comfortable. 
Low-income countries, such as China and India, tend to have 
less-efficient technology—but occupancies are relatively high, 
leading to low energy intensity. Indeed, average two-wheeler 
occupancy in Delhi, at 1.6 (Bose and Mackenzie, 1993; 
UNESCAP, 1991), is higher than car-occupancy levels in many 
indushialized countries, which can be as low as 1.2. Countries 
between these two extremes where transport activity is cur
rently increasing rapidly (including southern and eastern 
European countties, Korea, and Japan) tend to have efficient 
technology that is used for lower standards of transport service, 
resulting in quite low energy intensities. 

Car-occupancy levels in industtialized countries have declined 
with rising car ownership. Whereas buses and tracks in devel
oping countries often are overloaded, leading to safety con
cems, those in industtialized countries tend to have low occu
pancies or load factors, so operators and policymakers are con-
cemed to find ways to increase loading. 

For cars, there is an estimated 10 to 20% differential between 
national average on-road fuel economy and the results from 
official fuel economy tests (lEA, 1993a; Martin and Shock, 
1989; Schipper and Tax, 1994). Differences arise because. 

Table 2 1 - 4 : Passenger transport energy intensity—estimated national averages (Chin and A n g , 1994; Davis and Strang, 
1993; F a i l , 1993; Grubler et a l , 1993b; CEC, 1992; Schipper et a l , 1993; Walsh, 1993a). 

Light-Duty Passenger Vehicles Mopeds Buses Trains 
Fuel Load Energy Load Energy Load Energy Energy 

Country/ Economy^ Factor Intensity Factor Intensity Factor Intensity Intensity^ 
Date of Estimate (L/lOOkm) (# people) (MJ/pass-km) (# people) (MJ4)ass-km) (# people) (MJ/pass-km) (MJ/pass-km 

Sub-Saharan Africa, 
1985 20-24 2c 3.2-3.8 35-60 0.2-0.33 

China, India, and Thailand, 
-1990 11-14 2c 1.8-2 1-1.6 0.5-0.8 35= 0.35 

Singapore, 
1992 9 1.7 1.7 1.2 0.7 n/a 0.6 1.2 

Japan and Korea, 
1991 10-11 1.4 1.5-1.6 1 0.7-0.8 20= 0.65 0.55 

United States, 
1991 13-14 1.5 2.6 14c 0.9 2.75-3.0 

Westem Europe, 
1991 8-11 1.5-1.8 1.2-1.96 1 0.7-0.8 10-25 0.49-1.32 0.75-2.8 

Poland, 
1991 9 2 1.3 1 0.73 35 0.33 0.32-0.83 

Former USSR, 
1988 12̂  2 2 20 0.6 

''Estimated gasoline-equivalent fuel consumption per vehicle-km for the national car fleet. 
''Electiicity as primary; efficiency of conversion from primary energy to electricity supplied to locomotives assumed to be 30%. 
'̂ Very uncertain. 
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among other things, cars usually are not tested with auxiliary 
equipment, such as air conditioning, in operation, and some 
tests do not include cold starts, which can result in excess fuel 
consumption as high as 50% for short trips in cold weather 
(Hausberger et a l . , 1994). In some regions, poor road quality 
may increase fuel consumption; that increase is an estimated 
50% in Russia (Marchenko, 1993). 

Car mass and engine size are closely related to energy intensi
ty (Ang et a l , 1991). An upward trend in these factors has been 
observed in several European countries and in Japan (lEA, 
1991a; Martin and Shock, 1989). In the United States, a down
ward trend in engine size and car mass (Difiglio et a l , 1990) 
has been reversed in recent years ( N H T S A , 1994). 

A more important factor in some countries is the expanding use 
of "light trucks"; these include small pickup trucks and 
minibuses. Light trucks accounted for 32% of the personal pri
vate vehicle market in the United States in 1990, and their fuel 
consumption per kilometer is about 36% higher than that of 
cars (Greene and Duleep, 1993). 

The on-road mean fuel consumption per kilometer driven of 
light-duty passenger vehicles in North America fell by nearly 
2% per year between 1970 and 1990, to about 13-14 L/lOO km, 
but remains 30 to 40% higher than that in Europe or Japan 
(Schipper et a l , 1993). In other industrialized countries, changes 
during the period were quite small (see Figure 21-6), although 
new-car fuel economy in official tests improved by about 20% 
during die period (lEA, 1993a). 

Most of the cars sold worldwide are either new cars made to 
designs originating in the OECD or second-hand cars exported 
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Figure 21-6: Light-duty passenger-vehicle energy intensity 
(MJ/vehicle-km) (Schipper ef at, 1993). 

from the OECD. Any changes in vehicle technology, therefore, 
tend to be driven by the requirements of OECD new-vehicle 
markets. 

While car energy intensity in the OECD has fallen during the 
past 20 years, the energy intensity of car travel has increased in 
many countries as a result of declining car occupancy. 
Meanwhile, the more recent trend is toward higher energy 
intensity in new cars in countries including the United States, 
Germany, and Japan (lEA, 1991a, ,1993a), and global average 
fuel economy will not necessarily improve in the near-term 
future. Nevertheless, projections often 1псофога1е a reduction 
of 1 to 2% per year (Davidson, 1992; Grubler e t a l , 1993; lEA, 
1991a, 1993a). This can vary considerably within regions: 
Davidson (1992) gives projections for African countries 
between 1985 and 2025 ranging from 0.6% per year in Sierra 
Leone to 1.8% per year in Nigeria. 

Few estimates are available of energy intensity in aviation. 
Flights of 1,000 km or more typically have energy intensity in the 
range of 1.5 to 2.5 MJ/passenger-km. For short-haul flights, ener
gy intensities can be higher than 5 MJ/passenger-km (ETSU, 
1994). World civil ak traffic (tonne-kilometers) increased by 
150% between 1976 and 1990, while energy consumption rose 
by only 60%. This situation represents about a 3-3.5% per year 
reduction in energy intensity (Balashov and Smitii, 1992), which 
is a result of improved akcraft energy efficiency and rising uti
lization of available seats and cargo capacity. 

Walking and cycling only result in greenhouse gas emissions if 
people eat more food to compensate for the energy they use. 
This is of the order of 150 kJ/km for walking and 60 kJ/km for 
cycling (Banister and Banister, 1994; Hughes, 1991). Fossil-
fuel use in agriculture, food processing, transport, storage, and 
cooking is highly variable but on average is of the same order 
of magnitude as the energy content of the food. 

Data on the energy intensity of road freight traffic are hard to 
obtain and interpret in most countries. Energy use is typically 
in the range of 3 to 4 MJ/tonne-km on average and 0.7 to 
1.4 MJ/tonne-km for heavy trucks (Schipper et a l , 1993; CEC, 
1992). In countries where services and light industry are grow
ing faster than heavy industry, the share of small trucks or vans 
in road freight increases; these have high energy intensity com
pared with large trucks. Along with the increasing power-to-
weight ratios of goods vehicles, these trends offset—and in 
some cases outweigh—the benefits of improving engine and 
vehicle technology (Delsey, 1991a). The energy intensity tends 
to be lower in countries with large heavy-industry sectors, 
where a high proportion of goods traffic is made up by bulk 
materials or primary commodities. 

Average truck energy use per tonne-kilometer of freight moved 
has shown little sign of reduction during the past 20 years in 
countries where data are available (Schipper et a l , 1993). 
Although vehicle technology has improved, this improvement 
has been used partly to increase the power-to-weight ratio of 
vehicles rather than to reduce energy use. The structure of the 
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road-freight marlcet has shifted in many OECD countries away 
from medium-sized trucks toward very large trucks for bulk 
freight and small trucks for retail distribution and high-value 
goods. Much of the recent growth has been concentrated in 
small trucks, which can have very high energy use per tonne-
kilometer—although perhaps it would be more helpful to mea
sure the goods movements in value rather than weight. 

Rail freight often is viewed as a very energy-efficient way of 
moving goods. Average rail-freight primary energy intensities, 
at around 0.7-1 MJ/tonne-km, are a quarter of those of average 
road-freight intensities (CEC, 1992; Schipper et a l . , 1993; Tanja 
et a l . , 1992). However, it is important to compare similar types 
of goods movements. The energy intensity of rail container 
freight, at 0.4-0.9 MJ/tonne-km, may not be much smaller than 
that of road container freight, at 0.7-1.0 MJ/tonne-km (Martin 
and Shock, 1989; Rigaud, 1989; CEC, 1992). 

Marine transport, on average, is the most efficient means of 
bulk intemational goods movement, with energy intensities 
below 0.2 MJ/tonne-km (Bremnes, 1990). Dry bulk goods 
(e.g., iron ore, cereals, coal, bauxite, and phosphate rock), 
crude oil, and oil products make up 60 to 70% of goods move
ments by sea and are moved in the largest, most efficient ves
sels. There has been a stiong trend toward larger vessels (up to 
170,000-tonne capacity) to capture economies of scale in both 
investment and operating costs of ships (Doyle, 1986). 

21.3. Reducing Transport Greenhouse Gas Emissions 

Greenhouse gas emissions from tiie ttansport sector and its energy 
supply cham can be reduced by pohcies and measures ahned at: 

• Reducing energy intensity through vehicle downsiz
ing, lower power-to-weight ratios, more efficient 
vehicle technology, changes in vehicle use (load fac
tor, driving style, traffic management, etc.), improve
ments in infrastracture, or changes in ttansport mode 

• Conttolhng emissions of carbon monoxide, VOCs, 
NO^, NjO, and methane 

• Switching to altemative energy sources with lower 
full-fuel-cycle greenhouse gas emissions 

• Reducing the use of motorized vehicles through 
switches to nonmotorized transport modes, substitution 
of ttansport services with other services (e.g., telecom
munications), or reduction in the services consumed. 

Section 21.3 provides a review of the potential for technical 
change to reduce ttansport greenhouse gas entissions. Section 21.4 
addresses tiie role of policy m changing technology and its use. 

2 1 . 3 . 1 . The Technical and Economic Potential 
for Vehicle Changes 

Studies of the potential for technical change can give a huge 
range of results even for a single technology in a single country. 

For example, in the United States, estimates of potential new-
car fuel economy for the late 1990s range from 4.8 to 8.4 L/lOO 
km (DeCicco and Ross, 1993; NRC, 1992; OTA, 1991). 
Analyses differ partly in the assumptions made but also in the 
type of potential being considered. It is helpful to distinguish 
among the technical p o t e n t i a l (the reduction in greenhouse gas 
emissions that would resuU from application of the best avail
able technology), the economic p o t e n t i a l (the reduction in emis
sions that can be achieved cost-effectively), and the "policy" 
p o t e n t i a l (the reduction in emissions that can reasonably be 
achieved as a resuh of pohcies and measures). 

The technical potential usually improves with time as new 
fuels, prime movers, materials, design techniques, and operat
ing systems become available. The economic and policy poten
tials do not necessarily improve; they depend on the economic 
and other priorities of the providers and users of transport ser
vices. The extent to which these potentials are achieved 
depends on a complex interaction among technology, the econ
omy, and choices made by consumers, producers, and policy
makers. It is this interaction that most needs to be understood 
and addressed if policymakers wish to reduce greenhouse gas 
emissions from the transport sector. 

2 1 . 3 . 1 . 1 . Energy-Intensity Potential in Road Vehicles 

Reductions in energy use per vehicle-kilometer can be 
achieved through changes in maintenance practice, vehicle-
body design changes, more energy-efficient engine and drive-
ttain designs, and changes in operating practice. 

Vehicle maintenance may be inadequate because spare parts 
and servicing are too expensive or unavailable (Davidson, 
1992) or because maintenance is a low priority for drivers. 
Regular checks on tire pressure, engine oil, and tuning can save 
energy. Studies on cars have shown a 2 to 10% fuel saving 
immediately after engine tuning (Davidson, 1992; Martin and 
Shock, 1989; Pischinger and Hausberger, 1993). Some coun
tries—including Mexico, Korea, and some European coun
tries—and some American states have inttoduced regular vehi
cle emission tests, with remedial action when necessary, usual
ly including engine tuning. 

Vehicle mass affects energy use for acceleration and in over
coming resistance or friction in the axles, wheels, and tires. In 
most types of road vehicle, acceleration and rolling resistance 
each typically account for around a quarter to a third of the use
ful mechanical energy from the engine, although these shares 
are larger for city buses and delivery vans. Vehicle mass can be 
reduced by using advanced materials, improving component 
design and joining techniques, and reducing vehicle size or 
engine size. Concept cars have been demonsttated with mass
es 30 to 40% below those of conventional cars of similar size 
and performance (Chinaglia, 1991; Delsey, 1991b; Lovins et 
a i , 1993). The technical potential in 2010 for mass reductions 
without cornpromising comfort, safety, and performance is 
probably in the range of 30 to 50% for most vehicle types; this 
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is tiie target of the United States' Partnership for a New 
Generation of Vehicles (PNGV). Such a mass decrease would 
lead to reductions in energy intensity in the region of 15 to 
30%, provided engine size is reduced to keep performance con
stant (ETSU, 1994). 

The technical potential in 2010 for reducing rolling resistance 
is probably around 30% for cars but rather less in buses and 
trucks (ETSU, 1994; DeCicco and Ross, 1993). For most road-
vehicle types, a 10% drop in rolling resistance reduces energy 
intensity by roughly 2 to 3%, provided engine size is reduced 
(ETSU, 1994). 

A i r resistance, or drag, accounts for a third to a half of the ener
gy required to move most types of vehicles, although the share 
is lower for city buses and delivery vans. Changes in vehicle 
design can reduce it by about 50% for most vehicle types with
out sacrificing performance—offering a 15 to 30% reduction in 
energy intensity, provided engine size is reduced (ETSU, 
1994). The ultimate limit on drag reduction without reducing 
vehicle size is probably 70 to 80%, but this would involve rad
ical changes in vehicle shape and performance. 

Improved transmission designs can reduce energy use by 
allowing the engine to operate closer to its optimum speed and 
load conditions. Complete engine load/speed optimization can 
be achieved with electronically controlled continuously vari
able transmissions (CVT), although these may be more expen
sive than conventional gearboxes and currently are available 
only for small cars. Energy savings in the range of 3 to 10% are 
possible relative to automatic transmissions (DeCicco and 
Ross, 1993; Tanja et a l , 1992; NRC, 1992). 

The three-way catalytic c o n v e r t e r , combined with electroni
cally controlled fuel injection into the engine air-intake mani
fold, is rapidly becoming standard for new gasoline cars in 
medium- and upper-income countries. This technology reduces 
emissions of carbon monoxide, unbumed hydrocarbons, and 
N0^ from gasoline cars by approximately 60 to 90% relative to 
a car with a carburetor and no catalytic converter. NjO emis
sions are raised approximately fivefold but depend strongly on 
the age of the catalyst and driving pattern (Ybema and Okken, 
1993). The overall effect on radiative forcing of adding a cat
alytic converter to a gasoline car is small and uncertain; there 
may be a reduction in some circumstances (CEC, 1992; 
Pischinger and Hausberger, 1993; Wade et a l , 1994). 

In heavy-duty diesel engines, the main needs for exhaust-gas 
pollution contiol relate to particulate and N0^ emissions. 
Conttols such as particulate traps and filters tend to reduce ener
gy efficiency and increase CO2 emissions, without any compen
satory effect from reductions in other greenhouse gases. 
However, other approaches to reducing engine emissions, such 
as the use of electtonic fuel-injection systems, can lead to reduc
tions in both engine pollution emissions and fuel consumption. 

Changes in g a s o l i n e - e n g i n e technology have resulted in grad
ual improvements in energy efficiency. This progress is likely 

to continue. Energy-intensity reductions in the range of 15 to 
30% are thought to be available with current technology 
(Bleviss, 1988; CEC, 1992; DeCicco and Ross, 1993; ETSU, 
1994; NRC, 1992; Pischinger and Hausberger, 1993). These 
reductions could arise from a combination of many changes, 
including improvements in component design and lubrication, 
improvements in materials, increased use of electronic control 
systems, and changes in engine design such as the use of three 
or four valves per cylinder. 

Car manufacturers have worked intensively on advanced two-
stroke engines with the aim of reaching the noise, emission, 
and durability standards of existing four-stroke engines. The 
two-stioke engines would have higher efficiency and power-
to-volume and weight ratios than four-stroke engines, allowing 
for more flexibility in car design and potentially for improve
ments in fuel economy of around 10%, provided the efficien
cies realized were not used to raise power. 

Another engine concept is the gasoline direct-injection engine, 
which might have fuel requirements 10 to 25% lower than 
those for a conventional engine (Schapertons et a l , 1991); 
such engines remain far from commercialization however. 
Lean-bum gasoline engines also may offer 10 to 20% energy 
savings, but further development will be needed in the engines, 
or in the development of a lean-bum engine NO^ reduction cat
alyst, to meet future NO^ emission standards. 

Diesel engines in heavy-duty vehicles are already very effi
cient. The energy efficiency of a large track engine can 
approach 40% in use. The potential for further energy savings 
is probably no more than 10 to 20% in the long term. 

Diesel-engine cars, taxis, and vans are widespread in Europe, 
the Middle East, and Southeast Asia, although they cannot 
meet some strict U.S. emission standards. Most of these cars 
have indirect-injection diesel engines and offer 5 to 15% lower 
fuel consumption (in energy terms) than gasoline cars. Cars 
with direct-injection diesel engines consume about 10 to 20% 
less fuel than indirect-injection diesel engines. 

A l t e m a t i v e engine designs, including gas turbines and Stirling 
engines, have received attention from governments and manufac
turers over the decades. These engines are cleaner tiian Otto or 
diesel engines and are also fuel-flexible, but in the 50 to 300 kW 
range required for road vehicles, they are curtentiy inefficient 
and expensive and have poor load-following characteristics. 
By 2025, improved materials and precision engineering could 
make these engine types viable for road vehicles. Hybrid 
engine/electtic drivettains could be used to avoid the need for 
the engine to match the load on the drivetrain. These are dis
cussed in Section 21.4. 

2 1 . 3 . 1 . 2 . Cost of Energy-Intensity Improvements 

Several sttidies (DeCicco and Ross, 1993; Greene and Duleep, 
1993; NRC, 1992) use cost models to estimate the potential for 
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reducing die energy intensity of car use in tlie United States. 
However, as DeCicco and Ross (1993) observe, it is hard to pre
dict which technical changes will raise manufacturing costs and 
which will lower them. Changes in materials and manufacturing 
technique, in particular, frequendy resuU in reduced costs. It is 
also difficult to carry out cost-effectiveness analysis on changes 
in vehicle design because many changes have some effect on the 
appearance if not the performance of a vehicle, and this can 
influence purchasers' willingness to pay for the changes. 

2 1 . 3 . 1 . 3 . Energy-Intensity P o t e n t i a l f o r Aircraft 

Balashov and Smith (1992) estimate diat fuel intensity in sched
uled ah passenger services will improve at an average of 3% per 
year during the 1990s and 2.5% per year from 2000 to 2010. 
With traffic expected to grow at 5.5% per year in the 1990s and 
5% per year from 2000 to 2010, total fuel consumption could be 
about 65% higher in 2010 than in 1990. Beyond 2010, fuel-
intensity improvements would have to come from the introduc
tion of new engine concepts. An example might be tiie use of 
lightweight heat exchangers to provide charge cooling and recu
perate exhaust heat from the engine. If such technologies could 
be applied in aviation, they might, in theory, provide a 20 to 
25% energy savings (Grieb and Simon, 1990). 

If a new generation of supersonic aircraft is successfully devel
oped and commercialized, it would likely lead to an increase in 
the average energy intensity of civil air traffic and possibly an 
increase in tiaffic. 

2 1 . 3 . 1 . 4 . Energy-Intensity Potential for Ships 

The energy efficiency of existmg ship engines can approach 50%, 
and only small improvements (5 to 10% savings in fuel used) are 
anticipated in the future. Hull and propeller design improvements 
could reduce energy use by a furtiier 10 to 30% (CEC, 1992). 

Some existing ships use sails to assist their engines, and one 
option that has been claimed to save 10 to 20% of ship energy 
is the use of wind assistance by means of vertical-axis wind 
turbines (CEC, 1992). These have the added advantage of 
improving ship stabüity. 

2 1 . 3 . 1 . 5 . Summary of the Potential f o r Vehicle Energy-
Intensity Improvements 

By 2010, it may be technically possible to reduce energy inten
sities for new vehicles of most types by 25 to 50% without 

Table 2 1 - 5 . Potential f o r energy efficiency." 

National Average National Economic Technical Technical 
Load Factors Averages of Reduction Reduction Reduction 

(pass, per seat or 1990 Intensity Potential at Potential at Potential: 
tonne load per (MJ/pass-km or Constant Constant Reduced Speed 

Mode tonne capacity )''.d MJ/tonne-km)d Trend'̂ .e Performance'̂ '̂  Performance'̂ '̂  and Performance'̂ 'e 

Cars 0.25-0.5 1.2-3.1 0 to -30 -20 to -50 -35 to -70 -60 to -80 
Buses 0.1-2 0.2-1.3 -1-10 to-10 0 to -20 -20 to -40 -35 to -60 
Trams 0.2-0.8 0.3-1.5 -1-10 to-10 0 to -20 -20 to -30 -30 to -40 
Passenger Trains 0.1-0.8 0.9-2.8 -HlOto-10 0 to -20 -25 to -35 -35 to -45 
Air Travel 0.5-0.8 1.5-2.5 -10 to -20 -20 to -30 -30 to -50 -40 to -60 

Avg. Road Freight 0.2-0.4 1.8-4.5 -10 to-20 -15 to -30 -25 to -50 -40 to -70 
Heavy Trucks 0.6-1.1 0.6-1.0 0 to -20 -10 to -20 -20 to -40 -30 to -60 
Freight Trains 0.5-0.8 0.4-1.0 0 to -10 -10 to-20 -25 to -35 -30 to -40 
Marine Freight - 0.1-0.4 -HlOto-10 -HlOto-lO -20 to -30 -30 to -50 
Air Freight n/a 7-15 -10 to -20 -20 to -30 -30 to -50 -40 to -60 

^ Actual potentials depend strongly on vehicle load factors and pattems of use. 
Load factors exceeding 1.0 indicate overloading. 

'=2010 new stock, 2025 fleet average. 
^ Bose and MacKenzie, 1993; CEC, 1992; Davidson, 1992; Hidaka, 1993; Rigaud, 1989; Schipper et a l . , 1993; UNESCAP, 

1989 to 1992, various. 
« Much of the literature on tiends and potentials is focused on cars from 2000 to 2005 (e.g., Difiglio et a l . , 1990; Greene and 

Duleep, 1993; DeCicco and Ross, 1993; lEA, 1993a). Values here are the authors' estimates, revised following expert 
review, based on these and on longer term estimates covering various ttansport modes in Bleviss (1988), CEC (1992), ETSU 
(1994), Lovins (1993), Martin and Shock (1989), Pischinger and Hausberger (1993), and Walsh (1993a). 
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reducing vehicle performance or the quality of transport pro
vided (see Table 21-5). However, the economic potential—the 
energy-intensity reduction that would be cost-effective— îs 
likely to be smaller than the technical potential. As Table 21-5 
indicates, the economic potential for energy savings in cars 
might be about two-thkds the technical potential. Meanwhile, 
the trend is for less energy saving than the economic potential; 
for sorrie key vehicle types, including cars and heavy trucks, it 
is possible that the fleet average energy intensity might not 
decrease between 1990 and 2025. Substantial reductions in 
energy intensity would require new government measures and 
might entail reductions in vehicle performance. 

If the vehicle energy-intensity trends in Table 21-5 are com
bined with road traffic projections from Walsh (1993b) and air 
traffic trends from Balashov and Smith (1992) extrapolated to 
2025, energy use in the transport sector in 2025 could be 
90-140 EJ. This assumes no significant changes in energy use 
by rail and marine transport. The adoption of energy-efficien
cy improvements—to achieve the technical potential in energy 
use at constant performance—would result in energy use in 
2025 reduced by around a third to 60-100 EJ. 

21.3.1.6. Life-Cycle Greenhouse Gas Emissions 

Land-based t r a n s p o r t . Several analysts have estimated green
house gas emissions from road vehicles on a life-cycle basis 
that includes vehicle manufacture, vehicle operation, and fuel 
supply (CEC, 1992; DeLuchi, 1991, 1993b; lEA, 1993a; 
Pischinger and Hausberger, 1993). CEC (1992) also includes 
estimates of emissions associated with vehicle disposal and 
addresses emissions from trains, shipping, and aircraft. All of 
these sources estimate emissions of COj, CO, VOCs, C H 4 , 
NOx, N2O, and CFCs, converted to C02-equivalents with a 
variety of GWP estimates. These GWPs all have been super
seded by more recent values..Chapter 2.5, Trace Gas R a d i a t i v e 
Forcing Indices in IPCC Working Group I volume, estimates 
GWPs as follows for a 100-year time horizon: CH4,24.5; NjO, 
320; CFC-12, 8500; HFC-134a, 1300. These values have been 
used by the audiors to recalculate the life-cycle greenhouse gas 
emissions from various transport modes. GWPs for NO^, 
VOCs, and CO are not estimated but are all expected to be 
greater than zero (Chapter 2.5, Trace Gas R a d i a t i v e Forcing 
Indices in IPCC Working Group I volume). 

The principal greenhouse gas emissions in a vehicle life cycle 
are C O 2 in the vehicle exhaust, during vehicle manufacture, 
and in the process of fuel supply; CFCs, primarily as a resuU of 
leakage from air conditioning and refrigeration systems; C H 4 
emitted during oil extraction and from vehicle disposal where 
organic wastes are placed in landfills; and N2O produced dur
ing fuel combustion and in the catalytic converters curtently 
used for gasoline engines in many countries. 

Vehicles are the main source in some countries of CO, NO^, and 
unbumed hydrocarbons. Although these are precursors of 
ozone—and hence are indirect greenhouse gases, GWPs cannot 

be reliably estimated for them (Chapter 2.5, Trace Gas 
R a d i a t i v e Forcing Indices in IPCC Working Group I volume). 
The increasing use of catalytic converters on gasoline-engine 
cars during die coming 10 to 20 years will reduce emissions of 
ozone-forming gases and increase emissions of N2O. The over
all greenhouse-forcing impact of this change is likely to be 
small or neutral. 

Air conditioning is likely to be installed in an increasing pro
portion of cars, although HFC-134a is likely to be used as the 
main refrigerant instead of CFC-12. At curtent rates of refrig
erant loss, HFC-134a would add about 10% to the life-cycle 
greenhouse forcing caused by a passenger car. Improved 
equipment design and maintenance could reduce this loss, per
haps to near zero. 

Car air-conditioning systems are powered by electricity gener
ated from the engine altemator at very low efficiency. When 
operating, they add to vehicle fuel consumption, further 
increasing greenhouse gas emissions. 

For diesel or electric-powered vehicles, emissions of ПОП-СО2 

greenhouse gases contribute a smaller proportion of overall 
emissions than they do for gasoline cars. Buses, trucks, and 
ttains have much higher utilization rates (distance traveled per 
year and in their Hfetimes), so emissions associated with oper
ation (tailpipe and fuel-supply emissions) dominate life-cycle 
emissions (CEC, 1992). 

Aircraft. Besides CO2, emissions of NO^ at high altitudes may 
make a similar contiibution to climate change. While CO2 is 
emitted in proportion to fuel consumption, factors influencing 
NOx emissions from aircraft engines are more complex, and 
there may be some tradeoff between N0^ emissions and engine 
efficiency. During the past decade, manufacturers have devel
oped several approaches to reducing aircraft engine N0^ emis
sions without compromising energy efficiency. New, more 
complex combustion systems are curtentiy being developed 
that are anticipated to provide a 30 to 40% reduction of NO^ 
emissions. These targets appear to have been achieved by one 
medium-size engine that entered service in 1995, but not by a 
larger model, owing to major materials and cooling Umitations. 
For the latter, the potential and time scale for achieving the 
anticipated 30 to 40% reduction are open to question. Research 
also is underway—^primarily aimed at a second generation of 
supersonic civil aircraft—on systems to achieve greater than 
80% reductions. Such systems could start entering service 
between 2005 and 2010 (Grieb and Simon, 1990). 

21.3.2. Operational Influences on Vehicle 
Greenhouse Gas Emissions 

The energy intensity of travel and freight ttansport is influenced 
by several factors other than vehicle technology. One of the sin
gle strongest influences is the load factor or occupancy of the 
vehicle, but other factors—including driving style (or speed 
profile), routing, and ttaffic conditions—also are important. 
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Differences in driving style can explain about 20% of varia
tions in energy use by cars, buses, and delivery vans in urban 
areas (Martin and Shock, 1989; Tanja et a l , 1992). The poten
tial for energy saving by "gentler driving" has been estimated 
to be about 10% in urban areas and 5 to 7% overall (Tanja et 
a l , 1992). 

Energy use also can be reduced by traffic-management mea
sures, such as computerized traffic-hght control and network 
and junction design, to reduce congestion and unnecessary 
stops. Introduction of a traffic-control system in Los Angeles is 
estimated to have yielded a 12.5% reduction in energy use 
(Shaldover, 1993). However, energy-use reductions resulting 
from computerized traffic control may be rapidly reversed 
because the increase in road network capacity is likely to pro
duce additional hraffic. 

For commercial vehicles, computerized routing systems can be 
used to optimize payloads and minimize the time spent and 
fuel used on the roads. For many haulage firms in industrial
ized countries, such systems pay for themselves through 
increased revenue. Some studies indicate that reductions of 25 
to 30% in energy use per tonne-kilometer are technically pos
sible (O'Rourke and Lawrence, 1995). 

A variety of computerized routing aids are being developed for 
drivers in general, some providing real-time information on 
congestion and the availability of altemative modes and routes. 
Energy-saving potentials in urban road passenger transport 
could range from a few percent in small towns with little con
gestion to 30% in large, congested conurbations with effective 
public-transport altematives (Shaldover, 1993). 

For aircraft, while present flight patterns seek to minimize 
costs—^particularly fuel consumption—there might be scope 
for operational changes, including alternative routings to avoid 
greenhouse gas precursor emissions at sensitive altitudes (such 
as the tropopause), latitudes, and longitudes, or changing sea
sonal or diumal patterns that might reduce the impact on 
atmospheric processes. Civil airlines operate increasingly 
sophisticated computerized booking systems with multiple tar
iffs, and the resultant increase in seat occupancy has con
tributed to falling energy intensity. Further increases in occu
pancy are likely (Balashov and Smith, 1992). 

Speed is an important influence on energy use by all types of 
vehicles. For road and rail transport, speed limits and vehi
cle speed limiters are mainly used for safety reasons. 
Moderate reductions in average road vehicle speed (e.g., 
from 90 km/h to 85 km/h) can lead to energy savings on the 
order of 5 to 10% (Tanja et a l , 1992). In ships and aircraft, 
speed is routinely controlled to manage energy costs. 
Because fuel constitutes 20 to 30% of shipping costs, opera
tors plan voyages using shipping cost models that take 
account of energy use in choosing the optimum speed. An oil 
price of $30/barrel can produce optimum speeds 25% lower 
than a price of $15/barrel; the result is a 33 to 40% energy 
saving (Doyle, 1986). 

2 1 3 3 . Alternative Fuels 

Altemative fuels are an important complement to measures 
that improve fuel economy as a means of reducing greenhouse 
gas emissions. In the past, altemative-fuel vehicles (AFVs) 
have been developed as a means of reducing oil consumption; 
they currently are being promoted as a means of reducing 
urban air pollution. Some types of AFVs can conttibute to 
meeting both of these goals. 

2 1 . 3 . 3 . 1 . A l t e r n a t i v e Fuels in Light-Duty Vehicles 

For gaseous fuels and alcohols, engine emissions of carbon 
monoxide are generally lower than with gasoline, and particu
late emissions are much lower. Engine NO^ emissions are gen
erally similar to or lower than those from conventional fuels 
(Cover et a l , 1993; lEA, 1993a; OECD, 1993c; Wang, 1995). 
Emissions of unbumed fuel and certain other pollutants, such 
as formaldehyde, on the other hand, can be higher than for 
gasoline or diesel fuel. In the short term, some of the main 
applications for altemative fuels are likely to be in situations 
where they can substitute for conventional gasoline additives, 
such as methyl tertiary butyl ether (MTBE), in helping to meet 
reformulated gasoline requirements (lEA, 1994b). 

On a full fuel-cycle basis, altemative fuels fi-om renewable 
energy sources have the potential to reduce greenhouse gas 
emissions from vehicle operation (i.e., excluding those from 
vehicle manufacture) by 80% or more (CEC, 1992; DeLuchi, 
1991; lEA, 1993a). 

Estimated life-cycle greenhouse gas emission ranges for sever
al fuels, based on a variety of sources, are shown in Table 21-6, 
which also shows cost estimates for using some of the altema
tive-fuel vehicles. Some of the fuels listed are already cost-
competitive with gasoline in some circumstances. These 
include diesel, liquefied petroleum gases (LPG), and com
pressed natural gas (CNG), all of which are in current use. 
Vehicles operating on these fuels may have full fuel-cycle 
greenhouse gas emissions about 10 to 30% lower than vehicles 
operating on gasoline, as shown in Table 21-6. These altema
tive fuels are used preferentially in high-mileage vehicles, 
where low fuel costs compensate for high engine and fuel-stor
age costs. Methanol from natural gas also may be cheaper to 
use than gasoline in some circumstances and might offer slight 
greenhouse gas-emission reductions. Methanol from coal also 
could be cost-competitive with gasohne, but with a 10 to 75% 
increase in greenhouse gas emissions (DeLuchi, 1991). 

Alcohol fuels can be produced in a variety of ways from any of 
several sources. Life-cycle greenhouse gas emissions depend 
on the source and conversion technology (DeLuchi, 1993; lEA, 
1993a), as Table 21-6 shows. Ethanol is produced from sugar 
cane for transport use in several countties, including Brazil, 
Zimbabwe, and Kenya. Full fuel-cycle greenhouse gas emis
sions are estimated to range from 30 to 50% of those that 
would be obtained with gasoline where bagasse (crop waste) is 
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used as fuel for conversion facilities to around 80 to 90% 
where coal is used (estimates based on Goldemberg and 
Macedo, 1994; lEA, 1994b; Rosenschein and Hall, 1991). N2O 
emissions from agriculture form a substantial but uncertain 
component of these estimates. 

Ethanol is produced from com on a large scale in the United 
States, where it provides about 0.5% of gasoline demand in ener
gy terms. It is produced from wheat and sugarbeet on a small 

scale in Europe. Cars using ethanol produced from these food 
crops would have life-cycle greenhouse gas emissions ranging 
from 20% of those from gasoline cars when crop waste is used 
as the conversion fuel (not the current practice anywhere) to 
nearly 110% where coal is used (Table 21-6; ША, 1994b). 

Hydrogen can be used either in internal combustion engines or 
in fuel cells. Where hydrogen is produced from renewable 
sources—either by gasification of biomass or by electrolysis of 

Table 2 1 - 6 : Life-cycle greenhouse gas emissions and costs f o r a l t e r n a t i v e fuel and electric cars (based on DeLuchi, 1992, 
1991; lEA, 1993a''; CEC, 1992; P i s c h i n g e r and Hausberger, 1993; Goldemberg and Macedo, 1994; DOE, 1991, 1990, 1989). 

Greenhouse Gas Emissions in g/km COj-equivalentb Pre-Tax Costs'̂  
Cost in 

Vehicle Fuel 
Fuel Manufacture'' Supply^ Operation^ Total 

Vehicle 
Cost ($) 

Fuel 
Cost ($/L 
gasoline 
equiv.) 

Fuel Use 
for Cost 

Calculation 
(L/lOO km) 

Excess of 
Gas Vehicle 
@29USi!/ton 
(US0/km) 

Gasoline 25-27 15-48 182-207 222-282 15168 0.26 7.6 0 
Reformulated Gasoline 25-27 17-63 180-193 222-283 15168 0.28-0.30 7.6 0.18-0.32 
Diesel 27-29 7-35 139-202 173-266 15168-17443 0.26 6.08 -0.35-3.64 
Liquefied Petroleum Gases 26-28 7-20 147-155 180-203 16083-15384 0.19-0.26 7.27 -0.55-1.02 
Compressed Natural Gas 29-31 5-68 130-154 164-253 16083-15600 0.18-0.24 7.27 -0.28-0.90 
Methanol from Coal 25-27 250 149 424-426 16128-15168 0.25-0.35 7 -0.72-1.45 
Methanol from NG 25-27 76 149 250-252 16128-15168 0.25-0.35 7 -0.72-1.45 
Methanol from Wood 25-27 25-38 15-16 65-81 16128-15168 0.68-0.82 7 2.30-4.79 
Ethanol from Sugar Cane 25-27 30-80 15-16 70-123 16128-15168 0.35-0.38 7 -0.17-1.89 
Ethanol from Com 25-27 50-220 15-16 90-263 16128-15168 0.94-1.03 7 4.61-6.74 
Ethanol from Wood 25-27 25-38 15-16 65-81 16128-15168 0.68-0.82 7 2.79-5.27 
Liquid Hydrogen ICEV 26-28 0-48 3-12 29-88 19968-18048 0.38-1.44 6.5 4.10-13.97 
Liquid Hydrogen FCEV 44-48 0-24 0-5 48-77 20324-30000 0.38-1.44 3.25 6.22-25.64 

EV using Electricity 
Generated from.'g 

American Average 44-48 135-202 0 179-250 
European Average 44-48 107-160 0 151-208 24768-20928 0.48-0.96 2-3 6.81-14.74 
Coal 44-48 180-375 0 224-423 
Oil 44-48 170-255 0 214-303 
Gas (CCGT) 44^8 90-134 0 134-182 
Nuclear 44-48 15 0 59-63 
Hydro/Renewables 44^8h 0 0 44-48 

^ Both the work of the lEA and that of Pischinger are based on a model developed by DeLucchi (1991, 1993). 
^ Average driving cycle based on gasoline car consuming 7 L/lOO km; GWPs are for 100-year time horizon (CH4, 26; N2O, 

270; CO, 3; VOC, 11; NO,, 0). These differ from the latest IPCC values (IPCC, 1995), but the effect on total life-cycle 
emissions estimates is negligible. 
Based on Renault Clio 1.4 liter, 13800 km/year, 10-year life, 10% d.r.; levelized cost calculations based on lEA, 1993. 
Assumes current industtial practices. Ranges reflect differences between regions. 

^ Ranges reflect differences between primary energy sources and conversion technologies. 
^ Ranges reflect differences in vehicle technology, maintenance, and operation. 
g Emissions based on urban cycle, consuming 200-300 Wh/km from mains (lEA, 1993a; CEC, 1992; DeLucchi, 1993; Eyre 

and Michaelis, 1991). 
^ DeLucchi (1991) and lEA (1993) ignore emissions associated with electricity-generating plant and electricity-grid constinac-

tion. In fact, some CO2 emissions will occur during plant constraction, both from energy use and from cement manufacture. 
Emissions also may result from the flooding of land for hydroelectricity production. 
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Box 21-1. Ethanol in Brazil 

Brazil has used small amounts of ethanol for decades as an octane enhancer in gasoline and as a byproduct marliet for 
the sugar indusü7. However, in the late 1970s, rising oil prices combined with high interest rates and a crash in die 
world sugar market to create a foreign-debt-servicing crisis. This compelled the Brazihan govemment to look at ways of 
reducing pettoleum imports. 

From 1975 to 1979, the govemment-sponsored program. Proalcool, increased the ethanol percentage in gasohol to 20%. 
From 1979 to 1985, Proalcool promoted the use of dedicated ethanol vehicles. In 1986, ethanol vehicles constituted 90% 
of new car sales, but a further expansion of the program was mothballed because of the drop in the price of oil. In the 
fh-st phase of the program, the govemment provided up to 75% subsidies for ethanol-producer investments and assured a 
6% retum on the investments. At this stage, however, car manufacturers were unwilhng to produce ethanol-only vehi
cles. In the second phase, consumer incentives were introduced for vehicle purchases, and the pump price of ethanol was 
guaranteed to be no more than 65% that of gasoline. The car industry was encouraged by the government's commitment 
and started producing ethanol vehicles. Despite initially poor redesign of engines, the consumer take-up was massive. 

In late 1980, the world sugar market was improving, and the govemment began to increase the ethanol price from 40% 
of the of gasoline price toward the 65% limit. Credit subsidies for distilleries also were suspended. The result was a 
rapid fall in ethanol-vehicle purchases. The govemment later regained public confidence by restoring incentives. 

Costs of ethanol production in Brazil are around 25 to 280/L of gasoline displaced, compared with world market prices 
of gasoline on the order of 170/L (pump costs are usually about 10(i/L higher). The government's current limit on the 
pump price of ethanol is 80% of the gasoUne price. 

Sources: Sathaye et a l . (1989); Goldemberg and Macedo (1994). 

water with electricity from renewables—life-cycle greenhouse 
gas emissions can be very low. The method of hydrogen stor
age aboard the vehicle can affect life-cycle emissions. If hydro
gen is liquefied for storage, the energy input is about one-third 
of the energy content of the hydrogen; emissions, of course, 
wiU depend on how this energy is supplied (DeLuchi, 1993; 
ETSU, 1994). 

Several trials have been carried out, with varying success, of 
hydrogen cars with Otto-cycle engines. Fuel consumption 
could, in theory, be 15 to 20% lower than that of gasoline 
engines on an energy basis (Brandberg et a l . , 1992; DeLuchi, 
1991; ETSU, 1994). Considerable technical development will 
be required in the various stages of hydrogen production, dis
tribution, storage, and use before it is economical to use in cars 
and its safety can be fully demonstrated. 

21.3.3.2. A l t e r n a t i v e Fuels in Heavy-Duty Vehicles 

Buses have been operated on LPG, CNG, alcohols, and veg
etable oils, and there are several demonsttation programs and 
commercial operations throughout the world. Fewer studies 
have been carried out into life-cycle greenhouse gas emissions 
from heavy-duty vehicles than from cars. However, Figure 21-7 
shows results from one study (DeLuchi, 1993; lEA, 1993a). 
This study shows that most of the immediately available alter
native fuels for heavy-duty vehicles are unlikely to offer life-
cycle greenhouse gas emission reductions. The main reason for 
this conclusion is tiiat CNG and LPG are used in spark-ignition 

engines with lower efficiency than existing diesel engines. 
Alcohols can be used in compression-ignition engines, but 
expensive fuel additives are required, and spark ignition 
engines usually are preferred. 
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Figure 21-7: Life-cycle greenhouse gas emissions from heavy-duty 
vehicles with alternative fuels (DeLuchi, 1993; lEA, 1993a). 
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Box 21-2. CNG in New Zealand 

The New Zealand government launched a compressed natural gas (CNG) program in 1979, aiming for 150,000 post-
assembly vehicle conversions to CNG by the end of 1985. The main motivations for the program were to enhance New 
Zealand's energy security and improve its balance of payments. Incentives were provided in the form of grants and loans 
for vehicle conversion and filling-station development. The cost of car conversion at the time was about NZ$1,500 
(US$750 in 1984 prices); the government provided NZ$150. Initial take-up was poor, but it was improved in late 1980 
by an increase in the grant to NZ$200 and increased subsidies to fueling stations, along with tax benefits to consumers. 

A large increase in government support in 1983 included a low-interest loan for conversions. By 1986, 110,000 vehicles 
(11% of all cars and light trucks) had been converted, and New Zealand had 400 filling stations; CNG comprised 4.6% of 
road-transport fuel. 

The rise in conversion rate was halted in 1985 when the government reduced support for the program because of percep
tions that CNG was sufficiently favored by its low price relative to gasoline, the CNG industry was sufficientiy well-
established and no longer required government support, and world oil markets were more stable and less emphasis was 
needed on the development of indigenous energy sources. 

The vehicle conversion rate fell from 2,400/month in 1984 to 150/month by 1987. By 1993, CNG sales fell to 42% of 
their peak level in 1985, contributing only 2% of road-ttansport fuel. In addition to the withdrawal of government subsi
dies to CNG, a number of factors may have contributed to this demise. One is the increase in CNG prices from less than 
half to about two-thirds of the gasoline price, at a time when oil markets have been quite stable. Another possible factor 
is a negative public perception of CNG resulting from a number of faulty installations in the early 1980s, a cylinder 
explosion in 1989, the poor performance of dual-fuel vehicles that were not optimized to operate on CNG, and the real
ization that carrying CNG cylinders substantially reduces luggage space. A third possible factor is a lack of industry 
enthusiasm for marketing the fuel, bearing in mind that most of the retail outlets are oil-company-owned filling stations. 

Sources: Sathaye et a l . (1989); New Zealand Ministty of Commerce (1994). 

In the long term, altemative fuels, such as methanol and 
ethanol from wood, could be used in heavy-duty vehicles, pro
ducing tife-cycle emission reductions of more than 50% rela
tive to diesel vehicles. Meanwhile, developments in direct-
injection, compression, or spark-ignition engines operating on 
CNG, LPG, and alcohols could lead to substantial improve
ments in efficiency with these fuels (CEC, 1992). 

Another option not shown on Figure 21-7 is the use of syn
thetic diesel produced from renewable sources, such as wood. 
This stiategy would allow existing, efficient diesel engine tech
nology to be used with a fuel with very low full-fuel-cycle car
bon emissions. 

2 1 . 3 . 3 . 3 . A l t e r n a t i v e A v i a t i o n Fuels 

Aircraft carty a large amount of fuel in proportion to their total 
weight (around half of the takeoff weight for a Boeing 747). 
In view of this, any altemative fuel has to have a high energy 
content per unit of mass. LNG and liquid hydrogen fit this 
requirement, and trials have been carried out with both (Grieb 
and Simon, 1990; Schafer et a l . , 1992). In principle, both 
LNG and liquid hydrogen aircraft could have lower fuel con
sumption than conventional aircraft because of the lower 
weight per unit of energy in the fuel. Energy use depends on 
the additional weight of the fuel tanks, the design changes 

required in the aircraft, and the energy required to liquefy the 
fuel. Overall greenhouse gas emissions from the use of these 
fuels, including emissions of NO, and water vapor, cannot yet 
be predicted. The implications for climate change depend on 
the GWPs of high-level NO^ and high-level water vapor, 
which remain uncertain—as do the safety implications of 
using cryogenic methane and hydrogen in aircraft. 

If low-carbon fuels are required for aviation, a safer alternative 
might be synthetic liquid hydrocarbons from biomass, 
although even these fuels may have drawbacks, such as poor 
thermal stability. It will be necessary to demonstrate the safety 
and reliability of aircraft engines that use synthetic hydrocar
bons before they can be adopted for civil aviation purposes. 

2 1 . 3 . 4 . Electrically Powered Transport Systems 

Many analysts believe that the most promising route for the 
development of transport systems, along with the rest of the 
energy economy, would be toward the use of either electiicity 
or hydrogen as energy carriers (MacKenzie, 1994; Sperling et 
a l , 1992; Speriing, 1995). This strategy would effectively 
make final energy use independent of the primary source of 
energy, allowing renewables such as photovoltalcs, wind 
power, and biomass to be used interchangeably as the electric
ity or hydrogen source. 
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Emissions can be eliminated at the point of vehicle operation 
by the use of some form of elechic drive. Power can then be 
supplied by oxidation of hydrogen in a fuel cell, from an elec
trical storage device, or directly from the pubhc electricity sup
ply. Electric motors have the advantage of high efficiency at 
part-load, no fuel consumption when stationary, and the poten
tial for regenerative braking (where the motor is used as a gen
erator to retum power to the source or a storage device). 

Battery electric vehicles have aroused interest mainly for their 
potential to reduce urban air pollution. Electtic-vehicle technol
ogy has been reviewed in detail by several authors (CEC, 1992; 
DeLuchi, 1991, 1993; ETSU, 1994; lEA, 1993b; MacKenzie, 
1994; Speriing, 1995). Life-cycle greenhouse gas emissions 
depend not only on the primary energy source but also on many 
aspects of the vehicle technology and the way it is used. 

Electric-car technology has been intensively developed in sev
eral countries in recent years, mainly as a result of legislation 
in Califomia. Batteries have so far provided the best combina
tion of energy and power density, along with low cost for on-
vehicle electricity storage. Battery-powered cars, buses, and 
light vans are in use, but they have high costs and poor perfor
mance compared with gasoline vehicles, and most types of bat
tery would need replacing several times in the life of a vehicle. 
The future evolution of this technology and of the market for 
electric vehicles is very uncertain, depending on factors such as 
the extent of cost reductions that can be achieved in batteries, 
electric motors, and control systems; the extent to which bat
tery-recharging rates, energy densities, and power densities can 
be improved; and market factors, including consumer prefer
ence and future legislation to reduce air pollution. 

Altematives to the battery are under development. Whereas 
batteries store energy in the form of chemicals that react to pro
duce electtic power, supercapacitors store energy in the form of 
electric charge, and flywheel storage devices store energy in 
the kinetic energy of a rapidly rotating flywheel. These devices 
may have the potential for much higher power density than bat
teries, with similar energy-storage density. 

Some recent studies in Califomia (Bunch et a/., 1993) indicate 
that, in choosing between conventional and altemative vehi
cles, car purchasers are Ukely to be particularly sensitive to the 
extra cost and shorter range of battery-powered and other alter
native-fuel vehicles. Other studies in Califomia (Sperling, 
1995) have found that consumer preferences can be modiñed 
and that a substantial proportion of drivers might purchase 
electric vehicles to use for local ttips and commuting, keeping 
their gasoUne vehicles for other trips. 

The range and durability limitations of batteries are avoided with 
fuel cells, which produce electiic power dhectly from the oxida
tion of a fuel carried in a separate storage vessel. The ftiel nor
mally is hydrogen, although some fuel-cell types can use 
metiianol or other fuels. Altematively, methanol can be used to 
make hydrogen on board the vehicle. Of the various fuel-ceU 
types, tiie solid polymer fuel cell (SPEC) is probably tiie sttongest 

near-term candidate for an on-vehicle power source (Appleby 
and Foulkes, 1989; DeLuchi, 1993; ETSU, 1994). SPFCs have 
been tested in a van and a bus in Canada, with hydrogen from 
high-pressure cyhnders. They are prefened over otiier fuel-cell 
designs because of tiieu- robustness, long life, low operatmg tem
perature, quick startup, and reasonably high power density. 

Currently available SPFCs cost well over $1,000 per kW of 
output, although some analysts predict future costs as low as 
$20 per kW (Sperling, 1995). For comparison, gasoline 
engines cost $20 to 40 per kW. A fuel-cell vehicle probably 
would use the fuel cell to provide a constant power output, with 
a battery to store power for peak-load requirements. Costs per 
kilowatt for such systems would be lower than those for a fuel 
cell sized for peak loads. Nevertheless, given the technical and 
cost improvements required, fuel cells are unlikely to be in 
widespread use for cars before 2025. They will face institu
tional and other challenges similar to those confronting alter
native fuels in general. However, if the various barriers to their 
use can be overcome, fuel-cell cars could be the predominant 
mode of motorized travel by 2050. 

Many hybrid concepts have been suggested and demonstrat
ed, combining the advantages of electric drives and internal-
combustion engines. One approach involves using a low-
powered fuel-buming engine to ran a generator that provides a 
constant supply of electric power (see, e.g., Lovins et a l . , 
1993). This is either used directly to power electric motors or 
fed to a peaking storage device, which might be a battery or 
flywheel. A major theoretical advantage of such a system is 
that the engine can operate under its optimum speed and load, 
and braking energy can, in principle, be recovered and stored. 
In principle, energy savings in urban driving could amount to 
40 to 60%. However, with current technology, energy savings 
are Ukely to be very small because efficiency is consttained by 
energy losses in the electric generator, storage device, and 
motor; matching the engine and electrical storage device to real 
on-road power requirements is difficult; and existing batteries 
are unable to recharge at the rates required to store a useful por
tion of energy from the engine and from braking. Flywheels 
may be more appropriate for this purpose, and the concept is 
under development. Hybrid technology is not likely to achieve 
substantial market share in the short term without govemment 
intervention, in view of the high overall cost of an electric 
motor, conttol system, and battery or other storage device. It 
might be feasible to produce hybrid vehicles on a competitive 
commercial basis some time between 2005 and 2025. 

Direct electric p o w e r has long been used in light-rail systems 
and ttolleybuses, as well as in electtic trains. Urban bus and 
light-rail routes involve low speeds and frequent stops. In these 
circumstances, the features of electric drives are very attrac
tive—in particular the capability for regenerative braking, the 
avoidance of energy use when stationary, and the absence of 
emissions at the point of use. 

Trolleybuses are in use in numerous cities throughout Europe. 
They are lighter than battery buses because they do not have to 
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.carry an electricity source. They also allow for a more efficient 
use of grid electricity and a better capability for regenerative 
braking. Whereas the overall efficiency from grid electricity to 
motive power for a battery-powered vehicle is about 55%, that 
of a trolleybus is about 75 to 85%. 

Several proposals exist for personal passenger-vehicle systems 
based on direct electric power. These range from cars supplied 
with electricity via induction coils placed under the road sur
face to monorail systems with vehicles powered by linear 
motors. Some designs involve the use of computer-controlled 
vehicles for public use. Others provide for the use of private 
cars off the system using batteries or other power sources. Such 
systems are potentially an efficient means of using electric 
power for personal transport. 

21.3.5. High-Speed Trains 

High-speed trains can have higher energy use per seat-kilome
ter than traditional trains but much lower energy intensity than 
cars or aircraft at typical load factors. Their role in greenhouse 
gas emission reduction is subject to debate and will depend 
heavily on the situations in which such trains are used: They 
may attract passengers without reducing the use of other 
modes, resulting in higher overall energy use and greenhouse 
gas emissions. Nevertheless, high-speed rail lines between 
Paris and Lyons in France and between Madrid and Seville in 
Spain have been remarkably successful in attracting business 
from the roads and the airlines, and have been profitable. 

An alternative to the high-speed train is "maglev": trains that 
are levitated on a magnetic field rather than having wheels in 
direct contact with tracks. The only existing maglev systems in 
use are small-scale local shuttle or transit systems. Maglev 
trains may have some energy-efficiency advantage compared 
with wheeled trains at a given speed, but analyses differ on this 
(Schafer et a l . , 1992). Rolling resistance (25% of energy use in 
a normal high-speed train) is avoided, but energy is required to 
power the magnets. The main advantage of maglev trains is 
that they can operate at higher speeds than wheeled trains; the 
Transrapid line to be built from Hamburg to Berlin will oper
ate at up to 450 km/h. This means that they can compete with 
air travel over longer distances than existing high-speed 
trains—potentially as far as 1,500 km. Maglev trains have the 
disadvantage compared with high-speed trains that, unless pro
vided with auxiliary wheels, they cannot use existing stretches 
of track to penetrate urban areas and serve destinations without 
new infrastiucture. 

2 1 . 3 . 6 . National and International Technology Policy 

Governments can take various kinds of action to influence 
technology development and deployment. Some, such as basic 
research and development, are aimed at bringing technology to 
the point where industry can further develop it to produce new 
products and sell them in the market. Others, such as fiscal and 

regulatory incentives and funding for demonstration programs, 
are aimed at encouraging industry to carry out its own research 
or to market different products and encouraging consumers to 
buy them. 

Research and development is usually difficult to plan on a 
rational, economic basis. Scientific breakthroughs are inher-
entiy unpredictable, and even if a technology is successfully 
developed its market success is also unpredictable. 
Fundamental research often depends for its existence on some 
form of government intervention, whether this is direct fund
ing, tax exemptions for firms undertaking research and devel
opment, or information brokering. Meanwhile, national invest
ment in research may be justified on cultural grounds as well 
as on economic grounds. Contributions to international scien
tific ventures often are motivated by international relations as 
well as by an interest in cost-effectiveness. 

Important areas for fundamental research relating to transport 
technology include recyclable materials for cheap, robust, 
lightweight vehicles; materials with special properties for high-
efficiency engines, turbines, flywheels, and so forth; advanced 
conversion technology for liquid fuels from biomass; electro
chemistry for batteries and fuel cells; power electronics for 
electric-propulsion-system management; power-ttansmission 
technologies for vehicles powered directly from the mains; and 
information technology for vehicle and traffic optimization. 
There is also a need for social and economic research—for 
example into consumer behavior and choice, including atti
tudes toward new technology. 

Interventions in the market may have the advantage that gov
ernment does not necessarily have to attempt to "pick win
ners" among technologies or bear the risk of investment in 
research that may not bear fruit. However, this risk does have 
to be borne by manufacturers that wish to remain in the mar
ket and have to respond to the government's intervention. One 
example of a technology-forcing intervention is the California 
Air Resources Board's strategy for encouraging the develop
ment of zero-emission vehicles (see Box 21-3). Meanwhile, a 
strategy of announcing a timetable for gradually tightening 
standards or increasing fiscal incentives, aimed at reducing 
greenhouse gas emissions, will encourage industry both to 
introduce currently available technology and to develop new 
technology. 

21.4. A Transport-Policy Perspective on 
Greenhouse Gas Emissions 

While technical changes can, in theory, reduce greenhouse gas 
emissions by 80% or more for a given transport activity, such 
changes are not occurring under current market conditions. 
Meanwhile, in most countries, transport-activity growth is 
faster than the rate of energy-intensity improvement. 

Section 21.4 explores different viewpoints that influence poli
cymaking, identifies areas of transport policy that can influence 
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Box 21-3. CARB Strategy for Encouraging Zero Emissions Veliicles 

California's urban air-quality problems have long been recognized as more severe than in other regions of the United 
States. The Califomia Air Resources Board (CARB) introduced the Clean Fuels and Vehicles Plan in September 1990. 
The plan imposes progressively lower emission standards on vehicles from 1994 onward. VOC emissions must be cut 
80% below 1994 levels by 2000. 

Under the legislation, vehicles are given one of four new emission classifications: transitional low-emission vehicle, low-
emission vehicle, ultra-low-emission vehicle, or zero-emission vehicle. Manufacturers' sales-weighted VOC emissions 
calculated from their sales of each vehicle type must not exceed a prescribed level in a given year. A banldng and trading 
system permits manufacturers to earn marketable low-emission credits. 

CARB's specifications for reduced summer gasoline volatility, elimination of lead, and the use of detergent additives 
came into force in 1992. Further tightening of gasohne specifications is expected. 

Altemative fuels are being promoted by CARB and through the federal Califomia Pilot Vehicle Program. The fuels are 
expected to help satisfy low-emission requirements. They include MlOO, M85, CNG, and LPG. At least 90 Southern 
Califomia filling stations must supply altemative fuels by 1994, rising to 400 by 1997. From 1994 onward, 200,000 new 
low-emission vehicles per year (about 10% of the state's new-car fleet) must be sold in Califomia. Altemative-fuel use is 
also being encouraged through tax exemptions. 

Electric vehicles will be required to satisfy the zero-emission-vehicle requirement from 1998 onward. They will have to 
make up a minimum of 2% of annual new-car sales by companies selhng more than 30,000 cars per year in Califomia; 
the share is scheduled to rise gradually to 10% by 2003. Electric-vehicle use in Califomia is likely to result in green
house gas emissions significantly lower than those associated with gasoline-vehicle use because much of the power gen
eration in the state is from non-fossil-fuel sources or natural gas. 

greenhouse gas emissions, and examines policy options for 
emission reduction. 

Transport policymakers' central aims are usually to maxi
mize mobility and access to services, enhance economic 
activity, and improve safety. These aims have to be balanced 
with energy and environment goals, especially those of 
reducing urban air pollution and greenhouse gas emissions. 
At the same time, policymakers have to consider the politi
cal acceptability of their measures, as well as their ease of 
implementation and their effects on equity and social welfare 
generally. 

2 1 . 4 . 1 . Stakeholders and Viewpoints in Policymaking in 
the Transport Sector 

Policymakers and other stakeholders typically are involved in 
the transport sector in several different ways: 

• Local public-transport authorities or firms make deci
sions regarding public-transport scheduling and 
investment, aiming to maximize fare revenue, mini
mize costs, and in some instances to provide a mini
mum level of service. 

• Local or municipal authorities make many decisions 
regarding transport policies, urban road layout, park
ing facilities, urban ttaffic management, and facilities 
for walking and cycling. Their objectives include 

improving access; reducing road congestion, acci
dents, and noise; and, more recently, reducing air pol
lution—aU within a fixed budget. 

• Decisions regarding the development of highways, 
railways, and other ttansport infrastracture are usual
ly made by national transport ministries, which often 
define the parameters within which local ttansport 
authorities work and provide funds for infrastracture 
and services. Transport ministries have ttaditionally 
aimed to maximize mobility and access for both 
freight and motorized passenger transport in a cost-
effective manner, sometimes including social costs 
associated with congestion, accidents, noise, and air 
pollution. 

• Vehicle emission standards are often negotiated 
between govemment departments of environment, 
ttansport, and industry. Emission standards for road 
vehicles and aircraft (ICAO, 1993) are, in many 
instances, agreed between govemments—in consulta
tion with industry and other interest groups—with the 
mediation of intergovemmental organizations. 

• Vehicle and fuel taxes are of interest to transport, 
industry, and energy departments, but they often are 
determined by finance ministries. 

• Transport research and development is undertaken by 
a range of interests, including various govemment 
departments, universities, and other research insti
tutes, as well as vehicle manufacturers and ttansport-
system operators. 
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• Transport-system users make day-to-day decisions 
regarding veMcIe purchase and utilization but normally 
have hmited influence on transport poUcy. 

Differences in the priorities of decisionmakers have much to 
do with differences in training, approach, and worldview asso
ciated with the professions most involved in each area of poli
cy. Dimitriou (1992) provides a characterization of fields of 
expertise: 

• Engineers often emphasize the operational efficiency 
of transport systems and usually offer solutions based 
on technology or the design of infrastructure. 

• Economists usually emphasize economic efficiency, 
aiming to maximize the benefits minus the costs of 
the transport system. Their solutions tend to focus on 
improving the functioning of the market. 

• Other social scientists, such as sociologists, political 
scientists, anthropologists, and development planners, 
are less likely than engineers or economists to use for
malized concepts of optimization. Their solutions are 
likely to focus on institutions, community involve
ment, and consultation. 

• Physical planners (architects, city planners, and trans
port planners) tend to view transport issues as part of 
a wider picture of urban development. Their solutions 
tend to relate to the spatial organization and design of 
infrastructure. 

Politicians, environmentalists, and other interest groups 
(including transport-user associations) may draw on a variety 
of these viewpoints and solutions in identifying their preferted 
transport strategies. To bring transport policy to bear on the 
aim of reducing greenhouse gas emissions, it will be important 
to bring the different professions and viewpoints together to 
develop robust strategies that satisfy all of their criteria and 
make use of all of their insights and techniques. 

21.4.2. Planning, Regulation, and Information Measures 

Traditional approaches to transport planning have concentrated 
on providing sufficient roads to carry projected volumes of 
traffic and on smoothing the traffic flow. Many planners now 
recognize that it is impossible to provide sufficient roads to 
carty umestrained projections of traffic in urban and perhaps 
some interarban areas, and that extra road provision can stim
ulate traffic growth, leading to congestion elsewhere (Goodwin 
et a l . , 1991). Increasingly, the objectives of transport are seen 
as moving people and providing access to services, jobs, and 
homes rather than moving vehicles. The planning emphasis is 
on alternatives such as improving the traffic flow, encouraging 
the use of public transport and nonmotorized transport, and dis
couraging car use. 

Improving the traffic flow in cities to reduce stop-start driving 
can reduce the energy use per vehicle-kilometer as well as 
emissions of local pollutants (Ang et a l , 1991; Hausberger et 

a l , 1994; Joumard et a l , 1990; Tanja et a l , 1992). Many mea
sures to improve traffic flow, such as computerized traffic-sig
nal control, actually increase the capacity of the road network 
so that traffic volumes may increase unless traffic levels are 
restrained in some way. Provided that traffic is restrained—for 
example, by limited parking provision, tolls, or fuel taxes or 
through constraints on vehicle access—the introduction of 
computerized signal control may lead to energy savings of 10 
to 15% (Ang, 1992). 

Encouraging public-transport use and nonmotorized rrwdes. 
Travel by bus, train, foot, or bicycle usually involves lower 
greenhouse gas emissions per km than travel by car (see Section 
21.2.5) and also can reduce wider social and environmental 
damage. People's willingness to use low-energy-intensity trans
port modes depends partly on the quality of travel by those 
modes. Planners can influence this by providing infrastructure, 
such as pedestrian and cycle paths, bus lanes, and railways. 
Public-transport use can be increased by providing better infor
mation about services, reducing fares, and improving the quali
ty of the service. Flexible services, such as shared taxis and 
"dial-a-ride" minibuses, can play a role. Improvements in pub
lic transport rarely have proved to be an effective means of 
stemming the rise in private-ttansport use unless combined with 
measures to limit the atttaction of car tiavel, such as access and 
parking consttaints. Experience in Hannover, Zurich, and other 
cities indicates that such combined approaches can be success
ful (Brog, 1993; Goodwin, 1985; Ott, 1993). Lessons learned in 
these cities may have particular relevance for cities in Centtal 
and Eastem Europe (Suchorzewski, 1993). 

A UK study in the 1970s found that the degree of hilliness and 
perceived safety were the main determinants of the share of 
trips by bicycle in a number of towns (Rowell and Fergusson, 
1991, quoting Waldman, 1977). While it is hard to modify 
hills, safety and security are important keys to maintaining and 
promoting levels of cycling and walking. Safety for cyclists 
can be improved by providing physically separated cycle lanes 
on and off roads and by giving cyclists priority over motorized 
traffic at junctions. Security against cycle theft can be 
improved by providing appropriate parking facilities. Safety 
for pedesttians can be improved by providing and maintaining 
footpaths, providing lighting at night, and ensuring safe means 
of crossing roads. For rickshaws and carts, similar facilities are 
effective—in particular separated lanes on roads so they do not 
have to compete for and disrapt traffic. 

Discouraging car use. Cities that have succeeded in promoting 
nonmotorized and public-ttansport use have done so partly by 
making car access more difficult. This has been accomplished in 
two main ways: pedestrianization of town centers, and "ttaffic 
calming"—-most frequentiy in residential stteets—with a combi
nation of engineering, design, psychological, and architectural 
methods to slow vehicles down, alter the "balance of power" 
away from vehicles and toward pedestiians, and restiict car use. 

Approaches include the conversion of existing road space to 
cycle and bus lanes or "high occupancy" lanes for shared cars; 
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restrictions on parking; limits on veliicle access to certain city 
areas or on movement between parts of a city; and motor vehi
cle-free zones. Restrictions on vehicles can result in evasive 
actions by drivers that lead to higher levels of ttaffic, energy use, 
and pollution in other parts of the city. However, if measures are 
plarmed well, residents and local businesses frequently are 
pleased witii tiie results (Ott, 1993). The best schemes have 
resulted in increased safety, a more pleasant stteet envkonment, 
and improved retail ttade (Hass-Юаи, 1990, 1993). Poorly 
designed schemes can make emissions worse (for example, speed 
bumps that are too far apart encourage acceleration and deceler
ation), but m general these policies are seen as remforcmg the 
atttactiveness of pubhc ttansport and deterring traffic growth. 
The effectiveness of a sttategy may hinge on consultation with 
die local community on its preferred approaches. Flexibility also 
can be an essential component: Counterproductive effects cannot 
always be anticipated, and it is important to monitor die results of 
measittes to identify necessary changes. 

Urban structure affects the distance people ttavel to meet their 
needs. Travel patterns may be influenced by many factors, 
including the size of settlements, proximity to other settle
ments, location of workplaces, provision of local facilities, and 
car ownership. Changes to settiement planning and regulation 
have been proposed as means of reducing car use and encour
aging public ttansport and nonmotorized travel (Newman and 
Kenworthy, 1989). However, the link between settlement pat
terns and energy use for ttansport is controversial, and analysts 
have produced conflicting recommendations (Banister, 1992). 
While there does appear to be an inverse correlation between 
urban density and transport energy use (Armstrong, 1993), 
experts disagree on the desirability and effectiveness of densi-
fying existing dispersed populations to reduce energy use. The 
trend toward lower urban density may result from people pur
chasing homes in locations with lower land prices where they 
have an improved quality of life. Attempts to reverse this ttend 
may depend on addressing the welfare implications directly 
through measures to improve the physical and social environ
ment in high-density areas. Policies that directly discourage the 
use of energy-intensive transport modes are likely to be more 
effective in reducing energy use. 

In the short term, the greatest potential for urban planning to 
affect transport energy use is in rapidly developing cities where 
the car is still a minority transport mode. In such cities, infra
structure development focused on provision for cars and trucks 
could accelerate the growth in use of these modes and the 
decline in use of less energy-intensive modes. Provision for 
nonmotorized modes in new infrastracture is an important 
enabling factor for policies to encourage the use of these 
modes and discourage car use. 

In the long term, around 2025 to 2050 and beyond, changes in 
travel culture and lifestyle combined with changes in urban 
layout might lead to substantial reductions in motorized travel 
in North American and Australian cities. The potential reduc
tion in European cities is smaller because a higher proportion 
of access needs already are met by walking and cycling. 

21.4.3. National Transport Policy 

National ttansport policymakers influence the decisions taken 
by local ttansport and urban authorities through regulations, 
grants, planning guidelines, provision of information, and 
other means. National govemments can contribute to local ini
tiatives by providing coordination, information, and encour
agement to local authorities considering measures that affect 
energy use and greenhouse gas emissions. 

National govemments may have a responsibiUty for a variety 
of regulatory measures that can influence vehicle fuel econo
my and greenhouse gas emissions. These measures might 
include speed limits, vehicle emission standards, and mainte
nance checks, as well as more direct measures, such as vehicle 
fuel-economy standards (see Box 21-4). 

Drivers are more likely to change their vehicle choices and dri
ving behavior in ways that reduce environmental impact if they 
understand that impact and are motivated to reduce it (Jones and 
Haigh, 1994). National measures can include advertizing and 
information campaigns, as well as the incorporation of energy-
and environmental-awareness elements in the school curricu
lum and driver training. Standards in advertizing also are nor
mally set at a national level. Information-based policies are like
ly to be most effective if they are maintained over long periods 
and are linked to changes in fiscal and regulatory policy. 

National govemments may have a direct involvement in the 
provision of rail and bus services through ownership, subsi
dies, franchises, and regulation. Many of the means of encour
aging passengers to use these services are similar to those that 
apply to urban public transport; the most effective measures 
are likely to be those that discourage car use. 

National transport pohcymakers can influence freight-trans
port pattems through measures applied to road-freight vehicles 
and their use. Vehicle licensing fees are often a significant ele
ment in road-haulage costs and can be used as a measure either 
to discourage road freight or to encourage the use of vehicles 
with lower power-to-weight ratios. Vehicle standards, includ
ing safety requirements, weight limits, and emission standards, 
also can influence vehicle choice and mode choice. 

Where goods can be shifted from road to rail, the energy saving 
per tonne-kilometer can be zero to 50%. A variety of approach
es have been developed to aUow freight to be transferred easily 
between road and rail. The greatest energy savings are likely to 
be obtained with multimodal containers that can be moved 
between track trailers and flat rail wagons. Cost savings can be 
significant for very long ttains (100 wagons or more) traveling 
long distances because driver costs are greatiy reduced. 

21.4.4. Alternatives to Travel 

Many of the needs that are met by the ttansport system could, 
in principle, be met by other means. Telecommunications, for 
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Box 21-4. Fuel-Economy Standards 

In theory, the most economically efficient way of reducing car fuel consumption is through fiscal measures (which are 
discussed in Section 21.4.5). Higher fuel taxes tend to lead drivers to economize through driving more carefully, reducing 
the distance they drive, and choosing more energy-efficient vehicles. However, fuel taxes are difficult to impose in some 
countries. Consumers often have inadequate information about the cars they are buying and may not respond optimally to 
the price change. More complex price-based measures, such as taxes (or subsidies) linked to vehicle fuel economy, may 
be more effective in the long term, because they give consumers a direct incentive at the time of purchase to choose an 
energy-efficient vehicle. 

An alternative or complement to taxation is to use regulations to require car manufacturers to sell more energy-efficient 
cars. There are advantages and disadvantages to this approach. Standards avoid the large transfer payments that might be 
required with a tax approach, given the low price elasticity of ttansport-fuel demand. On the other hand, improving fuel 
economy can lead to reduced driving costs and increased ttavel (the "rebound effect"), so that, while energy use and 
greenhouse gas emissions may be reduced overall, other environmental and social impacts of transport may be increased. 
Vehicle standards are sometimes criticized because they provide industry with insufficient flexibility to find the best tech
nical solutions to complex problems. In the U.S. Corporate Average Fuel Efficiency (CAFE) program, this problem is 
partly addressed by allowing manufacturers freedom to determine the fuel economy of individual models, provided that 
the average fuel economy of their total sales of cars meets the standard. Companies that do not meet the required average 
fuel economy have to pay fines. Meanwhile, very-high-consuming cars are subject to a "gas guzzler tax," which is effec
tive in tinüting the fuel economy of cars sold (DeCicco and Gordon, 1995). A "sipper rebate" for very-low-consuming 
cars has been discussed, though never enacted. Manufacturers of alternative-fuel vehicles can claim credits against their 
corporate-fuel-economy average, allowing them to produce cars with higher fuel intensity. 

While CAFE has generated considerable debate in the United States, Greene (1990) finds that the policy was a real con
straint on vehicle manufacturers from 1978 to 1989 and that it had twice as much effect on car fuel economy as fuel 
price. However, the rebound effect was such that somewhere between 5 and 30% of the fuel-economy gain was lost 
through increased mileage (Berkowitz et a l . , 1990; Greene, 1992; Jones, 1993). 

example, might allow many trips to be avoided. The growth in 
service industries and associated office-based employment 
means that many types of work could be cartied out in the 
home or in small regional offices connected to centtal offices 
via computer systems, faxes, and telephones. Similarly, an 
increasing number of ttansactions can be carried out through 
telecommunication systems. Much of the existing transport 
infrastructure in Europe and the United States was developed 
before such possibilities existed. Thus, culture has developed 
around ttavel to work, to shop, and for other purposes. 
Conversely, in many developing countries, telecommunication 
infrastructure is likely to precede efficient ttansport infrastruc
ture. This offers opportunities for cheap access to employment 
and services that would not otherwise be available. 

Telecommunications are likely to substitute for ttavel only to a 
limited extent. Indeed, improved communications may encour
age more ttavel, as people develop closer working and social 
relationships over longer distances. At the upper end of the 
income scale, mobile telephones and electronic mail allow 
executives to maintain communication with their offices wher
ever they are, giving them freedom to ttavel while keeping in 
touch. However, at the other end of the scale, telecommunica
tion systems may provide a means to economic growth without 
the ttaditional associated costs in infrastructure and the social 
and environmental burdens of rising levels of transport activi
ty. In tiie long term, virtual-reality-based communication might 

replace business and other travel, although the extent of this 
possible substitution cannot now be predicted. 

2 1 . 4 . 5 . Economic Influences and Fiscal Measures 

Roads in most countries are built and maintained by govern
ments and are available, subject to regulations mainly related 
to safety, for anyone who wishes to use them. While the costs 
of road provision are recovered through fuel or vehicle taxes in 
some countries, in others taxes are insufficient to cover the 
costs. MacKenzie et a l . (1992) estimate that road users in the 
United States pay only 60% of infrastructure costs through 
taxes and fees. Apart from tolls for special kinds of infrastruc
ture (bridges, tunnels, and motorways), dkect payment for road 
use, or "road pricing," occurs only in a few, mostiy experi
mental, situations. 

In Europe, vehicle purchases constitute about 90% of total 
investment in road ttansport, with infrastructure investment 
only 10% (ECMT, 1992). Infrastracture in rail ttansport 
accounts for 65 to 80% of total investment, with rolling stock 
only 20 to 35%. There is no straightforward way to allocate 
infrastructure costs between freight and passenger transport, 
but indicative costs for roads in Europe would be US$0.015 to 
0.025 per passenger-km and US$0.1 to 0.2 per tonne-km 
(based on ECMT, 1992). These represent about 5 to 10% of 
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passenger transport costs and a third of freight transport costs, 
respectively. In Westem Europe, dkect govemment expendi
tures on infrastmcture related to car use are usually fully recov
ered from users through fuel or other taxes, although these 
taxes may not be explicitly intended to provide for a "road 
fund" as in the United States. Infrastracture costs for road-
freight transport in some countries may not be fully recovered 
through taxes and fees. Charges reflecting these costs might 
add 10% to 30% to road-freight costs (Blok, 1991). 

Most studies find that, when social and environmental damage 
are included, the costs not paid in money outlays by car and 
track users have about the same order of magnitude as the costs 
paid (Button, 1990; DeLuchi et a l . , 1994). Table 21-7 shows 
results based on several studies in OECD countries. The work 
by Button (1990) is based on earlier work by Quinet. 

From the point of view of transport and environment pohcy, it 
is important to understand which of the costs of transport are 
bom by users and which are not. Where users do not bear the 
full cost of transport, they are likely to make more use of trans
port services than is economically efficient (Button, 1994). 
DeLuchi et a l (1994) find that, in the United States, motor-
vehicle users bear about 70% of the overall cost of vehicle use 
(see Table 21-8). Most of the remainder relates to free parking 
provision and accident damage not paid for by insurance. 

Environmental extemal costs amount to $0.02 to $0.1 per km 
driven by cars (Bleijenberg, 1994; DeLuchi et a l , 1994; lEA, 
1993a; Kâgeson, 1994; MacKenzie et a l , 1992). Kâgeson 
(1994) gives total extemal costs for Germany in 1993 of 0.012 
European Currency Unit (ECU) (US$0.015) per tonne-km in 
trucks. External costs for trains are about 0.005 ECU 
(US$0.006) per passenger-km and 0.004 ECU (US$0.005) per 
tonne-km. 

Table 21-7: Estimates of total social cost (as p e r c e n t a g e of 
GDP) of transport in OECD c o u n t r i e s . 

Other All 
Cost Item Roada Modes» Transport̂  

Noise 0.10 0.01 0.3 
Local Pollution 0.40 0.4 
Total Pollution 1-lOc 
Accidents 2.00 1.5-2 
Total Travel Time 6.80 0.07 8.5 

(of which 2-3 
is due to road 
congestion) 

Use Expenditure 9.00 0.30 
Total 18.30 4.71 -
a Button, 1990. 
ь Quinet, 1994. 

This depends on the assumed damage costs associated with 
global cUmate change. 

Table 2 1 - 8 : Costs of m o t o r v e h i c l e use i n t h e United 
States ( D e L u c h i et a l , 1 9 9 4 ) . 

Percentage of 
Cost Item Driving Costs 

Money Costs of Driving 40-45 
Paid by user 30 
PubUc roads and services 5 

(not recovered through taxes and fees) (2) 
Private sector costs not paid by user 

(mostly unpriced parking) 5-10 

Non-Money Costs of Driving 55-69 
Bome by user (includes travel time) 40 
Not bome by user (mostiy accidents) 15-20 

(environmental effects on health) (2-10) 
Subtotal—due to road dust 1-7 
Subtotal—due to fuel/exhaust emissions 1-3 

The incorporation of nonmoney costs of driving as user fees or 
taxes is one of the most commonly discussed measures to 
reduce traffic congestion and pollution. The response of tians
port energy demand to costs, especially fuel prices, has been 
extensively studied since the early 1970s. Researchers find that: 

• A 10% increase in fuel prices results in a 1 to 6% 
short-term reduction in demand, according to most 
studies (Dahl and Stemer, 1991; Fowkes et a l , 1993a; 
Tanja et a l , 1992), although the effect of price 
increases is not symmetrical with the effect of price 
decreases (Dargay, 1993). In the long term, fuel-price 
increases encourage the use of more energy-efficient 
vehicles, and a 10% increase in gasoline prices can 
lead to a 5 to 16% reduction in demand. The response 
to fuel price falls as incomes rise, all else being equal 
(Goodwin, 1992; Greening et a l , 1994). Where sev
eral fuels compete and can be used in the same vehi
cles, small relative price changes can have a large 
effect on fuel choice (Greene, 1989; lEA, 1993a). 

• A 10% increase in car price leads to a 1 to 5% reduc
tion in total fuel consumption (Tanja et a l , 1992), but 
there is a complex interaction between the price of 
fuel, the prices of new and second-hand cars of dif
ferent sizes, car ownership, and car use (Mogridge, 
1983). Differential vehicle taxes related to energy 
efficiency can be one of the most econontically effi
cient means of encouraging the use of energy-efficient 
vehicles (DeCicco and Gordon, 1995). 

• Car and tiiick use is not affected noticeably when the 
costs of other tiansport modes fall, although rising 
public-ttansport and rail costs may encourage users to 
switch modes. Rail and bus travel do depend sti-ongly 
on the cost of car tiavel. Studies of the effects of 
transport costs have been carried out for different 
ttansport modes in many situations (Oum et a l , 1990; 
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Fowkes et a l . , 1993a, 1993b). In the United Kingdom, 
these studies indicate that a 10% increase in bus or 
urban metro fares reduces patronage by 3 to 4% in the 
short term and around 7% in the long term. 

• Various factors in addition to transport costs and 
income affect travel activity, including household 
size, the occupation of the head of the household, 
household makeup, and location (Hensher et a l . , 
1990; Jansson, 1989; Walls et a l , 1993). People in 
higher-skilled occupations, requiring higher levels of 
education, are more price- and income-responsive in 
their transport energy demand than people in lower-
skilled occupations (Greening and Jeng, 1994; 
Greening et a l . , 1994). Families are more price- and 
income-responsive in the early years of childrearing 
than in the later stages. 

Road-use charges can, in theory, help allocate available road 
space in the most economically efficient way. Road-use fees 
can be used to reduce both the explicit subsidies for road build
ing and maintenance and the implicit subsidies associated with 
the externalities of driving. By increasing the variable cost of 
driving, such changes can encourage travelers to share vehi
cles, travel shorter distances, or use altemative modes. They 
are expected to be most effective when charged to the driver at 
the time and point of use. Polak et a l . (1994) have analyzed the 
long-term impact of the Area Licensing Scheme in Singapore 
and found that a 10% increase in the cost of peak-period trav
el resulted in a 7% reduction in peak traffic in the short run and 
a 12% reduction in the long run. Toll rings in the Norwegian 
cities Oslo and Trondheim have reduced traffic by 4 and 8%, 
respectively (Polak and Meland, 1994; Ramjerdi, 1992). 

Parking fees can be an important component of any transport 
strategy. In many cities, employees are provided with free car 
parking at work. Studies in the United States (DOE, 1994) 
indicate that offering people in large cities the cash value of 
their parking place as an altemative would raise the effective 
cost of their trip to work by 116%. Of those offered the "cash-
out," 23% would accept it in the long term and choose altema
tive transport modes to commute to work. 

Many other market-based strategies have been proposed, rang
ing from "pay at the pump" insurance charges collected 
through filling stations to fuel-consumption permits that would 
be tradable between manufacturers. 

Revenues from charges imposed on cars and tiiicks can be used 
to subsidize ttansport modes with lower social costs and green
house gas emissions. Nevertheless, while keeping fares low 
may maintain existing ridership, it is unlikely to atttact many 
additional users from private ttansport witiiout other measures. 

2 1 . 4 . 5 . 1 . Vehicle Taxes 

Vehicle taxes are ttaditional sources of government revenue and 
conttols on imports. Cars usually are taxed at a higher rate than 

buses or trucks—a policy that promotes commercial activity as 
opposed to private car ownership. Many countries base purchase 
taxes or license fees on engine size or vehicle weight; this can be 
a powerful instrument to encourage the purchase of small, ener
gy-efficient cars. In some African countiies, taxes are used to 
discourage imports of second-hand vehicles, while, in others, 
vehicles older than five years are banned (Davidson, 1993). 

Recently, several governments have considered the possibility 
of using "feebates": taxes for vehicles with high fuel con
sumption along with rebates for vehicles with low fuel con
sumption. Such a scheme is in operation in Ontario, Canada, 
with a tax ranging from Can$75 to 4,400 (about US$55 to 
3,300) on new cars with fuel consumption over 6 L/lOO km 
sold in the province; purchasers of cars with fuel consumption 
under 6 L/lOO km receive a Can$100 (about US$75) rebate 
(Canada, 1994). 

2 1 . 4 . 5 . 2 . Fuel Taxes 

Road-transport fuel taxes mostly are used as a means of rev
enue raising, often to cover the costs of infrastructure and other 
transport services. Differential taxes are used in many coun
tries to encourage the use of cleaner fuels, such as unleaded 
gasoline and low-sulfur diesel, or altemative fuels, such as 
LPG, CNG, and alcohols. Taxes are usually higher on gasoline 
than on diesel, a cross-subsidy from car users to truck opera
tors that has a side effect of encouraging the use of diesel cars. 
The implications for C O 2 emissions are not clear: Diesel cars 
on average have lower C O 2 emissions per km than gasoline 
cars, but since the fuel is cheap, their owners will tend to drive 
their cars farther than do gasoline car owners. On the other 
hand, if gasoline taxes are higher than they otherwise would 
be, gasoline-car owners will tend to drive less. 

In the case of air ttavel, contracting states of the Intemational 
Civil Aviation Organization have agreed on a policy that fuel 
used for intemational operations should be exempt from all 
taxes (ICAO, 1994b). The world average price for aviation fuel 
for intemational scheduled services in 1991 was US$0.2/L 
(ICAO, 1994c). A 10% increase in fuel prices would lead to 
roughly a 1.5% increase in total passenger-travel costs and 
might be expected to lead to roughly a 1% short-term decrease 
in ttavel (based on ICAO, 1992). The longer-term effect of fuel 
prices on aircraft energy efficiency is expected to be quite large 
because the aviation industty pays close attention to life-cycle 
cost-effectiveness in considering aircraft design. 

21.4.6. Combining Measures 

Success in reducing greenhouse gas emissions will depend on 
using combinations of different measures. This applies in par
ticular to measures that aim to resttict ttavel or vehicle use. 
Consttaints on car use can have unintended effects; parking 
controls implemented alone could lead to increased ttavel 
(NOVEM, 1992). People making short ttips are more likely to 
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be discouraged by parking difficulties than those making long 
trips. Displacing short-trip traffic creates more parking space 
for long-trip traffic. Other measures such as fuel taxation, ener
gy-efficiency standards, or more general road pricing could be 
needed to avoid an increase in energy use for long trips. 
Similarly, if air travel is consttained by airport congestion, the 
promotion of high-speed rail as an altemative to short-haul air 
ttavel may reduce the number of short-haul flights, opening 
airport takeoff and landing slots for long-haul flights and 
encouraging additional energy use. 

Combinations of measures, including information and educa
tion, are needed to be effective in bringing about modal 

shifts. Drivers tend to underestimate the costs of car travel 
(partly because they only notice fuel costs) and overestimate 
the cost and inconvenience of ttavel by public transport 
(Brôg, 1993). 

Many cities have attempted to implement integrated transport 
policies, using a wide range of measures to reduce ttaffic and 
encourage the use of more energy-efficient, low-emission vehi
cles (ECMT/OECD, 1995). Usually, these attempts are hard to 
assess because it is difficult to judge what would have occurred 
if the policies had not been implemented. One analysis of the 
effect of the ttansport policy in Singapore is summarized in 
Box 21-5. 

Box 21-5. Singapore: Effects of Integrated Transport Policy 

Singapore is a small island state witii 2.8 million people in an area of 633 km^ (44/ha). Since the early 1970s, it has adopted 
a variety of measures to conttol the ttaffic problems associated with high population density and rapid economic growth. 

Computerized traffic-signal systems have been widely implemented in the central business district (CBD). 

The A r e a L i c e n s i n g Scheme (ALS), a road-pricing scheme introduced in 1975, was aimed at reducing morning peak ttaf
fic in the CBD. Drivers were required to purchase windscreen stickers, which were checked on entering the ALS zone. 
The program immediately reduced the number of vehicles entering the zone during the morning peak and shifted many 
people's moming commute habits. The success of the scheme led to its extension to include evening peak hours in 1989 
and then to the whole day in 1994. In 1996, an electronic road-pricing system will replace the ALS. 

The Weekend Car Scheme was introduced in 1991. Owners of cars registered under the scheme can normally drive only 
on weekends and receive a rebate on vehicle registration fees and import duty. They can purchase day licenses to operate 
their cars during the week in peak or off-peak hours. 

F i s c a l measures, including high import duties, vehicle registtation fees, and annual road taxes, have been implemented 
to discourage car ownership. In 1994, import duties and registtation fees amounted to 195% of car import values. 

The Vehicle Quota System was inttoduced in 1990, limiting new registtations of cars and other vehicles. New-vehicle 
buyers have to bid for quota allocations in a monthly public auction. 

Road tax increases with engine capacity, encouraging the purchase of small, energy-efficient cars. 

Fuel tax is approximately 40 US0/litre. 

P u b l i c transport is of high quality, with buses providing 
a 20 km/h average service. There is a 67-km mass 
rapid-ttansit system, with more than half of Singapore's 
homes and work locations within 1 km of the route. 

The road network has been upgraded and tiie capacity 
expanded constantiy to provide more efficient ttansport 
links and to maximize tiie effectiveness of die road system. 

Settlement planning is systematic, with colocation of 
homes, shops, schools, recreational facihties, factories, and 
offices in each of seventeen new towns or housing estates. 

The result of this combination of measures on traffic 
and energy use has been estimated by Ang (1992). 

Table 2 1 - 9 : E s t i m a t e d 1990fuel c o n s u m p t i o n in Singapore 
w i t h o u t c a r c o n s t r a i n t p o l i c i e s (in m i l l i o n s ofL). 

Gasoline Diesel 

Actual Consumption 741 465 
Impact of n o t having p o l i c y 
- Passenger ttaffic increase -(•153 
- Modal shift -1-218 -84 
- Shift to larger cars +52 
- Traffic congestion -1-122 -ь77 

Consumption without Policy 1286 458 

Esthnated Impact of Pohcy on Consumption -42% 4-2% 

Source: Ang, 1992, 1993. 
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As the Singapore example illustrates, measures of many differ
ent types can be coordinated to achieve one set of policy objec
tives. Many other examples can be found, including Curitiba, 
Zurich, Hannover, Oxford, and Portland, Oregon, where coor
dinated policies have been used to slow or even reverse the 
growth in car use (Rabinovitch, 1993; Brog, 1993; Ott, 1993; 
ECMT/OECD, 1995). 

Appropriate mixes of policies will vary between cities and 
countries. Birk and Zegras (1993) provide case studies of four 
Asian cities to illustrate different approaches to an integrated 
strategy for managing the environmental effects of transport. 
They summarize the potential for policy coordination in a 
matrix, on which Table 21-10 is based. 

21.4.7. Implementation 

Greenhouse gas emission reduction in the transport sector, 
more than in any other sector, depends on obtaining coopera
tion among the various stakeholders or interest groups who are 
able to take action or who might be affected by policies. 
Almost all members of society and all organizations have some 
involvement in the transport system. There are numerous over
laps between transport policy and other areas of government 
policy. Inevitably, there will be some clashes of interest, but 
there also will be areas of agreement. Where government 
departments and other institutions, organizations, and interest 
groups can agree on economic, enviromnental, and social aims, 
there will be more scope for a coordinated approach to trans
port policy. Coordination among regions is also important. 

The following steps are important in any attempt to implement 
transport policies. 

Understanding the current system and its e v o l u t i o n . Ideally 
this step would include: 

• Carrying out surveys of vehicle flow rates and occu
pancies, analyzing the records of commercial trans
port operators, and requesting them or requiring Üiem 
to keep records 

• Employing economists and social scientists to evalu
ate the importance of different aspects of the transport 
system to its users 

• Establishing processes for consultation with transport 
users and their representatives 

• Examining past trends and evaluating a range of pos
sible fiitures (a multidisciplinary team is more likely to 
produce a realistic view of the future than economists, 
planners, or engineers alone.) 

• Considering uncertainty by developing several sce
narios against which strategies can be assessed; a 
robust strategy is one that produces an acceptable out
come in all scenarios. 

These activities represent a significant and ongoing commit
ment of resources to data collection and monitoring that may 

not always be possible. Information-collection efforts can be 
approached in stages and have to be designed in the context of 
the resources available. 

Considering a wide range of measures. These might include 
taxes and fees, alternative-fuel promotion, standards for fuels 
and vehicles, land-use and infrastructure changes, and promo
tion of communication technologies. 

Evaluation of options would ideally involve a cost-benefit 
analysis, taking account of all of the social benefits and costs of 
each measure. While social accounting might become a viable 
and valuable tool at some time in the future, such techniques are 
not currently available, and some analysts doubt whether they 
ever will be—or should be—developed. In the absence of a sin
gle quantitative evaluation technique, policymakers can make 
use of multidisciplinary teams to identify costs and benefits of 
the various measures and to provide a qualitative evaluation. 

Consulting stakeholders. In addition to the importance of 
stakeholder consultation to obtain information about their 
needs and activities, measures in the transport sector are more 
likely to be effective if the people who will be influenced by 
the outcome are involved in the decision-making process. It is 
important for stakeholders to be given access to information in 
the development of transport policy and to be allowed to com
ment on and possibly correct it as the understanding of the sys
tem is developed. In many countries, some form of public con
sultation is a statutory requirement in the planning process. 
Consultation can be one of the most valuable steps in deci
sionmaking more generally, as it may generate new ideas, can 
help to select the most satisfactory outcomes, and can help to 
give the eventual users of the system a sense of ownership. 

Monitoring and adjustment. Even the best-planned measures 
are likely to have unexpected outcomes. These occurtences 
are opportunities to learn and can be dealt with, provided suf
ficient flexibility is allowed for in the plans. A key to success, 
therefore, is to plan responsiveness into the decisionmaking 
process by continuing data collection and analysis to monitor 
the effects of measures and to allow decisionmakers to make 
follow-up decisions. 
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Situation 

Options 

High level of existing 
infrastructure and strong 
influence on technology 

Rapidly developing infra
structure and relatively little 
influence on technology 

Small towns, relatively simple 
infrastructure, little influence 
on technology 

Reducing Vehicle 
Emissions 

Shifting to Cleaner 
or Altemative Fuels 

Shifting to Modes 
with Lower 
Emissions 

Transport Demand 
Management 

Transport 
Infrastmcture 
Development 

Land-Use Planning 

Impose vehicle standards or 
emission-related taxes/rebates 

Set up inspection and maintenance 
programs 

Driver and police training for 
efficient driving and traffic 
control 

Public-awareness campaigns 
Research, development, and 

demonstration (RD&D) 
Fuel-quality standards, mandates, 

and taxes 
Evaluate options for altemative 

fuels, especially in large fleets 
including public transport 

RD&D 
Provide facilities for 

nonmotorized modes 
Consider nonmotorized streets 

and zones 
Exclusive bus lanes and 

bus/tram priority 
Consider subsidies/fare controls 

for public transport 
Consider investment in public 

transport 
Regulate or charge for parking 
Consider vehicle-free zones 

or restrictions 
Consider road-user fees, and 

vehicle and fuel taxes 
Investigate telecommuting, etc., 

as altematives to transport 
Carpool and high-occupancy 

vehicle incentives 
Computerized traffic control 
Maintain and provide infra

stmcture for nonmotorized , 
and public ttansport 

Segregated nonmotorized and 
public transport cortidors 

Consider deemphasizing central 
zone as major focus of activity 

Encourage mixed use, non-
motorized/public ttansport-
oriented suburban development 

Promote mixed use and non-
motorized/public ttansport 
access in urban redevelopment 

Discourage parking provision in 
development and redevelopment 

Work with other cities and 
regions to encourage use of 
improved vehicles 

Set up inspection and 
maintenance programs 

Driver and police ttaining for 
efficient driving and traffic 
control 

Public-awareness campaigns 

Work witii otiier cities and regions 
to encourage use of cleaner fuels 

Evaluate options for alternative 
fuels, especially in large fleets 
including public transport 

Exclusive bus lanes and bus 
priority 

Segregate nonmotorized modes 
Consider possibility of rail 

conversion to exclusive bus 
lanes 

Consider subsidies/fare controls 
for public transport 

Consider investment in public 
transport 

Restrict on-stteet parking 
Consider vehicle-free zones 

or restrictions 
Consider road-user fees, and 

vehicle and fuel taxes 
Investigate improved communi

cation as altemative to ttansport 
Carpool and high-occupancy 

vehicle incentives 
Improved ttaffic control 
Maintain and provide infra

stmcture for nonmotorized 
and public ttansport 

Segregated nonmotorized and 
public ttansport cortidors 

Consider bypasses 
Desegregate land use; allow mixed 

use in central business disttict 
Promote mixed use and non-

motorized/public ttansport 
access in new development 

Encourage mixed use, non-
motorized/public ttansport-
oriented suburban development 

Work witii otiier cities and regions 
to encourage use of improved 
vehicles 

Set up mspection and mamtenance 
programs 

Driver and police training for 
efficient driving and traffic 
control 

Public-awareness campaigns 

Work with otiier cities and regions 
to encourage use of cleaner fuels 

Evaluate options for altemative 
fuels, especially in large fleets 
including public transport 

Begin to give priority to mass 
fransit in urban ttansport pohcy 

Ensure access to public transport 
Exclusive bus lanes and bus priority 

in new development 
Segregate nonmotorized modes 

Formal parking conttols or fees 
Consider vehicle-free zones 

or restrictions 
Investigate long-term role of 

road-user fees to manage ttaffic 
Investigate improved communi

cation as altemative to ttansport 
Car-pool and high-occupancy 

vehicle incentives 
Improved traffic control 
Give priority to pubhc ttansport and 

nonmotorized ttansport in new 
infrastmcture 

Ensure ttansport development that 
enhances rather tiian hampers 
economic health of central 
business district 

Take ttansport ttends into account 
and plan transport services in 
coordination with other 
development 
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EXECUTIVE SUMMARY 

This chapter provides a summary of current knowledge of 
options for reducing the emissions of greenhouse gases 
(GHGs) in human settlements. The largest portion of GHG 
emissions in human settlements is in the form of carbon diox
ide (CO2) from energy use in buildings (including emissions 
from power plants that produce electricity for buildings), 
amounting to about 1.7 billion tons of carbon. The other three 
major sources of GHG emissions are methane from urban solid 
waste (equivalent to 135-275 million tons of carbon in the 
form of CO2), methane from domestic and industrial waste
water (200-275 million tons of carbon equivalent), and a vari
ety of GHGs produced through the combustion of biomass in 
cookstoves throughout the developing world (estimated to be 
100 million tons of carbon equivalent). This chapter does not 
cover CO2 emissions from the combustion of biomass; this 
complex topic is treated in Chapters 15 and 24. 

Regarding CO2, we note the following: 

• Residential buildings contributed 19% of total global 
emissions of CO2 in 1990. 

• Commercial buildings contributed an additional 10% 
of total global emissions of CO2 in 1990. 

• Industrial (primarily OECD) countries produced 63% 
of global C O 2 emissions in 1990; 19% came from the 
former Soviet Union and Eastem Europe and 18% 
from the developing world. 

• Overall growüi in emissions of CO2 from buildings was 
slightly over 1 % per year from 1973 to 1990. Almost all 
of this growth took place in die developing world and in 
the former Soviet Union and Eastem Europe. 

Key Factors Affecting the Growth of Greenhouse Emissions 

The potential for the greatest growth in C O 2 emissions—in 
both percentage and absolute terms—is in the developing 
world, where per capita energy consumption in human settle
ments is very low. Even in the industrialized countries, how
ever, if policies to minimize such emissions are not enacted 
and rigorously carried out, the already high levels of C O 2 emis
sions can increase. The most significant factors influencing the 
growth of GHG emissions in human settlements are likely to 
be efficiency of energy use, carbon intensity of fuels used 
directíy in human settlements or to produce electricity, popula
tion growtii, the nature of development in the developing 
world, the nature and rate of global economic growth, and 
implementation of poticies that are directed toward fulñlling 
national commitments to reducing GHG emissions. 

Technical and Economic Potential 
for Reducing GHG Emissions 

Many cost-effective technologies are available to reduce ener
gy consumption and hence CO2 emissions. Some examples 
include more efficient space-conditioning systems; improved 
insulation and reduced air leakage in windows, walls, and 
roofs—leading to reduced heat losses; and more efficient light
ing and appliances (refrigerators, water heaters, cook stoves, 
etc.). In addition, measures to counter trends toward higher 
ambient temperatures in urban areas through increased vegeta
tion and greater reflectivity of roofing and siding materials can 
yield significant reductions in space-cooling energy require
ments in warm climates. Finally, technologies for capturing 
methane gases and converting them to useful puфoses exist 
and are cost-effective in many applications. Other technolo
gies that can reduce or prevent the formation of methane (e.g., 
in landfills) are also increasingly available. 

Policy Options 

Policy options for reducing the growth of carbon emissions 
from human settiements include energy pricing strategies, reg
ulatory programs, utility demand-side management programs, 
demonstiation and commercialization programs, and research 
and development. Each type of program has been carried out, 
primarily in industrialized countries, and many have achieved 
significant energy savings. 

Because there has been considerable experience with these 
policies in many industrialized countries and because the tech
nical and economic potential for energy savings is still high 
even after many years of improved energy efficiency, improve
ments in energy efficiency will be possible for many years. 
The developing world has even greater opportunities to 
improve energy efficiency. However, resources need to be 
made available (especially collaborations in training activities 
and institution building) so that these countries can develop the 
expertise to bring about higher efficiency. 

Energy Scenarios: Potential Impacts of Energy Efficiency 

Many "business-as-usual" energy scenarios postulate a 2% 
annual growth in buildings' energy use—much like that 
observed during the past several decades. Under the assump
tion that developing-country economies continue their growth 
at current rates and that industrialized economies continue their 



growth at a slower rate than in the past, this 2% annual growth 
in energy use in buildings assumes significant continued 
improvement in energy efficiency. 

Aggressive energy-efficiency scenarios for buildings show 
reductions in overall energy demand growth of 0.5 to 1.0% per 
year. Over 35 years (1990 to 2025), a 2% annual growth rate 
leads to a doubling of energy use; 1.5% per year leads to a 68% 
increase; and 1% per year leads to a 42% increase. Thus, ener
gy efficiency alone could contribute about half of the reduc
tions needed to maintain 1990 levels of C O 2 emissions. Such 
energy efficiency scenarios, however, will require strong and 
significant policy measures, well beyond what has been adopt
ed to date. In addition to energy and economic policies, the 

growth of CO2 emissions will also depend critically on world
wide population growth. 

During the same period (through 2025), technologies for con
trol of methane entissions from landfills and wastewater can 
achieve relative emissions reductions comparable to those of 
energy-efficiency measures. 

Scenarios for the longer term that are aimed at increasing the 
efficiency of energy use while providing needed energy ser
vices suggest that radical transformations in the ways energy is 
used are possible. A plausible case can be made for a society 
that meets human needs and aspirations that is not nearly as 
energy and resource intensive as today's society. 
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2 2 . 3 . 2 . 3 . Former Soviet Union/Eastern Europe 

Overall, increased demand for energy services in the resi
dential sector in the FSU/EE will depend critically on how 
soon the region can reestablish its various economies. 
Following fundamental restructuring of the economies and 
economic recovery, the demand for increased energy ser
vices will be largely driven by two factors: increasing 
housing area per capita (which could rise very rapidly 
under favorable economic conditions) and increasing 
demand for appliances. Population is growing slowly, but 
household size (currently between 3 and 3.5 persons) will 
fall as more housing is built. House area may grow, partic
ularly if private initiatives lead to increased construction of 
low-rise and detached (or semi-detached) housing. Central 
heating penetration will increase, particularly outside of 
large cities with district heat. Ownership of various elec
tric appliances also will grow somewhat, as will their size 
and features. 

2 2 . 3 . 3 . Activity Levels in Commercial Buildings 

22.3.3. L Industrialized Countries 

Between 1973 and 1988, the service sector grew 1.3 times as 
fast as total gross domestic product (GDP) in the United States, 
1.4 times as fast in Japan, and 1.8 times as fast in the former 
West Germany. The service sector is expected to continue to 
grow more rapidly than GDP in the industrialized countries for 
the foreseeable future. 

Expansion of service-sector floor space is likely to be 
especially strong in health-care (because of aging popula
tions) and leisure-related buildings (because of increased 
leisure time among workers and growth in the numbers of 
retired persons). Both of these sectors are relatively energy-
intensive. 

2 2 . 3 . 3 . 2 . Developing Countries and Former Soviet 
Union/Eastern Europe 

Large increases in service-sector floor area will occur in the 
developing countries. Many types of services that have fed 
the growth of the commercial sector in industrialized coun
tries are just beginning to expand in many developing coun
tries. Hotels and other facilities for tourists also will grow 
substantially. In the public sector, growth in population will 
require a substantial increase in education and health-care 
buildings. 

The FSU/EE region currently has less than 5 m2 of service-
sector area per capita—about half the level of Italy 
(Cooper and Schipper, 1991). Office and retail space will 
increase considerably to meet the demands of the emerg
ing private sector. Growth also will occur in lodging and 
restaurants. 

22.4. Potential for Reducing GHG Emissions 

2 2 . 4 . 1 . Residential Buildings 

The potential for cost-effective improvement in energy efí̂ i-
ciency in the residential sector is high in all regions and for all 
end-uses. Although a large majority of the net global C O 2 
emissions from the residential sector is from industriahzed 
countries, theh share of the technical potential for improve
ment is somewhat smaller for two reasons. First, considerable 
improvement in the energy efficiency of existing homes, new 
homes, and equipment in the industrial countries has already 
taken place over the past two decades, prompted both by high
er energy prices and by policies and programs. Thus, the 
potential for further cost-effective gains, while still consider
able, is less than it was in the past. 

Second, growth in both the number of households and in 
equipment stocks per household is increasing much faster in 
the developing countries than in the industiiaUzed countiies, 
and the average efficiency of new equipment is lower because 
of the need to keep initial costs low. Much of the new equip
ment uses electricity, and a good share of the growth in own
ership is occurring in countries whose power supply is likely 
to be donünated by coal. Thus, there is much potential to affect 
future CO2 emissions by improving the efficiency of residen
tial buildings and appliances in these countries. 

2 2 . 4 . 1 . 1 . Space Conditioning 

Space conditioning (heating and cooling) accounts for about 
half of residential CO2 emissions from North America and 
Europe; the largest portion of this is heating rather than cooling. 
In contrast, relatively little energy is consumed for space con-
ditioiting in developing countries, with the important exception 
of China. This is due, in part, to the much warmer climate in the 
majority of developing countries and, in part, to the lower level 
of economic development. As these countries develop, air con
ditioning will consume rapidly increasing amounts of energy. 

The energy consumed for space conditioning can be reduced 
through increases in the thermal integrity of buildings (i.e., 
improvements in walls, roofs, and windows), increases in the 
efficiency of space-conditioning equipment, and improved 
controls for such equipment. Other ways to alter buildings to 
reduce energy use include reductions in leaks in ducts carrying 
hot or cold air to the conditioned space (of particular impor
tance in North America), design changes (e.g., the use of pas
sive solar design), and envkonmental changes (e.g., the adop
tion of increased shading and wind breaks from trees and other 
vegetation). Finally, behavioral factors, such as the timing and 
level of indoor-temperature settings, have a great deal of influ
ence on the energy use of residences. 

Switching from high-C02 to low- or ПО-СО2 energy sources 
also can reduce C O 2 emissions from space heating. In the 
industrialized countiies, a significant shift to natural gas and 
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nuclear-generated electricity has already occurred during the 
past 20 years; furtiier movement toward gas is likely in 
Western Europe. Eastem Europe and China have considerable 
potential for switching away from inefficient coal stoves to gas 
or district heating. 

2 2 . 4 . 1 . 1 . 1 . Building thermal integrity 

Opportunities to enhance the energy efficiency of a building 
shell occur throughout a building's lifetime. Prior to constmc-
tion, designs with proper orientation, adequate insulation lev
els, overhangs, and high-quality windows will reduce energy 
use. In constraction, proper sealing and adequate and well-dis
tributed insulation will reduce losses tiirough building shells. 
Lastly, retrofits—such as the addition of insulation, and storm 
doors and windows, as well as reduction of thermal bypasses 
and ahr leakage—often can save considerable energy. Reducing 
infiltration is particularly important in many climates; tech
niques now exist to do this while minimizing the impact on 
indoor-air quality. So-called "low-energy" homes have demon
strated the technical feasibility of reducing heating require
ments to very low levels through the use of high levels of insu
lation, passive solar design techniques, and other measures, but 
these have achieved only limited market penetration to date. 

Low-emissivity (or low-e) coatings (clear coatings added to 
glass surfaces) allow the transmission of solar radiation into 
the interior but reduce radiative heat losses (Rosenfeld and 
Price, 1992). The addition of a low-e coating can reduce the 
heat losses of a double-pane window by about one-third. Low-
e windows cost 10 to 20% more than regular windows and 
therefore are generally cost-effective. A double-pane window 
with gas-filled spaces and two suspended reflective films 
inside can reduce heat loses by 75%. Improvements in win
dow frames—e.g., greater use of thermal breaks to limit con
duction losses through the frame—offer another opportunity 
for energy savings. 

A study for the former West Germany that evaluated homes of 
different vintages in five building types found that, on average, 
investments that save 40% of baseline heating energy would be 
cost-effective even when future energy prices are low (Ebel et 
a l , 1990). A 50% reduction in energy expenditure, however, 
costs considerably more and would be cost-effective only 
when energy prices are high. 

In the United States, recent studies estimate that energy savings 
of 30 to 35% could be attained between 1990 and 2010 through 
rettofits in dwellings built before 1975, but only about half of 
these rettofits would be cost-effective (EIA, 1990; Koomey et 
a l , 1991). The energy-savings potential for dwellings built 
between 1975 and 1987 is somewhat less than that for tiiose 
built before 1975. In the United States, an estimated 25% of 
residential heating and cooling energy use is associated with 
losses through windows (Bevington and Rosenfeld, 1990). 
Analysis for the U.S. housing stock suggests that most cost-
effective, currently available energy-savmg window systems 

could reduce energy losses through windows by two-thirds 
(Frost e t a l , 1993). 

Among industrialized countties, Sweden has gone the furthest 
in institutionaUzing high levels of thermal integrity in new 
homes (Schipper et a l , 1985). Adoption of Swedish-type prac
tices, which rely heavily on factory-built components, in the 
rest of Westem Europe and North America would probably 
bring a reduction of at least 25% in the space-heating require
ments of new dweHings relative to those built in tiie late 1980s 
(Schipper and Meyers, 1992). 

Building practices in Eastem Europe have resulted in energy 
efficiency that is well below Westem levels (Cooper and 
Schipper, 1991; Meyers et a l , 1993b). Although there are no 
reUable estimates for the magnitude of energy savings that 
could be achieved by improving the thermal characteristics of 
building shells, the potential is Hkely to be much greater than 
for Westem Europe. Particularly large improvements are pos
sible through reducing air infilttation, increasing roof insula
tion, and improving the performance of windows. Adequate 
metering and occupant control systems are needed. 

In developing countries where the use of air conditioning is ris
ing, improvements in building thermal integrity can reduce 
cooling requirements. A study for Thailand found that 
installing 7.5 cm of insulation in the attic of a typical single-
family house would reduce air-conditioning requttements 30% 
(Parker, 1991). For new homes, building design, reflective 
materials, and landscaping strategies that minimize solar gains 
in the summer and enhance natural ventilation can eliminate 
the need for mechanical cooting even in warm climates and 
reduce cooUng loads in hot, humid climates. 

China has a large number of households in regions requiring 
heating, a large potential for growth in heating demand as 
restrictions on heating are eased, and heavy reliance on and 
inefficient use of coal. Considerable potential exists to 
improve building thermal integrity (especially in new build
ings). Since indoor temperatures in most homes are lower than 
desired, some or even most of the savings from efficiency will 
go toward greater indoor comfort rather than reduced energy 
use. Even so, increases in wall and ceiling insulation and in the 
thermal characteristics of windows can reduce energy use by 
40% relative to mid-1980s practice, while allowing a consid
erable increase in indoor temperatures (Huang, 1989). The 
govemment has inttoduced a standard that calls for new build
ings in cities to be designed to use 30% less heating energy rel
ative to 1980 practice, with implementation in the early stages 
(Siwei and Huang, 1992). 

2 2 . 4 . 1 . 1 . 2 . Space-heating equipment and 
a i r distribution systems 

In 1992, the United States set a minimum efficiency of 78% for 
new gas-fired, warm-air fumaces. However, units using "con
densing" technology, in which the latent heat of water in the 
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flue gas is recovered, are far more efficient—in the range of 90 
to 97%. At present, sales of condensing furnaces are 20 to 25% 
of total sales, even though their price is considerably higher 
(typically about $600 more than noncondensing units). The 
cost-effectiveness of these furnaces depends on the chmate and 
the cost of fuel; measured energy savings from condensing-
fumace installations in colder climates in the United States 
yield simple paybaclcs of 4 to 7 years (Cohen et a l , 1991). 

Electric ak-source heat pumps are about twice as efficient as 
electric resistance heaters, and technological improvements 
could increase tiie coefficient of performance (COP; the heat 
delivered divided by the energy consumed by the pump) to as 
high as 5 in moderate climates (Morgan, 1992). Ground-source 
heat pumps are even more efficient than air-source heat pumps 
(U.S. EPA, 1993f). Heat pumps are most effective where both 
heating in winter and cooling in summer are needed. 

Recent research has indicated that, for houses in the United 
States in which hot or cold air from the furnace or air condi
tioner is carried by ducts in contact with the outside, leaks and 
thermal losses from the ducts are typically 30 to 40% of the 
energy carried by the ducts (Modera, 1993). New techniques 
are under development to tteat ductwork in existing and new 
houses to reduce or ehntinate these leaks (Jump and Modera, 
1994; Modera et a l . , 1992; Treidler and Modera, 1994; and 
Proctor eí a/., 1993). 

In the FSU/EE, the majority of residential complexes are heat
ed through district heating systems, with or without cogenera
tion. In addition to significant technical efficiency improve
ments in these often-antiquated heating systems and better 
insulation of pipes that carry heat to and among buildings and 
apartment units, energy savings can be realized through 
improvement of the operation and control of heating systems. 
Lack of metering and controls for district heat discourages 
household conservation efforts. Options include repairing 
inoperative radiator valves and installing thermostats and indi
vidual apartment meters. The latter cannot be easily installed 
in all buildings, however, because heating systems piped in 
series (where the output of one radiator is the input to another) 
require the installation of a bypass pipe. Building heat-distri
bution systems can be improved through controls that adjust 
hot-water temperature in response to outdoor temperature, shut 
off the hot water when no space heating is necessary, or set 
back temperatures at night (U.S. Congress, OTA, 1993b). 

In China, 75% of heated residential space is heated by coal-
burning stoves, and 25% is supplied through small boilers or 
disttict-heating systems (Liu, 1993). The efficiency of centtal-
heating systems in China often is quite low, and there are many 
opportunities for cost-effective efficiency improvements (Liu, 
1993). Conversion from coal-burning stoves to more modern 
heating systems appears to increase energy use; however, it 
does greatiy reduce indoor air pollution, provide better conti-ol 
of temperature, and greatiy reduce personal effort and incon
venience. Thus, tiends to modernize heating in urban areas of 
China could actually increase carbon emissions as compared 

with direct coal-burning stoves, but that increase can be mod
erated by investments in efficient equipment. 

2 2 . 4 . 1 . 1 . 3 . Air-conditioning equipment 

Efficiency improvements for air conditioners include better 
intemal insulation in the equipment, larger heat exchangers, 
higher evaporator temperatures, dual-speed or variable-speed 
compressor motors to reduce on-off cychng, more efficient 
rotors and compressors, advanced refrigerants, and more sophis
ticated electtonic sensors and conttols (Morgan, 1992). A typi
cal centtal ak conditioner in the United States purchased in 1990 
was 36% more efficient than a 1976 model (Levine et a l , 1992). 
The most efficient models in the market are 40% more efficient 
tiian the average new model; 20% efficiency gains over the aver
age new model are cost-effective in many regions of the United 
States (Levine et a l , 1992; and Koomey et a l , 1991). 

In the developing countries in particular, considerable 
improvement in the efficiency of air conditioners is possible 
through more widespread use of design options that are com
mon in the industrialized countries (Meyers et a l , 1990). In 
Thailand, for example, the average home air conditioner draws 
1.6 kW, whereas the best units require less than 1 kW to pro
vide the same coohng capacity (Parker, 1991). 

2 2 . 4 . 1 . 2 . Water Heating 

As with space heating, water heating is a major end-use, mainly 
in North America and Europe. Increased insulation of water 
heaters, electtonic ignition of gas water heaters, and higher effi
ciency gas bumers all promise significant savings over conven
tional technology. Air-source heat-pump water heaters can pro
vide very high efficiency in warm climates; exhaust-ah heat 
pumps (in which the heat from the exhaust air in ventilation sys
tems is pumped into the stored hot water) are another promising 
option. Ground-source heat pumps (for space conditioning and 
heating water) can further increase efficiency and allow applica
tion into colder climates. In Eastem Europe, separate provision 
of domestic hot water from space heating—to reduce the enor
mous summertime losses in large-scale heat systems that pro
vide only domestic hot water—can contribute energy savings. 

Although water heating is not a major end-use in developing 
countries, it is becoming more common. Options similar to 
those common in the industrialized countries are available, but 
increased insulation for storage water heaters yields smaller 
benefits in warm climates. Solar water heaters are cost-effec
tive in many areas, provided demand for hot water is sufficient, 
but tiieir high initial cost is a bartier. 

2 2 . 4 . 1 . 3 . Lighting 

In most developing countries, lighting is the most important 
electiic end-use. Expanded use of compact fluorescent lamps 
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(CFLs), which require 20 to 25% of the electricity of standard 
incandescent lamps to produce the same light output, could 
have a major impact there. Studies of the potential for CFLs in 
India and Brazil have shown that thek use would be highly 
cost-effective from national and utility perspectives (Gadgil 
and Jannuzzi, 1991). The cost of avoided peak installed elec
tric capacity from the use of CFLs rather than incandescent 
lamps is as low as 10% and 15% of the cost of new installed 
capacity for Brazil and India, respectively, but subsidized elec
tricity prices and the high initial cost of CFLs limit thek attrac
tiveness to households. The extent to which these lamps spread 
will depend on programs to overcome the first-cost barrier. 

Replacing a kerosene wick lamp with a 16-watt compact fluo
rescent lamp increases light output 22-fold, while reducing the 
fuel-use rate by a factor of 8, even taking into account energy 
losses in generating electricity (van der Plas, 1988). The poten
tial for cost-effective energy savings in electric lamps is espe
cially large for households that do not yet have access to elec
tricity. According to one estimate, some 2.1 billion people 
(about 35% of the world total) do not have electricity (Efforsat 
and Farcot, 1994); they consume an estimated 0.29 EJ of 
kerosene (Dutt and Mills, 1994; Dutt, 1994). 

2 2 . 4 . 1 . 4 . Cooking 

Cooking is a relatively minor end-use in the industtiaHzed 
countties and Eastem Europe, but к is the largest home energy 
use in most developing countries. Its predominant role is 
caused not only by the low saturation of other equipment and 
the lack of space-heating demand but also by the low conver
sion efficiency of the biomass stoves upon which most house
holds rely. Traditional stoves are only 12 to 18% efficient. 

The impact of the transition from biomass fuels to kerosene 
and liquid petroleum gas (LPG) on global warming depends on 
the source of the biofuels (whether harvested sustainably or 
not), the magnitude of products of incomplete combustion 
(PIC) from biomass stoves, and the global warming potential 
(GWP) of PIC, which can be considerable. PIC from biomass 
stoves include CO, methane, and a range of volatile organics. 
As a mixture, the total PIC GWP from a typical biofuel stove 
is usually greater than the GWP of the same amount of carbon 
as CO2. Exactiy how much greater depends on whether indi
rect as well as direct warming effects are included in the GWP 
calculations, the time horizon used, and the particular PIC 
mixture. A kerosene stove produces far less PIC; in addition, 
much less carbon is involved because a kerosene stove is more 
efficient and the fuel has more energy per carbon atom than 
does biomass. In a measured experiment based on cooking the 
same meal on a kerosene stove and a wood stove, the com
bined GWP of CO2 (assuming nonsustainable harvest) and PIC 
(assuming a 20-year time horizon and including indirect 
warming effects) was about five times greater for a wood stove 
than for a kerosene stove (Smith et a l , 1993). Using a 100-
year time horizon would reduce the effects of combusting bio
mass in a wood stove to about 2.5 times that of a kerosene 

stove. These factors are highly uncertain because the GWP of 
PICs is not known accurately (IPCC, 1994). 

Fuel used for cooking a standard meal can be reduced by 30 to 
40% through improved wood-buming stoves (Leach and 
Gowan, 1987; Smith, pers. comm.). An additional 50% fuel 
savings could be realized by switching to a kerosene stove 
(Dutt and Ravindranath, 1993). Although producing a signifi
cant savings, the switch from wood to kerosene reduces fuel 
use less than expected because some of the fuel savings is 
taken back through improved cooking (Fitzgerald et a l , 1991). 
Where fuelwood is gathered and ttaditional cookstoves are 
homemade, there are no direct economic benefits to the house
holds of switching to kerosene for cooking. In urban areas, or 
wherever fuelwood is sold, improved fuelwood stoves as well 
as kerosene stoves are likely to have far lower life-cycle cost 
(Dutt and Ravindranath, 1993). The diffusion of improved 
fuelwood stoves often has failed, however, because they did 
not fulfill cooking requirements or because of cultural factors, 
especially in raral areas (Piacquadio Losada, 1994). 

Biogas, derived from the anaerobic decomposition of crop 
wastes and dung, is an altemative cooking fuel, either at the 
household level or at a community level. The production and 
use of biogas can result in no net C O 2 emissions and overall 
reduction in methane emissions compared to spontaneous 
decay. However, production of biogas as a cooking fuel is not 
economical compared to improved fuelwood or kerosene 
stoves (Dutt and Ravindranath, 1993). 

Ethanol produced from sugar-cane fermentation is an altemative 
cooking fuel in areas with surplus sugar-cane production. At the 
lower end of the range of ethanol production costs, around 
$7/GJ (Ahmed, 1994), ethanol could be cost-competitive with 
other cooking alternatives (Dutt and Ravindranath, 1993). There 
are no net emissions of CO2 from the use of biogas or etiianol. 

Solar ovens are used to replace biomass fuels in many develop
ing countries. Use of these ovens reduces the harvesting of car
bon-sequestering trees and eliminates GHG emissions from 
buming wood or substitute fuels, such as kerosene and LPG. 
Currently, an estimated 100,000 solar ovens are in use in China, 
and more than 300,000 in India. Other countries with large 
numbers of solar ovens include Kenya, Costa Rica, Jamaica, 
Guatemala, Belize, El Salvador, and Honduras. 

In the industriaUzed countries, there is relatively limited potential 
(10 to 20%) to improve the energy efficiency of primary cookmg 
devices. In these countties, cooking energy use per household is 
likely to decline somewhat because of the proliferation of smaU 
kitchen appliances and changes in cooking habits (e.g., increased 
use of microwave in place of infrared heating systems). 

2 2 . 4 . 1 . 5 . E l e c t r i c Appliances 

Because most home appliances have lifetimes of 10 to 20 
years, changes in new appliances shape the intensity of the 
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stock rather quickly. Such changes can be significant in devel
oping countries, where stocks are growing rapidly. 

A series of analyses conducted to support setting energy-
efficiency standards in the United States estabUshed consider
able potential for cost-effective efficiency improvement for 
most major elechic appliances (U.S. DOE, 1989a, 1989b, 1990, 
1993). For new refrigerators in the United States, the average 
efficiency (measured in terms of refrigerated volume per unit of 
electricity consumption) has increased by almost 200% 
between 1972 and 1994 (Association of Home Appliance 
Manufacturers, 1995). Energy use has not declined in propor
tion to the increase in efficiency because of new features such 
as icemakers and larger model sizes. Standards applied in 1993 
reduced electricity use by 28% relative to the average model 
produced in 1989 (Turiel e/aZ., 1991). Advanced compressors, 
evacuated panel insulation, and other features have the poten
tial to produce commercial and cost-effective refrigerators that 
consume half as much electricity per unit volume as those that 
meet the 1993 standard. Such a refrigerator would consume 
20% as much electiicity as a typical 1972 U.S. model. Recent 
studies found similar results for European refrigerators and 
freezers (Lebot et a l , 1991; GEA, 1993). 

For clothes washers and dishwashers, analysis for the United 
States found that design options that reduce energy use by 30% 
(including energy to heat water) are cost-effective (EIA, 1990). 
For clothes washers, a change from vertical-axis to horizontal-
axis technology would reduce energy use by about two-thirds 
relative to the baseline (mainly because of much lower use of 
hot water). Increasing the spin speed during the spin-dry cycle 
of a clothes washer can reduce drying energy use by 30 to 50% 
(because much less energy is expended in mechanical water 
removal tiian in thermal water removal). Many European wash
ers are horizontal axis and use higher spin speeds than are stan
dard in the United States. For clothes dryers, the cost-effective 
reduction in energy use is only 15%, but much greater savings 
(about 70% relative to the baseline) are possible tiirough the use 
of a heat-pump dryer. The latter has a significantiy higher cost, 
but a prototype has been developed and successfully tested. 

In Eastem Europe, inefficient components are currently being 
used in most domestic appliances. Refrigeration appliances 
produced in Poland consume substantially more energy than 
similar models made in Westem Europe (Meyers et a l , 1993a). 
Production facilities are in need of substantial modemization 
to produce higher quality and more-efficient appliances. 

In the developing countties, the most important appliance to 
target for efficiency improvement in the near term is the 
refrigerator, whose saturation is growing rapidly. In the longer 
term, air conditioners will be of great importance. The major
ity of refrigerators and air conditioners sold in the developing 
world are well below the state of the art, although the lack of 
test data makes detailed knowledge of efficiency and energy 
use impossible (Meyers et a l , 1990). A study that considered 
a variety of appliances in Indonesia estimated that the use of 
best-available cost-effective technology would resuh in a 

reduction in energy use of 20 to 30% relative to the 1988 stock 
average (Schipper and Meyers, 1991). 

22.4.1.6. The Overall Potential for Residential Energy Savings 

Several studies at the national and regional levels in the indus
trial countties have developed estimates of future residential 
energy use if greater use is made of energy-efficient technolo
gies and practices. Estimating cost-effective savings is a diffi
cult task. Technology is just one of many factors affecting 
energy use, and the effects of technological change may be 
masked by population increases, demographic shifts, and 
other factors. Technology is not stagnant; costs, performance, 
and efficiencies change as technology is improved and 
refined. The diversity of the building stock, climatic varia
tions, and uncertainty over future energy costs all make esti
mating the economic potential for energy savings an uncertain 
exercise. Furthermore, there are several measures of cost-
effectiveness, and one can consider different perspectives— 
such as the consumer, the utility, and society as a whole. 
Finally, one can vary the values of inputs in economic calcu
lations, notably the discount rate. 

Bearing in mind the inevitable uncertainties and effects of the 
different definitions of "cost-effective," it is nevertheless use
ful to review estimates of the energy savings that could result 
from greater use of cost-effective technologies.'' 

One study estimates that, relative to the predicted business-as-
usual 2010 consumption, 13% of the energy used in U.S. 
homes could be saved with cost-effective technologies; 26% 
could be saved with technically feasible, but not necessarily 
cost-effective, technologies (EIA, 1990). These estimates are 
at the low end of the range of cost-effective savings found in 
other studies, probably partly due to conservative assumptions 
conceming building shell retrofits. 

One assessment of the residential efficiency potential for electii
cal end-uses in the United States looked in detail at measures for 
all end-uses and different building types (Koomey et a l , 1991). 
The sttidy estimates 40% cost-effective savings for the year 2010, 
where savings were calculated from a baseline with energy effi
ciency fixed at today's levels, current energy prices were used, 
and no new technology was assumed (see Figure 22-4).̂  

" This refers to technologies that save energy at a cost lower than 
the average cost of energy or the cost of new supply, depending on 
the measure of cost-effectiveness used. The cost may be calculated 
using a discount rate of 6-10% real, reflecting the customers' cost 
of capital in an industrialized country, or 3-4% real if a social dis
count rate is used. 

5 As noted, the baseline assumes that buildings and appliances exist
ing in 1990 remain at 1990 efficiency levels (no retrofits) and that 
all new homes and appliances that enter the stock remain at the 
efficiency of new systems in 1990. Thus, stock turnover reduces 
average energy intensities in the baseline case even though new 
and existing devices are frozen at their 1990 efficiencies. 
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Figure 22-4: Conservation supply curve for electricity in the U.S. 
residential sector (each "step" represents a specific electricity 
conservation measure). 

Studies conducted in Japan have assessed cost-effective 
energy savings potential in the year 2010 and thereafter 
(Japanese Environment Agency, 1992; Tsuchiya, 1990). The 
greatest energy savings for residential buildings would come 
from reduction of heating demand through greater insulation 
in the building envelope and double-glazed windows; provi
sion of space heating and cooling, along with hot water, 
through multifunction heat pumps; and introduction of solar 
water heaters. Without energy-efficiency improvements, 
C O 2 emissions from residential energy use in Japan are pro
jected to increase to 150% of 1990 levels by 2010; with a 
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strong effort to implement cost-effective efficiency measures, 
C O 2 emissions are projected to be 107 to 123% of 1990 lev
els. In the longer term (2020 and beyond)—with more time 
for turnover of building and equipment stock—energy-effi
ciency measures are projected to be able to bring COj emis
sions to 97% of 1990 levels. 

The energy savings and costs associated with a variety of mea
sures that could be applied for existing and new housing in 
former West Germany, France, Italy, the United Kingdom, and 
the Netherlands are evaluated by Krause et a l . (1994). Cost-
effective savings of 40 to 45% in heating requirements are con
sidered possible for gas- or oil-heated residential buildings 
existing in 1985 that survive to 2020. Cost-effective savings of 
28 to 35% are estimated for existing buildings with district 
heating systems. For residential buildings built between 1985 
and 2020, heating energy requirements could be reduced in a 
cost-effective manner by as much as 70%. 

Although the modem sector of developing countries shares 
many of these opportunities, there is an important difference: 
The energy consumption in developing countries is much lower 
but generally has higher rates of growth, because of population 
increase as well as the increase in energy services per capita. 
Thus, opportunities are more significant in new buildings and 
equipment than in retrofits. There also are opportunities unique 
to developing countries. The overall potential for CO2 enus
sions reduction through energy-efficiency improvement and 
fuel switching is illustiated in Table 22-1 for India. Emissions 
reductions of 40 Mt (35%) from 1987-88 emission levels are 
projected. By the year 2010, witii a 1.46-fold increase in pop
ulation and a doubling of the per capita demand for energy ser
vices, COj emissions would scale up to 336 Mt with no mitiga
tion but only to 217 Mt with successful mitigation. 

Table 2 2 - 1 : Potential for CO2 emissions reductions in India. 

CO2 Emissions (Mt) 
CO2 Emissions (Mt) 

(1987-1988) 
Reduction 

Potential (%) 
with Mitigation 

(1987-1988) 

Biomass Combustion 47.6 35 30.9 
Kerosene Lamps 8.0 87.5 1.0 
Incandescent Lamps 8.4 50 4.2 
Fluorescent Lamps 5.3 25 4.0 
Fans 7.9 20 6.3 
Refrigerators 5.3 50 2.7 
Commercial Light 11.8 25 8.9 
All Other 20.6 20 16.5 

Total 114.9 - 74.5 

Notes: Estimates based on background analysis conducted for Govinda Rao, Dutt, and Philips (1991). Some 16% of all biomass 
fuels used were logs; this is assumed to be nonrenewable harvesting. Kerosene lamps are assumed to be replaced by fluores
cent lamps; the CO2 emissions of fluorescent lamps are shown in the kerosene-lamp row. Far larger emissions reductions are 
technically possible with existing technology (e.g., refrigerator energy use can fall by 80% or more, commercial lighting use 
could be reduced by over 50%, etc.). 
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water-cooled chillers, development and application of evapo
rative cooling techniques, and application of gas-driven 
chillers—has the potential to increase energy-savings opportu
nities over the next decades. 

For space heating, the typical electric system is either electric-
resistance or heat-pump technology, the latter being far more 
efficient though less common. The typical gas or oil system is 
either an atmospherically vented furnace or boiler. 
Improvements in heat exchange to extract the heat of conden
sation from flue gases, power-venting, and pulsed-combustion 
technology increase gas-furnace efficiency from a typical 50 to 
60% to upward of 90% (Krauss, 1992). 

Distiict heating involves the production of heat in a centtal 
plant, which is then distributed in the form of steam or hot 
water to many buildings via underground pipes. Such systems 
are common in Europe. In Denmark, for instance, distiict heat
ing is used to meet almost half of the space-heating needs in 
buildings (U.S. Congress, OTA, 1993b). The efficiency of dis
trict heating depends on the system used to produce and dis
tribute the heat. When collected as waste heat from some 
industtial process or in a cogeneration application, overall effi
ciency can be very high relative to more ttaditional on-site 
space-heating methods. 

Energy for air and water ttansport within buildings can be 
reduced by employing efficient motors and impeller designs, 
by good duct and pipe design to reduce static pressure, and by 
allowing fans and pumps to operate at speeds that closely 
match thermal loads. With this last approach, a variable-air-
volume (VAV) HVAC system with variable-speed drives on 
the fans is a significant efficiency improvement over constant-
volume systems. The savings from VAV range from 30 to 80% 
(UsibeUi et a l , 1985). The efficiency advantages of the VAV 
system have been so well recognized in the United States that 
more than three-quarters of centtal systems installed in new 
buildings are now VAV (Pietsch, 1992). VAV systems are still 
uncommon in most regions of the developing world. 

Greatiy increased use of economizers, heat exchangers, and 
control systems can yield very significant energy savings. 
Economizers switch the system to the use of outside air when 
the outdoor temperature is low enough to cool the building. 
Heat exchangers reclaim heat from exhaust air from space 
heating, from waste heat in hot-water circulation, or from the 
ground. Control systems vary from simple zone temperature 
control with thermostats to comprehensive energy-manage
ment conttol systems that control a variety of systems in the 
building in addition to HVAC. 

2 2 . 4 . 2 . 2 . Water Heating 

For many old water-heating systems, combined hot water and 
space-heating systems are typically highly inefficient. 
Replacement by stand-alone systems can save 65% (Nadelei 
a l , 1993). The same technologies for improving gas-fired 

boilers for space heating are applicable for water heating. 
Electric heat-pump water heaters also are an option for com
mercial water heating applications, where COPs as high as 5 
are available (Abrams, 1992). The heat rejected from food-
storage or air-conditioning systems can, under the proper cir
cumstances, be cost-effectively reclaimed for water heating. 

2 2 . 4 . 2 . 3 . Lighting 

Commercial lighting is provided by three types of systems: 
incandescent, fluorescent, and high-intensity discharge (HID). 
As with residential applications, replacing incandescent lamps 
with CFLs in commercial buildings is a viable savings option 
and, because of higher usage, can be even more economically 
attractive in commercial applications. 

Fluorescent lighting systems are the most common type of 
Ughting in commercial buildings. Data from OECD countries 
show fluorescent system market shares for lighting in com
mercial buildings ranging from 59% in Italy to 90% in Norway 
(lEA, 1991). In the U.S. commercial sector, fluorescent lamps 
are in use in 76% of the floor area; incandescent and HID 
lamps are in use in 19% and 6% of the floor area, respectively 
(EIA, 1992a). In India, the share of fluorescent Ughting is esti
mated to be around 80% (Nadel et a l , 1991). 

Five technical options are available to improve fluorescent 
lamp efficiency: higher surface-area-to-volume ratio, reduced 
wattage, increased surface area, better phosphors, and reflector 
lamps (Mills and Piette, 1993). 

A lamp ballast is needed to provide a suitable starting voltage, 
thereafter Umiting current flow during operation of fluorescent 
(and mercury-vapor) lamps. Ordinary magnetic baUasts dissi
pate about 20% of the total power entering a fixhire (Geller and 
Miller, 1988). In some developing countries, poor-quality bal
lasts may dissipate as much as 30% (Turiel et a l , 1990). More 
efficient electromagnetic ballasts (also known as core/coil bal
lasts) make use of better materials to reduce ballast losses to 
about 10%. Solid-state electtonic ballasts cut ballast losses even 
further and also increase lamp efficacy (lumens of light output 
per watt of power input) because of high-frequency operation. 
Such ballasts increase the efficiency of the ballastAamp system 
by approximately 20 to 25% relative to that of a system with an 
ordinary ballast (Verderber, 1988). 

Lighting-fixture efficiencies vary from less than 40% to about 
92% (MiUs and Piette, 1993). Specular reflective surfaces 
inside a fluorescent lamp fixture can increase the amount of 
light emittpd from a fixture, thereby permitting the removal of 
lamps (delamping) in rettofit appUcations or permitting fix
tures with fewer lamps to be used in new applications. 

HID lamps are used primarily for industrial and outdoor light
ing, where very high lighting intensity is required. There are 
five main types of HID lamps (with efficacy provided in lumens 
per watt): self-ballasted mercury vapor (20), externally ballasted 
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mercury vapor (38.5), metal halide (54.2), high-pressure sodium 
(82.5), and low-pressure sodium (136.4) (Levine et a l , 1992). 
Generally, the most conmion upgrade is to replace mercury-
vapor lamps with high-pressure sodium lamps, for which the 
lighting quality is httle changed. 

A number of energy-saving lighting controls are now on the 
marliet, including multilevel switches, timers, photocell con
trols, occupancy sensors, and daylight diimning systems. In 
addition, "task lights" (small hghts that illuminate only the work 
surface) can reduce general lighting needs. These measures typ
ically resuU in savings of 10 to 15% for photocell controls, 15 to 
30% for occupancy sensors, and up to 50% in perimeter zones 
for daylighting systems (Mills and Piette, 1993; Eley Associates, 
1990; and Rubenstein and Verderber, 1990). 

Studies of cost-effective energy savings for lighting in com
mercial buildings in different countries have produced a range 
of savings estimates: 35% for the United States (Atkinson et 
a l , 1992); between 36 and 86% for five countries in Westem 
Europe (Nilsson and Aronsson, 1993); 70% in Thailand 
(Busch e t a l , 1993); 22% in Brazil (Jannuzzi e t a l , 1991); and 
35% in India (Nadel et a l , 1991). Al l of these studies show 
substantial savings opportunities; results differ in many cases 
because of differing assumptions. 

2 2 . 4 . 2 . 4 . Office Equipment 

Office equipment accounts for one of the fastest-growing end-
uses for energy in commercial buildings. This equipment 
includes computers, monitors, printers, photocopiers, facsimile 
machines, typewriters, telecommunications equipment, automat
ic teller machines, cash registers, medical electronics, and other 
misceUanèous plug loads. Much of this equipment is left on when 
not in use during the day, overnight, and on weekends, often con
suming energy at close to fuU load. Laptop computers, which rely 
on battery power, use special low-power microprocessors and 
have technology buiU into the microprocessor that automatically 
switches it to a low-power mode when not in use, returning 
quickly to fiill capabihty when needed. Recognizing this, the 
U.S. Envkonmental Protection Agency (EPA) instituted die 
"Energy Star" program to promote efficiency improvements fkst 
in computers but evenbially to include oüier office eleckonics. 
For instance, personal computers with die capability of switching 
to a low-power mode of 30 watts or less (about 75% less than 
current models) qualify for the EPA logo that identifies high-effi
ciency equipment (U.S. Congress, OTA, 1993a). A recent analy
sis of tiie impact of changes in the energy efficiency of office 
equipment m New York state found that today's Energy Star 
equipment could reduce office equipment energy use by 30% by 
die year 2000 and by 43% by 2010 (Piette et a l , 1995). 

22.4.2.5. The Overall Potential for Commercial Energy Savings 

A number of efforts have been undertaken to combine detailed 
information about individual technologies for energy saving. 

as described above, with economic data and information about 
the existing building stock and planned additions to estimate 
overall energy-savings potential in commercial buildings in 
various countries. The analyses have many complexities and 
uncertainties, including: 

• The wide variety of building types among commercial 
buildings and the difficulty of generalizing to the whole 
sector 

• Differences m opportunities for energy efficiency between 
new and existkig buildkigs 

• Interactions among multiple energy-conservation measures 
• Comprehensiveness of the study and criteria used to 

select measiû es 
• Economic criteria for cost-effectiveness. 

As Figure 22-6 shows, a commercial-sector electricity conser
vation study conducted for the state of New York found eco
nomic electricity-savings potential in the commercial sector to 
be 47% of present consumption from the societal perspective 
(Miller et a l , 1989). At tiie national level, the Electiic Power 
Research Institute (EPRI) projected from 22 to 49% maximum 
technical potential for commercial electricity savings (Faruqui 
et a l , 1990). Also at the national level, Rosenfeld et a l (1993) 
found an economic potential of 55% of present electricity con
sumption in the commercial sector. These savings are for a 
future year (typically 2020), and they represent savings from 
current levels of energy efficiency. They are, however, based on 
current technology and costs, so additional potential savings 
will be possible over time if energy prices rise in real terms and 
new energy-efficiency technologies become available. 

Such energy-conservation supply-curve studies are much more 
rare for natural-gas use m commercial buildings; a compilation of 
assessments by U.S. gas utilities found between 8 and 24% eco
nomic potential in tiiek service territories (Goldman e t a l , 1993). 

1.75 

Cumulative Electricity Savings (TWh/year) 

Figure 22-6: Conservation supply curve for electricity in New York 
state's commercial sector. 
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In Canada, the economic savings potential for all energy used 
in offices and retail outlets was estimated at 40 and 28%, 
respectively (Peat, Marwick, Stevenson, & Kellogg, 1991). 

An assessment of energy savings potential for commercial 
buildings in Japan concluded that energy-efficiency measures, 
primarily for space conditioning and lighting, could reduce 
emissions of CO2 in 2010 from 125% of 1990 levels (wiüiout 
efficiency gains) to 112% of tiiese levels (Japanese Environment 
Agency, 1992; Tsuchiya, 1990). The longer term potential was 
about 70% of 1990 levels. 

A recent analysis of tiie Swedish commercial sector found that 
total electricity use could remain constant through 2010, despite 
45% growth in energy services, tiirough implementation of cost-
effective rettofit and new construction measures combined with 
various govemment and utility incentive programs (Swisher et 
al., 1994). A Danish project found a large number of elechicity-
saving measures in commercial buildings (Gjelstinp et a l . , 
1989). One study, which considered lighting, ventilation, pump
ing, cooling, refrigeration, and other technologies, found that 
24% of public-sector (schools, hospitals, etc.) electricity could 
be saved by behavior and management changes, and an addi
tional 18% reduction was possible with available technologies 
(Johansson and Pedersen, 1988). Most or all of these savings 
were thought to be cost-effective. A study of the private service 
sector found a somewhat lower conservation potential: 10 to 
18% through behavior and management changes and an addi
tional 15% reduction through rettofit (Nielsen, 1987). 

Among developing countries, a study of economic electticity-
savings potential in Brazil estimated 25% cost-effective sav
ings potential in the commercial sector over the next 20 to 30 
years (Geller, 1991). In Thailand's large building sector, a 
comprehensive analysis of efficiency measures in offices, 
hotels, and retail buildings calculated savings from 45 to 56% 
(Busch, 1990). Across Southeast Asia, more than 200 audits of 
existing commercial buildings have indicated average savings 
from proposed energy-conservation measures between 10 and 
20% (Loewen, 1992). 

22.4.3. Community-Level Measures: 
Reducing Urban Heat Islands 

The urbanization of the natural landscape—roads, parking lots, 
bridges, dams, houses, and high-rises—has dramatically 
altered waters, soils, and vegetation. Replacing vegetation and 
soil with concrete and asphalt reduces the landscape's ability 
to lower daytime temperatures through évapotranspiration and 
eliminates the benefits of shade. The use of dark-colored 
materials on roads, buildings, and other surfaces creates entire 
cities that absorb, rather than reflect, incoming solar energy. 
The combination of reduced reflectivity (called "albedo") and 
reduced vegetation has resulted in a temperature difference 
between urban and raral areas that is greatest in late aftemoon 
and early evening, when roads, sidewalks, and walls begin to 
release the heat they have stored throughout the day. 

Throughout the past century, increasing rates of urbanization 
and industrialization have exacerbated the heat-island effect. 
Summer temperatures in urban areas are now typically 1 to 
3°C higher than in their raral surroundings. Peak temperatures 
in Los Angeles, for instance, have risen by 3°C in the past 50 
years, and mean summertime temperatures in Washington, 
D.C, have climbed 2°C during the past 80 years. Today, trop
ical cities are often markedly warmer than their surroundings. 
Winter nighttime heat islands of 9°C in Mexico City and 6°C 
in Bombay and Poona, India have been measured (Jauregui, 
1984). A comprehensive summary of the heat-island effect in 
U.S., European, and East Asian cities is provided in Yoshimo 
(1975, 1991) and Оке (1978). 

Heat islands can have either beneficial or detrimental impacts 
on energy use, depending on geography, climate, and other 
factors. In warm to hot climates, however, heat islands exac
erbate cooling energy use in the summer. For U.S. cities with 
populations larger tiian 100,000, electricity use for cooling will 
increase 10 to 15% for every 1°C increase in temperature 
(Akbari et a l , 1992).̂  

Because urban temperatures during summer afternoons have 
increased by 1 to 2°C in the past 4 decades, 10 to 20% of the 
current urban electricity for the cooUng of buildings is used to 
compensate for the heat-island effect alone. Expanded urban
ization throughout the world wiU lead to increasing effects of 
urban heat islands in the coming decades. 

In addition to increasing cooling energy use, heat islands and 
long-term urban warming affect the concenttation and distri
bution of urban pollution because heat accelerates the chem
ical reactions that lead to high ozone concentrations [see 
Akbari e t a l . (1990) for an assessment of effects on ozone 
levels in Los Angeles]. 

22.4.3. L Heat-Island Mitigation 

Two factors conttibuting to urban heat islands can be altered: 
the amount of vegetation and the solar reflectance of surfaces. 

2 2 . 4 . 3 . I . I . Vegetation 

Trees affect urban climates and building energy use tiirough 
shading, lowering of windspeeds, and évapotranspiration. 

The cooling energy use of two similar sites in Sacramento, 
CaUfomia—one with and one without shade trees—was mon
itored; the shaded site consumed 30% less energy (Akbari et 
a l , 1993). Actual savings at any particular site will depend on 

6 In a typical city in the United States, cooling accounts for 40% of 
urban electricity use. Thus, total use is increased (reduced) by 4.5 
to 6% for every 1°C increase (reduction) in temperature. Peak 
demand is typically increased (reduced) by about 60% of this 
amount. 
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the nature of the shade trees and the chmate. In addition, a tree 
can hranspire up to 380 liters of water a day. In a hot, dry loca
tion, this produces a cooling effect similar to that of five aver
age air conditioners running for 20 hours (Akbari et a l . , 1986). 
In a hot, humid location, however, évapotranspiration is not an 
effective cooling process. 

Considerably greater effects on cooling can be achieved 
through large-scale tree-planting programs that exert an indi
rect effect on the community through increased évapotranspi
ration. Evapotranspiration and shading effects together can 
reduce air temperatures by as much as 8°C. In Nanjing, China, 
for instance, after 34 milhon trees were planted in the late 
1940s, average summer temperatures dropped almost 3°C 
(Garbesi et a l . , 1989). 

22.4.3.1.2. S o l a r reflectance of surfaces 

The practice of using high solar-reflectance surfaces to keep 
buildings and outdoor urban areas cool is not new. In many 
tropical and Mediterranean countries, particularly those with 
large amounts of sunshine, the traditional architecture has 
numerous examples of light-colored walls, roofs, and streets. 
However, in the many industrialized countries—and increas
ingly throughout the world—architects and urban planners 
have overlooked this energy-conscious design principle, rely
ing instead on mechanical air conditioning to maintain comfort 
during the summer months. 

Changing the albedo of a building can reduce direct cooling 
requirements for houses, single-story industrial buildings, and 
small commercial buildings significanfly. For example, 20% 
reductions in cooling energy requirements have been estimat
ed for a single-story house (Taha et a l , 1988). Measurements 
made on a sunny day in November in Berkeley, Cahfornia, 
showed that the noontime temperature of a dull black surface 
was 63 °C, whereas that of a white acrylic paint surface was 
only 25°C (Rosenfeld et a l , 1994). Similar results would be 
expected in any location on a hot, sunny day. 

Indirect effects (those resulting from the generally lowered 
temperatures produced by wide-scale increases in albedo) 
appear to have a larger effect than direct ones. A major pro
gram for modifying albedo could reduce urban temperatures 
by 2 to 3°C, resulting in an estimated reduction of total urban 
electricity requirements of 8 to 17% and total urban coohng 
requirements of 21 to 42% (Taha et a l , 1988). 

2 2 . 4 . 3 . 2 . Costs and Benefits of Urban Heat-Island Mitigation 

Through direct shading and évapotranspiration, tiees reduce 
summer cooling energy use in buildings at only about 1% of 
the capital cost of avoided power plants plus air-conditioning 
equipment (Akbari et a l , 1988). Water consumption and tree-
maintenance costs are typically a very small fraction of the 
costs of avoided electiicity, except in hot and very dry climates 

where water is scarce (Akbari et a l , 1992). In the latter cU-
mates, most of the savings can be achieved through increased 
albedo combined with drought-resistant vegetation. Increasing 
the albedo of a city may be very inexpensive if the change is 
made at the time of routine maintenance. Buildings are typi
cally repainted every 10 years, and high solar-reflectance paint 
may be used for no additional cost. Similarly, many roof types, 
including single-ply membrane and built-up roofing, are avail
able in high solar-reflectance materials for no additional cost. 

It has been estimated that a nationwide program of planting 
urban shade tiees and hghtening surfaces in the United States 
could, by the year 2015, reduce cooling energy use by 20%. 
This annual savings of 108 TWh, worth $7 billion (in 1990 
dollars), would prevent the emission of 27 Mt of carbon.'' (For 
comparison, the recent Climate Change Action Plan for the 
United States calls for a carbon reduction of 108 Mt by the 
year 2000.) Applying similar measures to urban areas in 
wealthy countties in the rest of the world could approximately 
double these savings to 50 Mt of carbon by 2015 or 2020. As 
in the United States, such savings would require very aggres
sive programs for 20 years or longer. 

2 2 . 4 . 4 . Methane Emissions f r o m 
Waste Disposal and Wastewater 

2 2 . 4 . 4 . 1 . Magnitude of E m i s s i o n s 

The anaerobic decomposition of wastes disposed of in landfills 
or open dumps is a major global source of methane. Recent 
estimates suggest that 20 to 40 million tons of methane, or 
about 10% of global methane emissions from human-related 
activities, are emitted from this source annually (U.S. EPA, 
1993a).8 The large uncertainties in these estimates derive from 
a lack of information about the amount of organic material 
actually disposed of in landfills or open dumps by different 
countries, waste-management practices employed, the portion 
of organic wastes that decompose anaerobically, and the extent 
to which these wastes will ultimately decompose (Bingemer 
and Crutzen, 1987; Orlich, 1990; RIVM, 1993; OECD, 1991; 
U.S. EPA, 1993a). 

Methane emissions result largely from urban areas throughout 
the world. The industrialized countries of the world contribute 
about two-thirds of these methane emissions, EE/FSU about 
15%, and developing countries about 20% (U.S. EPA, 1993a). 
Ten countties represent about 60 to 70% of global methane 
entissions from solid-waste disposal—with the United States 

' The analysis assumes that 40% of buildings are eUgible for 
increased vegetation and reflectivity. The potential savings from 
direct effects is about 11%. The indirect effect is based on a 2.2°C 
citywide cooUng and is estimated to be about 12%. The combined 
direct and indirect effects are then about 20% (Rosenfeld, 1994). 

8 Methane emissions of 20 to 40 million tons per year are equivalent 
to about 135 to 275 million tons of carbon per year using a GWP 
of 24.5 for methane, as discussed in Section 22.2.2. 
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representing about 33%, or around 10 million tons (U.S. EPA, 
1993b). With continuing trends in population growth and 
urbanization, developing countries could account for 30 to 
40% of methane emissions from this source by 2000 (U.S. 
EPA, 1993c). 

Methane emissions also result from domestic and industrial 
wastewater disposal. Recent estimates suggest that 30 to 40 
million tons of methane (200 to 275 million tons of carbon in 
CO2) are emitted annually from wastewater disposal, primari
ly from the disposal of industrial wastes (RIVM, 1993; U.S. 
EPA, 1993a). Regional contributions have not been estimated 
because of the lack of data. 

2 2 . 4 . 4 . 2 . Reducing Methane E m i s s i o n s 

With available technologies and practices, methane emissions 
may be reduced either by recovering and using the gas or by 
reducing the source of methane (U.S. EPA, 1993d). The former 
approach is most suitable for existing solid-waste disposal 
sites, which often emit methane (often called landfill gas) for 
10 to 30 years or more (RIVM, 1993). Frequently, more than 
50% of the generated methane can be recovered (Bhide et a l , 
1990). In many cases, the recovered methane can be used for 
heating or electricity generation, which is already common in 
many countries. Although more expensive, landfill gas also 
can be purified and injected into a natural-gas pipeUne or dis
tribution system; there are several such projects in the United 
States. In Brazil, purified landfill gas has been used as a fuel to 
power a fleet of garbage trucks and taxicabs. High-rate anaer
obic processes for the treatment of liquid effluents with high 
organic content (sewage, food-processing wastes, etc.) can 
help reduce uncontrolled methane emissions and are particu
larly suited to the warmer climates of most developing coun
tries (Lettinga and van Haandel, 1993). 

Options for reducing tiie source of methane emissions include 
recycling paper products, composting, and incineration (U.S. 
EPA, 1993d). Paper products make up a significant part of 
solid waste in industriaUzed countries (e.g., 40% in the United 
States) and a growing proportion in some urban centers of 
developing countries (typically 5 to 20%) (U.S. AID, 1988; 
Volger, 1984). A variety of recycling processes, differing in 
technical complexity, can turn this waste into material indis
tinguishable from virgin products. Composting—an aerobic 
process for tieating moist organic wastes that generates little or 
no methane—is most applicable in developing countries, 
where this type of waste makes up a larger fraction of the total; 
the residue has fertilizer value. As land-disposal costs rise, 
incineration (often combined with combustion-energy recov
ery) has become more cost-effective, especially in lower mois
ture landfills found in industiiaUzed countries. 

Existing methane-recovery and source-reduction projects rep
resent a smaU portion of the potential. Recent studies suggest 
that global methane emissions from solid-waste disposal can be 
reduced by about 30% through the widespread use of existing 

technologies and practices, making both economic and envi
ronmental sense (Richards, 1989; U.S. EPA, 1993c, 1993e). A 
large part of these reductions could take place in the United 
States, where a pending landfiU rule is expected to reduce emis
sions nationwide by about 6 million tons, or 60%, by the year 
2000.̂  Methane recovery is more economical at large waste-
disposal sites located close to large urban areas. Fortunately, 
such sites represent the majority of methane emissions in many 
countries. 

22.5. Policy Options 

2 2 . 5 . 1 . Buildings 

Greater use of available, cost-effective technologies to 
increase energy efficiency in buildings could lead to sharp 
reductions in emissions of C O 2 and other gases contributing 
to climate change. However, policies to promote these tech
nologies often are needed, ю Consumers and other decision
makers often do not invest in efficiency, even though it 
appears to offer life-cycle cost savings, for several reasons, 
including: 

• Many buildings are rented, causing a separation 
between those purchasing energy-using equipment 
and those paying to operate the equipment. 

• Individuals pursue several goals when making energy-
related decisions (such as minimizing capital outiays), 
but very few pursue the goal of minimizing life-cycle 
or societal costs (see Komor and Wiggins, 1988). 

• In new construction, where the greatest and most cost-
effective savings are available, the builder does not 
have to face paying energy bills and often works to 
minimize initial cost. 

• Energy costs are relatively low (e.g., about 1% of 
salary costs in a typical office in industiialized coun
tiies), so those concerned with cost reduction often 
focus their attention elsewhere. 

Analysis of U.S. energy-efficiency choices in the residential 
sector suggests that markets often behave as if consumers had 
a discount rate of 50% or more (Ruderman et a l , 1987; U.S. 
Congress, OTA, 1992b). Discount rates implicit in purchasing 
decisions involving tradeoffs between capital and operating 
expenses can be 150% or higher among the poorest Indian 
households. 

' The landfill rule is designed to reduce emissions of nonmethane 
organic compounds and air toxics to reduce their adverse air-quality 
and human-health impacts. It will reduce methane as a side benefit. 
Greater reductions in methane are expected from this rule than 
would result if only projects for which reductions in methane releas
es to the environment were economically viable were undertaken. 

10 For a recent extensive discussion of market failures and energy-
efficiency policy issues for the United States, see Levine et a l 
(1994). For a discussion of similar issues related to energy mar
kets in developing countries, see Reddy (1991). 
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The existence of numerous untapped opportunities for energy 
savings throughout the world suggests that current marlcet con
ditions alone will not ensure full implementation of these 
opportunities. Moreover, energy production and use has signif
icant environmental impacts and other externalities—effects 
not captured in price. 

Yet enthusiasm for policy change must be tempered with a 
recognition that attempts to increase energy efficiency through 
regulation or other governmental action may have unanticipat
ed adirtinistrative or other costs. Also, current levels of energy 
efficiency reflect consumer preferences given existing eco
nomic incentives, levels of information, and conditions in the 
market. Finally, there is littie consensus on the best policies to 
promote energy efficiency. 

In recent years, many countties have experimented with poli
cies to promote energy efficiency, and evaluation of these 
efforts has yielded a rich history that can guide future policy 
efforts. This section describes and summarizes experiences 
with a range of policy options, including financial incentives, 
such as energy taxes and rebates; regulations, such as codes 
and standards; changes in utility regulation; research and 
development; and improved consumer information. 

2 2 . 5 . 1 . 1 . F i n a n c i a l l n c e n t i v e s 

A basic policy sttategy to motivate greater energy efficiency is 
to decrease the expense and/or increase the financial benefits 
of saving energy. Specific options include energy price reform 
and energy taxes, grants and low-interest loans for building 
retrofits, rebates for the purchase of energy-efficient appli
ances, tax credits for energy-efficiency investments, and inclu
sion of energy efficiency in innovative loans and mortgages. 

Energy, especially electricity, is often undeфriced; its true 
costs to society are higher than the price paid by consumers. 
For example, a World Bank review of energy-pricing policies 
in the developing world found the average market price of 
electricity was 4.30/kWh, whereas the average cost of new 
supply was 8.00/kWh (Mashayeki, 1990). 

Reasons for this often glaring discrepancy between market 
(consumer) prices and true costs include the following: 

• Govemment agencies set prices in response to multi
ple goals (provision of basic energy services regard
less of ability to pay, promotion of specific policies 
like industiial development, etc.). 

• The marginal cost of electricity varies with system 
load, and marginal cost pricing is technically difficuh. 

• There is littie agreement on the environmental costs 
of energy production, distiibution, and consumption 
(EPRI, 1991). 

Despite tiiese factors, some countries are attempting to move 
energy prices to include social costs. In the United States, for 

example, some utilities are incorporating environmental dam
age costs, including those caused by COj, into planning deci
sions (CECA, 1993). Many Central and Eastem European 
countries, in ttansition from centtally planned to market-driven 
economies, are instituting large energy price increases in an 
attempt to close the gap between societal and market prices. 
Several European countries are considering or implementing 
carbon taxes on fossil fuels (CECA, 1993). 

There also are circumstances in which electticity prices are far 
above private marginal cost. For example, advanced turbines 
using natural gas can produce electricity at costs considerably 
lower than current costs in most utilities in the United States. 
This has led to a push for major restracturing of the industry in 
the United States. 

Several key points about energy taxes are worthy of note: 

• Energy taxes can raise a tremendous amount of rev
enue, often at relatively low administiative costs. For 
example, a 0.1 cent (1 mill) per kWh tax on electtici
ty used in buildings in the United States would raise 
about $1.7 billion annually (EIA, 1993). 

• There is only moderate agreement on the effects of 
price changes on energy consumption or behavior. 
Estimates of the price elasticity of energy demand 
(defined as the percent change in energy consumption 
resulting from a 1% change in price) range from -0.3 
to -1.0 for the buildings sector (Energy Modeling 
Foram, 1981). 

• Taxes may have undesh-ed distributional effects. For 
example, m the United States, low-income households 
spend a larger fraction of their income on energy ser
vices than do higher income households. Therefore, an 
energy tax would be regressive (USDOC, 1993). 
Energy taxes also can be an instrament of income 
redistribution. Many countries tax gasoline and use a 
part of tiie revenues for social expenditures, such as 
universal health care and education. For example, a 
small tax on urban electricity consumption in Argentina 
is used to finance the expansion of ratal electrification. 

Financial incentives to increase energy efficiency—including 
grants and low-interest loans for building retrofits, rebates for 
the purchase of energy-efficient equipment, and tax credits for 
efficiency investments—account for the majority of public-
sector expenditures on energy efficiency in many countries. 
For example, 84% of the U.S. Department of Energy (DOE) 
budget devoted exclusively to buildings energy conservation 
(including research and development) is in the form of grants 
for retrofits to existing buildings; these grants totaled $230 
milhon in 1991 (U.S. Congress, OTA, 1992a). Similariy, 
electric and gas utilities are spending an increasing fraction of 
their demand-side budgets on rebates and direct-payment 
programs. 

Several countries have used innovative technology-procurement 
programs to promote the development and adoption of 
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energy-efficient technologies. This approach is known as mar
ket transformation because its intent is to transform the mar
ket from one using standard-efficiency technologies to one 
using highly efficient ones. For example, the Swedish gov
ernment offered a prize for the development of a window with 
energy losses half that of a conventional triple-glazed window. 
To ensure marketability, the contest also required maximum 
visible light transmission, low weight, and low noise trans
mission. The window that was developed has a typical pay
back of about 3 to 4 years compared to a double-pane window 
and 6 to 8 years compared to a triple-glazed window. The 
winning company received a cash prize, and additional finan
cial incentives of guaranteed first orders for the new model 
were offered to promote market penetration of the winning 
design. The United States used a similar approach to promote 
the development and commercialization of a highly energy-
efficient refrigerator. 

Financial incentive programs have achieved mixed results. 
Some programs, such as direct payments to manufacturers for 
the production of highly efficient products, appear to be quite 
successful (Lee and Bennett, 1992). Others, such as tax cred
its, appear to have limited success (U.S. Congress, OTA, 
1992a). Program success appears to be tied to the visibility and 
timeliness of the incentive. For example, a direct cash pay
ment for the desired behavior (e.g., purchase of a highly effi
cient appliance) often is more effective than a credit for future 
energy or tax liability, which can be seen as uncertain and less 
tangible. 

2 2 . 5 . 1 . 2 . Building Codes 

An increasing number of countries are requiring minimum lev
els of energy efficiency in new construcfion. As of 1992, at 
least 30 countries had some type of building energy code 
(Janda and Busch, 1992). These codes range from voluntary 
goals for certain types of buildings to comprehensive require
ments covering all aspects of building energy use. 

A recent field study found that about half of the new commer
cial buildings in the United States have significant energy-code 
violations, such as incorrectly sized HVAC systems (Baylon, 
1992). This results largely from code complexity and the 
resulting poor understanding of code requirements by design
ers, contractors, and regulators. New code requirements must 
be accompanied by ttaining and education, or compliance will 
suffer. There is some evidence that simpler building codes do 
receive greater compliance [e.g., the New Zealand code (Isaacs 
and Tretiiowen, 1985)]. 

The actual savings achieved as a result of energy codes 
depends on the reliability and effectiveness of technologies 
employed, the level of code compliance, and the manner in 
which a building is operated after it is occupied. Building 
commissioning (inspecting energy-using systems and measur
ing energy use after constraction) is one way to help ensure 
that actual building energy use meets design goals. 

2 2 . 5 . 1 . 3 . Appliance Standards 

A small but growing number of countries require minimum 
energy-efficiency levels for energy-using appliances. For 
example, the United States in 1987 set requirements for resi
dential appliances and in 1992 extended standards to many 
commercial building appliances (U.S. Congress, OTA, 1992a). 
The European Community (EC) is considering standards for 
residential appliances (Lebot et a l . , 1992; GEA, 1993). 

Apphance standards elintinate the least-efficient new appliances 
by setting minimum energy-efficiency levels for new units. In 
the United States, apphance efficiency standards already enact
ed are projected to reduce electticity needs by 22 GW from 1990 
to 2015 (Levine et a l . , 1994). 

2 2 . 5 . 1 . 4 . Utility R e g u l a t i o n 

Energy production, conversion (such as coal into electricity), 
and ttansportation for use in human settlements is dominated 
by government-operated or government-regulated entities 
because of the large capital requirements of energy supply sys
tems, the importance of these systems to national security, and 
the natural monopoly status of many energy-distribution sys
tems. For energy used in buildings (predontinantly electricity 
and natural gas), service typically is provided by government-
owned or regulated utilities. 

In the past, these utilities viewed tiieir role as providing 
dependable electric and gas suppHes at a reasonable cost; they 
were not involved in how the energy was used. In recent years, 
however, uncertainty over future demand, plant siting con
straints, environmental regulations, and other concerns have 
put increasing pressure on utilities to better plan their future 
capacity needs. One result of these forces is the emergence of 
a concept of utility planning called integrated resource plan
ning (IRP). IRP has been an especially important aspect of util
ity planning in the United States during die past decade. 

A basic tenet of IRP is that consumers do not require energy 
per se but rather energy services (e.g., lighting, heating, and 
cooling) and are therefore best served if these services are pro
vided at the lowest overall cost. For example, it may be less 
expensive for a utility to install energy-efficient lights in 
offices than to build a new power plant to meet the demand of 
less-efficient lights. The service provided is the same, but the 
overall cost to provide it may be lower. IRP is the process of 
evaluating demand and supply options together to determine 
how to meet energy-service needs at the lowest cost. 

Beginning in the late 1980s, changes in utility regulation in the 
United States to promote or requke utilities to peirform IRP led 
many utilities to invest in energy efficiency rather than in new 
energy supplies (Krause and Eto, 1988). These regulatory 
changes included limiting disincentives for efficiency—for 
example, by decoupling revenues from sales—and providing 
positive incentives for efficiency. In response to these changes. 
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in 1992 U.S. utilities invested $2.36 billion in demand-side 
management (DSM) programs—which include energy effi
ciency as well as peak shifting, peak reduction, and other activ
ities intended to affect the timing or amount of customer ener
gy use (Hirst, 1994). This investment was directed at a wide 
range of programs, including rebates to utility customers for 
the purchase of energy-efficiency measures, information pro
grams providing audits and technical assistance, research and 
development, and funds for energy-service companies that bid 
against one another to provide energy-efficiency measures to 
customers (who typically pay a portion of the costs of the 
demand-side measures). 

By one estimate, utility-run DSM programs in the United States 
led to national reductions in electricity peak demand of 3.7 to 
4.2% from 1988 to 1990—about 20 GW of summer on-peak 
demand (EPRI, 1990). The cost-effectiveness of these invest
ments is somewhat uncertain. A recent analysis of the costs and 
measured energy savings of 20 utility DSM programs for light
ing, representing a total investment of $250 million, estimates 
die cost of the avoided electricity at 4.7 ± 1.90/kWh, compared 
with 6.90/kWh for average current U.S. electiicity prices (Eto et 
a i , 1994). In many cases, DSM is less expensive than tradi
tional supply-side options, even in markets such as the United 
States in which considerable effort has been undertaken by 
means other than utility programs to increase energy efficiency. 

More recently, forces that are leading to deregulation of the 
utility industry in the United States have reduced U.S. utiUties' 
interest in promoting DSM. The future of large-scale utility 
DSM programs in the United States is much less certain as a 
result of possible regulatory changes, although various 
approaches have been proposed to continue such activities 
even in a much more deregulated environment. Because the 
United States has been a leader in this area, many other coun
tries are closely watching these developments, and their own 
efforts are likely to be influenced by the evolution of utihty 
DSM in the United States. 

2 2 . 5 . 1 . 5 . Research and Development 

Research and development (R&D) is the process that generates 
and refines new energy-efficient technologies. In general, only 
large industries and govemments have the resources and inter
est to conduct R&D. The building industry, in contrast, is high
ly fragmented. For example, single-family residential constrac
tion firms in the United States alone number more than 90,0(Ю 
(U.S. Congress, OTA, 1992a). This fragmentation makes it dif
ficult for the industry to pool its resources to conduct R&D. 

Government-supported R&D has played a key role in devel
oping and commercializing energy-efficient technologies. 
Low-e windows, electronic ballasts, and high-efficiency 
refrigerator compressors are examples of widely used tech
nologies whose origins can be traced to public-sector funding 
of research. Maintaining public support for energy-efficiency 
R&D (with effective mechanisms to weed out unsuccessful 

projects and avoid duplication of private investment) will 
help ensure the availability of the next generation of energy-
efficient technologies. 

Much of the R&D in industrialized countries is directly applic
able to developing countiies. Yet there are problems specific to 
developing countries that do not exist or are not central to 
industriaUzed countries. Examples include house design and 
constraction in hot, humid cUmates for poor people; energy 
embodied in house constraction, which often is greater than the 
energy used during house operation; and improved fuelwood 
and kerosene stoves. While researchers in industtialized coun
tries can contribute to these tasks, also needed is an R&D infra
stracture based in developing countries, as well as collabora
tion among different developing countties that share similar 
problems. Examples of such collaborative efforts include the 
Foundation for Woodstove Dissemination (based in Nairobi, 
with regional focal points in various countries) and the 
International Energy Initiative (with principal offices in 
Bangalore and Sao Paulo). 

2 2 . 5 . 1 . 6 . Information Programs 

Energy information can be imparted in many forms—including 
labels and rating systems, demonstration programs, energy 
audits, and workshops. For example, in die United States and 
Australia, all major energy-using apphances carry energy labels 
showing estimated annual energy consumption (lEA, 1993). 

Evidence is growing that information programs by themselves 
have only limited effects on behavior or on energy use. One 
review concludes that "informational programs are not suffi
cient to induce individuals to engage in resource conserving 
behaviors" (Katzev and Johnson, 1987). Information programs 
are built on the premise that people will generally do what is 
cost-effective if they know what specific opportunities exist. 
However, consumers and other decisionmakers often define 
"cost-effective" differentiy than do analysts, and consumers 
often lack the incentive or motivation to use energy-efficient 
technologies. In such cases, information alone will have littie 
effect. Information programs generally are more effective if 
they are targeted at specific people and specific behaviors; 
combined with other programs, such as incentives; and evalu
ated regularly, with the results of these evaluations used to 
improve the program. 

Programs that establish the performance of energy-using 
equipment often are prerequisites for other policy approaches. 
Other programs, such as appliance standards, rebates, and 
building codes, depend on a credible energy rating. 

A new type of information program combines site-specific 
technical information, public commitment, and positive feed
back to encourage cost-effective lighting rettofits. The Green 
Lights program, ran by the U.S. EPA, has had considerable 
success in encouraging large coфorations to undertake com
prehensive lighting rettofits. This voluntary program offers 
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participating companies positive publicity and free technical 
support. In exchange, the participants must agree to implement 
all cost-effective lighting retrofits. By one estimate, this pro
gram had reduced electricity demand by 70 MW as of 
December 1993 (U.S. EPA, 1994). A similar program exists for 
personal computers: Those meeting the EPA's energy efficien
cy standard are allowed to be labeled as "Energy Stars" (see 
Section 22.4.2.4). This is seen as a marketing advantage, and 
many manufacturers have increased the efficiency of their 
computers to meet the voluntary standard. 

2 2 . 5 . 1 . 7 . Special Policy Options for Developing Countries 

Besides policy options shared with industrialized countries, 
developing countries require ttaining, institution-building, cap
ital, and promotion of rural development to increase energy 
efficiency in buildings (Munasinghe, 1991). 

Training efforts need to address all major elements of energy 
efficiency and related technologies for reducing GHG emis
sions, including in-depth studies in engineering, economics, 
public policy, and management. The ttaining needs to be both 
theoretical and practical. Much of the training will probably 
best be done within the developing countries, but substantial 
assistance from industriatized countties in creating and carry
ing out ttaining courses will be necessary. 

In some cases, new institutions (such as the energy-efficiency 
centers that have been created in Russia, Eastern Europe, and 
China) will be needed to coordinate a broad range of activi
ties. Such institutions are needed to make certain that energy 
efficiency and altemative energy investments are treated 
equally with traditional supply investments and make it possi
ble to "bundle" a large number of demand-side investments 
into a large investment so that they can attract capital (Gadgil 
and Sastry, 1992). 

Capital needs to be made available for energy-efficiency pro
jects. This availability of capital depends in large measure on 
the success of training and institution-building—which will 
enable developing countries to identify viable projects for 
investment—as well as on the financial climate of the devel
oping nation. The multinational development banks and the 
Global Environment Facility—a joint program of the United 
Nations Development Programme, The World Bank, and the 
United Nations Environment Programme—can assist greatly 
in providing large-scale "demonstrations" of energy-efficiency 
projects in developing countries. 

Effective rural development will reduce both migration to 
urban areas and population growth. Examples of important 
thrusts for rural development include provision of electricity 
to all households; improved fuelwood stoves, as well as stoves 
and fuel supply for kerosene and alcohol; adequate water sup
ply and sewage; adequately matched end-use devices and 
energy sources (e.g., kerosene stoves but not lamps; biogas for 
electticity generation but not gas lamps; fluorescent, not 
incandescent, lamps) (Dutt, 1992); identification of leapfrog
ging opportunities in appliances (e.g., refrigerators) and other 
energy-using equipment; and use of high-rate anaerobic 
processes for wastewater treatment. 

There are efforts underway through intemational organiza
tions, overseas development programs, and developing coun
tries using their own resources (China, Thailand, and Brazil are 
notable examples) that represent an important start in creating 
the infrastructure for much more efficient use of energy in 
developing nations. 

2 2 . 5 . 1 . 8 . Summary/Conclusions 

Table 22-2 summarizes key characteristics of the options dis
cussed in Section 22.5.1. In addition, several lessons have 

Table 2 2 - 2 : Key c h a r a c t e r i s t i c s of selected p o l i c y options. 

Can Affect Energy 
New Building Existing Building Appliance Savings Direct Cost to 

Policy Constmction Retrofit Selection Potential! Government 

Energy Taxes Yes Yes Yes High Negative 
$ Incentives Yes Yes Yes High High2 
Building Codes Yes (3) (4) Medium Low 
Appliance Standards No No Yes High Low 
IRP Yes Yes Yes High Low 
R&D (5) (5) No Variable Medium 
Information Programs Yes Yes Yes Low Low 

'Energy savings will, of course, vary; tiiis table shows potential, and assumes aggressive implementation (e.g., high energy taxes). 
^If an incentive is offered by a utility, the direct cost is bome by the utility (which is, in many cases, ran by the govemment). 
^Some cities, such as San Francisco, require existing buildings to meet energy codes as a condition of change in ownership. 
^Most code requirements apply to the building sheU only; however, some codes apply to appliances as well. 
5R&D effects are long-term. 
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been learned from past experience that apply to all options, as 
follows: 

• Al l pohcies should be evaluated frequently to deter
mine their effectiveness. 

• Many policies work in combination with others. 
Mutually reinforcing regulatory, information, incen
tive, and other programs offer the best hope for 
achieving significant portions of the cost-effective 
energy-efficiency potential. 

• Finally, policy experimentation should be encouraged 
on a small scale. The process of experimenting, eval
uating, improving, and expanding can result in poh
cies that will successfully implement the wealth of 
technologies now available for reducing the emissions 
of gases contributing to climate change. 

2 2 . 5 . 2 . Heat Islands 

Afforestation efforts or purchases of forested lands to protect 
them from deforestation have been undertaken to sequester 
carbon. However, no systematic and comprehensive effort has 
been made to plant trees or increase the reflectivity of urban 
areas to mitigate the impact of heat islands. For such an effort 
to be undertaken, the following steps need to be carried out: 

• Create test procedures, ratings, and labels for cool 
materials. 

• Assemble a database on all measures to reduce urban 
heat islands. 

• Incorporate cool roofs and shade tiees into building 
codes in climates where their impact is beneficial. 

• Offer utility rebates or other incentives to beat the 
standards. 

• Establish demonstration centers in which the concept 
of community-wide planting of trees and increased 
reflectivity is demonstrated to reduce cooling 
requirements. 

2 2 . 5 . 3 . Methane Reduction 

An awareness of the economics of altematives for methane 
recovery and use is often lacking among govemment officials 
and potential developers in various countries. Experience with 
techniques for methane recovery and use for power generation 
also is lacking. Appropriate demonstration projects can help 
overcome this problem. 

Often, many groups are responsible for different aspects of 
waste management. Any one weakness in the chain of respon
sibility can cause failures in the overall waste-management 
system. Furthermore, different groups generally are responsi
ble for energy generation, fertilizer supply, and waste manage
ment. In many places, laws and regulations about waste dis
posal are either unclear, not enforced, or not supportive of mea
sures to collect methane and use it productively. 

These problems have been overcome m some conununities by 
organizing jomt management groups for waste management, fer
tilizer supply, and energy generation (U.S. EPA, 1993b). This sm-
gle entity, which can be private or public, needs to have the capa
bihty and autiiority to deal with these matters simultaneously. 

In many developing countiies, projects with higher initial costs 
that are otherwise profitable are not undertaken because of lack 
of capital for investment (often resultmg from uncertain finan
cial institutions that make capital difficult to attract). Also, as 
noted, many developing countries have highly subsidized ener
gy prices that make methane recovery not cost-effective. 
Financing of methane recovery (such as that carried out in China 
under the auspices of the Global Enviromnent Facility) can help 
solve these problems, as can the deregulation of energy prices. 

22.6. Scenarios 

The scenarios discussed below focus on GHG emissions from 
energy consumption in buildings because buildings represent 
75% of the emissions tteated in this chapter. It is likely, how
ever, tiiat two of the other three sources of GHG emissions 
from human settiements—methane from landfills and waste
water—could be controlled as much as CO2 emissions result
ing from energy use in buildings. The third source, PICs from 
buming of biomass in cookstoves, is likely to be largely elim
inated over the long term as biomass is converted into or 
replaced by modem fuel forms. 

We focus on two time periods: the intermediate term (2025) 
and the long term (2075 to 2100). There has been sufficient 
work on the development of scenarios to make observations 
regarding the intermediate time period. Comments about the 
long term are necessarily more speculative. 

2 2 . 6 . 1 . Historical Perspective 

Table 22-3 shows total energy use and CO2 emissions attributed 
to residential and commercial buildings. This information is pre
sented for the years 1973, 1983, and 1990 for three major 
regions of the world (OECD, FSU/EE, and developing coun
tries) and for the world as a whole. Table 22-4 is derived from 
the data in Table 22-3 and shows die annual growth rates of ener
gy consumption and CO2 emissions for three time periods: 1973 
to 1983,1983 to 1990, and 1973 to 1990. The key points follow: 

• Average energy growth in buildings between 1973 
and 1990 worldwide was 2.5% per year, compared 
with an average increase in energy use in all sectors of 
2.7% per year during the same period. 

• Average annual increase in CO2 emissions was 1.2% 
per year. Thus, the carbon emissions increased an 
average of 1.3% less per year than buildings energy 
use between 1973 and 1990, indicating an improve
ment in carbon intensity (carbon emissions per unit of 
buildings energy use). 
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Table 22-3: Primary energy use and CO2 emissions f r o m energy use in residential and c o m m e r c i a l b u i l d i n g s ( 1 9 7 3 - 1 9 9 0 ) f 

Residential Commercial Total 
Energy Emissions Energy Emissions Energy Emissions 

(EJ) (Mt C) (EJ) (MtC) (EJ) (Mt C) 

OECD 
1973 31 694 17 347 48 1041 
1983 33 626 20 355 53 981 
1990 36 666 25 407 61 1073 

FSU/EE 
1973 9 133 3 44 12 177 
1983 14 197 6 66 20 263 
1990 15 225 8 75 23 300 

Developing Countries 
1973 6 109 2 47 7 156 
1983 11 154 3 66 13 220 
1990 15 225 4 97 19 322 

World 
1973 45 936 22 438 67 1374 
1983 57 977 29 487 86 1464 
1990 66 1116 37 579 103 1695 

Primary energy data are from WEC (1995) and supporting documentation for Üiat report. Residential emissions data for industri
alized countries are based on extrapolation of data for nine countries (Schienbaum and Schipper, 1993); commercial emissions 
data for industrialized countries are based on unpublished energy use data for the same nine countries collated from national 
sources by Lawrence Berkeley Laboratory. Emissions for developing countries are based on extrapolation of energy use data for 
16 developing countiies based on unpublished energy use data collated from national sources by Lawrence Berkeley Laboratory. 
Emissions for FSU/EE are based on data for the former Soviet Union (Cooper, 1993) and Poland (Meyers et a l , 1993b). 

• In the OECD, there was almost no increase in carbon 
emissions from buildings energy use between 1973 and 
1990 (0.2 % per year); however, the annual growth of 
carbon emissions from energy consumption went from 
-0.6% (1973 to 1983) to -1-1.3% (1983 to 1990). 

• In the FSU/EE, energy use in buildings increased relative
ly steadily from 1973 to 1990; however, die rate of growtii 
in carbon emissions fiom eneigy used in buildings 
decHned from 4.0% per year (1973 to 1983) to 1.9% per 
year (1983 to 1990). After 1990, energy use in die region 
declined because of tiie economic disintegration experi
enced as an aftermatii of tiie breakup of tiie Soviet Union. 

• The average increase in energy use in buildings in 
developing countries from 1973 to 1990 was 5.8%; 
the annual increase in carbon emissions was 4.4%. 

• Overall, residential buildings use about twice as much 
energy and are responsible for about twice the carbon 
emissions as commercial buildings. However, annual 
energy use in commercial buildings has grown over 
35% faster between 1973 and 1990, and their annual 
carbon emissions have grown 60% faster. 

22.6.2. The Intermediate Term ( 2 0 2 0 - 2 0 2 5 ) 

None of the well-known global energy scenarios has been devot
ed only to residential and commercial buildings for the period 

2020 to 2025." However, many scenarios have treated all sectors 
in terms of botii energy and CO2 emissions (IPCC, 1995). We 
review the following cases: (1) IPCC's 1992 ISb scenario (Pepper 
et a l , 1992); (2) tiie most recent World Energy Council (WEC) 
cases (WEC, 1993); and (3) a study for the Global Energy 
Efficiency Initiative (GEEI) (Levine et a l , 1991). We present 
total energy because these cases do not provide sufficient infor
mation to obtain energy used by buildings. We also present an 
estimate of energy use in buildings and associated CO2 emissions 
tiiat are roughly consistent with tiie three sets of scenarios. 

2 2 . 6 . 2 . 1 . Reference Cases 

A comparison of the reference cases developed by these three 
groups reveals surprising simtiarities among them. The energy 

" A recent World Energy Council report, not yet widely distributed, 
provides detailed scenarios for residential and commercial build
ings to 2020 (WEC, 1995). 

'2 In all of the cases considered, energy in buildings approximately 
tracks total energy use, as best as can be determined from the 
information provided. Energy demand growth in residential and 
commercial buildings is somewhat above that of all end-use sec
tors for the developing countries and somewhat below that for the 
industrialized countries. Therefore, we multiply the results for all 
end-use sectors by 0.30 to obtain estimates of energy use and 
emissions associated with residential and commercial buildings. 
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Table 2 2 - 4 : A n n u a l average growth rates (%) of primary 
energy use and CO2 emissions from energy use in residential 
and commercial buildings (1973-1990). 

Energy Emissions 

OECD 
1973-1983 1.0 -0.6 
1983-1990 2.0 1.3 
1 9 7 3 - 1 9 9 0 1.4 0.2 

FSU/EE 
1973-1983 5.3 4.0 
1983-1990 2.2 1.9 
1 9 7 3 - 1 9 9 0 4.0 3.2 

LDC 
1973-1983 6.1 3.5 
1983-1990 5.4 5.6 
1 9 7 3 - 1 9 9 0 5.8 4.4 

World 
1973-1983 2.5 0.6 
1983-1990 2.6 2.1 
1 9 7 3 - 1 9 9 0 2.5 1.2 

demand in 2025 is between 1.65 and 2.05 times that in 1990, 
and the average annual growth rate is between 1.5 and 2.0% 
per year. Al l three groups produce a 2025 reference case with 
energy use very nearly double 1990 levels, corresponding to an 
annual growth rate of 1.9 to 2.0%. 

On the one hand, this close agreement among die different groups 
on an expected reference case for energy m the year 2025 is sur-
prismg because of the ttemendous number of unknowns about 
future energy demand. As noted m Section 24.3, a large number of 
factors influence energy demand growth. The average annual 
growth in energy demand since 1973 has been about 2.4% per year 
(with energy hi buildhigs growing at 2.1 % per year during the peri
od). Thus, the similarity among the scenarios reveals that the best 
guess about tiie future is tiiat it will be much hke the past. In this 
case, it appears tiiat analysts imphcitiy assume tiiat tiie next three 
decades wiU be much hke tiie two decades smee the oil embargo. 

The WEC case shows almost the entire energy growth during 
the period occurring in the developing world. The IPCC and 
GEEI cases have about 70% of energy growth happening in the 
developing world. In spite of this concentration of growth, ener
gy per capita in the developing world in all of the reference 
cases remains a small fraction of that in the industrialized coun
tries. For example, in IPCC reference cases IS92a and IS92b, 
energy per capita in developing countries grows from 10% of 
that of indushialized countries in 1990 to 17.5% in 2025. 

2 2 . 6 . 2 . 2 . Efficiency Cases 

WEC provides two energy-efficiency policy cases. One assumes 
that very significant efforts are made throughout the world to 

achieve energy efficiency. This case results in a reduction in 
energy growth by 0.6% per year from die reference case. The 
other is an exttemely high-efficiency case with a "rate of reduc
tion in energy intensity far in excess of anything achieved his
torically" and a "very low increase in energy demand in the 
developing countries." In tills second case, energy growth dimin
ishes an additional 0.6% per year, resulting in an increase in 
energy demand of 0.9% per year. In this case, the energy con
sumption in tiie OECD declines 25%, that in the former Soviet 
Union and Eastem Europe remains about the same as in 1990, 
and that in the developing world doubles. 

The GEEI energy-efficiency case reduces annual energy 
demand growth by 0.73%, yielding an annual increase of 1.1% 
per year. This case assumes a very significant push for energy 
efficiency in both the industriaUzed and the developing coun
tries. In the GEEI efficiency case, energy demand in the OECD 
is essentially unchanged between the present and 2025, where
as energy demand in the developing world almost doubles. 

IPCC does not provide any policy cases. However, the U.S. 
Environmental Protection Agency produced policy scenarios 
that are useful in a general way in indicating global energy-
efficiency opportunities for 2025 and beyond (U.S. EPA, 
1990). The Rapidly Changing World scenarios most nearly 
approximate the WEC and GEEI cases considered above. 
Policies promoting energy efficiency reduce the annual growtii 
rate of energy by 0.5% per year, from 1.95 to 1.43% annually, 
from the present to 2025. In the other major pair of reference 
and policy cases analyzed by EPA, the Slowly Changing World 
scenarios, energy demand was reduced by 0.41% per year, but 
from a much lower growth rate of 1.07% per year. 

Although there is tremendous uncertainty about the future 
demand for energy (IPCC, 1995), the reference case of key analy
ses hovers around 2% per year energy growth for this time peri
od. Under these assumptions (business much as it has been dur
ing the past 2 decades), with considerable emphasis on energy 
efficiency in these reference cases and most of the energy growth 
in the developing world, aggressive policies to increase energy 
efficiency could reduce annual demand growth by 0.5 to 1.0%. 

What would be required to maintain carbon emissions from 
energy at current levels between 1990 and 2025? These studies 
suggest that, in a reference case with energy demand growing 
at an average of 2% per year during the period, stiong policies 
to promote energy efficiency could be responsible for about 
30% to 60% of the effort needed to achieve zero growth in car
bon emissions from energy. i3 The remaining 40 to 70% reduc
tions in carbon emissions would need to come from fuel 
switching—from fuels of higher to those of lower or zero car
bon intensity (i.e., greater use of natural gas, renewable energy 
sources, or nuclear energy)—to achieve 1990 carbon emissions 

'3 A 2% annual energy growth for 35 years will double energy 
demand; a 1.5% annual growth over this period results in a 68% 
increase in energy demand; a 1% annual growth increases energy 
demand by 41%. 
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in 2020 under the reference-case assumptions. Another way 
of saying this is that aggressive policy to promote energy effi
ciency over the next three to four decades could, under typi
cal reference-case assumptions, contribute about half of the 
effort needed to maintain carbon emissions from energy use 
at current levels. 

22.6.3. The Long Term (2025-2100) 

Scenarios for energy demand to the year 2100 vary dramatically 
(IPCC, 1995). Carbon emissions vary much more than energy 
consumption because energy of widely varying carbon contents 
can be used. In reviewing a large number of global scenarios for 
die year 2100, the IPCC (1995) notes Üiat energy intensity varies 
by less than a factor of 3. More specifically, the different scenar
ios calculate (or assume) an energy intensity index varying from 
about 0.2 to 0.55 for 2100, whereas die index is 1.0 today (die 
index is a measure of energy use per unit gross world product). 

Thus, m tills very aggregate view, if gross world product grows 
to about 4.5 times 2025 levels by 2100 (as assumed in IPCC 
IS92a and b), tiien global energy use by 21(Ю might be expected 
to grow by a factor of about two to three times that of 2025. 
Higher and lower growth rates of gross world product per capita 
and of population would increase or decrease energy growtii in 
this period accordingly. The most extieme of the six IPCC cases 
has gross world product per capita growing somewhat more tiian 
twice and less than half tiie size of die base case in 2100; popula
tion projections also show significant variations by 2100. 

This review of long-term scenarios suggests that one might 
expect energy use in 2100 to be about two to three times that 
of 2025 if the world economy grows at a modest rate (e.g., 2%) 
during the period and population growth declines to about 
0.4% per year. Lower economic and population growth could 
significantly lower tiie energy projection, and higher growth 
rates would increase it. We believe that this review of energy 
scenarios applies well to energy in buildings as well. Most 
long-term scenarios for energy show buildings using 30 to 35% 
of total energy, both at present and in the long term. 

Goldemberg et a l . (1987a, 1987b, 1988) describe end-use ori
ented strategies for industrialized countries that suggest ways 
in which per capita energy use can decline by substantial 
amounts. They also provide energy sttategies for developing 
countries that increase per capita energy use to meet needed 
energy services and avoid inefficient energy uses. While the 
authors carry their analysis only to 2020, their ideas apply well 
to a longer term view in which major transformations in all 
energy-using stock will take place. 

A low-energy future for buildings in 2100 could include the 
following: 

• Virtual elimination of space heating in all climates by 
means of building shells with very high resistance to 
heat loss or gain, involving high-insulation walls. 

ceilings, and floors and tiiple-pane windows with 
transparent, heat-reflecting films; wide use of passive 
solar designs; and mass-produced components (walls, 
ceilings, etc.) with very low infiltration rates 

• Reduced need for space cooling and dehumidification 
because of improved building design and use of pas
sive cooling; provision of cooUng and dehumidifica
tion by very high-efficiency systems; and use of low-
resistance ducts and high-efficiency variable-speed 
motors for pumps 

• Water heating that uses active solar systems combined 
with the use of waste heat from refrigerators 

• Advanced lamp technology combined with lighting 
conttols, task lighting, and greater use of natural light, 
reducing lighting energy requirements to 10 to 15% of 
today's levels 

• A dramatic decUne in refrigerator/freezers' energy use 
through the use of high insulating walls and doors, 
efficient compressors, advanced motors, and so forth. 
Energy use declines to 250 kWh/year by 2025. After 
2025, entirely new ways of storing and cooling food 
could further reduce energy requirements. 

• Residential and low-rise commercial buildings that 
become net producers of energy as roofs incorporate 
photovoltaic panels and small biofuel power plants 
provide backup electricity. 

Such a future could result in long-term declines in residential 
energy use in the industiialized world and relatively modest 
added requirements in the developing world after 2025. Energy 
use in commercial buildings, on the other hand, wiU likely con
tinue to increase much longer than in residential buildings. 

One scenario for low energy use in residential and commercial 
buildings in 2100 has been developed by Lazarus et a l . (1993). 
In this scenario, deUvered energy use for residences in 2100 is 
very close to today's level.i4 Delivered energy for commercial 
buildings is ttiple today's level. AU of this increase occurs in 
the developing world; delivered energy use in commercial 
buildings in the OECD declines from today's levels. 
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EXECUTIVE SUMMARY 

Agriculture accounts for one-fifth of the annual increase in 
anthropogenic greenhouse warming. Most of this is due to 
methane (CH4) and nitrous oxide (NjO); agriculture produces 
about 50 and 70%, respectively, of their anthropogenic emis
sions. This chapter on mitigation options confirms earlier IPCC 
estimates and quantifies potential conttibutions by agriculture 
to reduce greenhouse gas emissions. 

Between 400 and 800 Mt C/yr could be sequestered worldwide 
in agricultural soils by implementation of appropriate manage
ment practices to increase productivity—including increased 
input of crop residues, reduced tillage, and restoration of 
wasteland soils. However, soil carbon (C) sequestration has a 
finite capacity over a period of 50-100 years, as new equilibri
um levels of soil organic matter are established. 

Biofuel production on 10-15% of the land area currentiy in 
agricultural use or in agricultural set-asides could substitute for 
300-1,300 Mt of fossil fuel С per year. Recovery and conver
sion of crop residues could substitute for an additional 
100-200 Mt fossil fuel С per year. However, the possible off
sets by increased NjO emissions need to be considered. 

Energy use by agriculture relative to farm production has 
decreased greatly since the 1970s. Fossil fuel use by agricul
ture in industiialized countries, although constituting only 
3-4% of overall consumption, can be further reduced by, for 
example, minimum tillage, irrigation scheduling, solar drying 
of crops, and improved fertiUzer management. 

Significant decreases in CH4 emissions from agriculture can be 
achieved through improved nutrition of ruminant animals and 
better management of paddy rice fields. Additional C H 4 
decreases are possible by altered treatment and management of 
animal wastes and by reduction of biomass burning. These 
combined practices could reduce CH4 emissions from agricul
ture by 15-56%. 

The primary sources of NjO are mineral fertilizers, legume 
cropping, and animal waste. Some NjO also is emitted from 
biomass buming. N2O emissions from agriculture could be 
reduced by 9-26% by improving agricultural management 
with available techniques. 

Ranges in estimates of potential mitigation reflect uncertainty in 
the effectiveness of recommended management options and in 
tiie degree of future implementation globally. Comprehensive 
model-based analyses and improved global databases on soils, 
land use, and trace gas fluxes are needed to reduce the uncer
tainty in these estimates. 

Farmers will not voluntarily adopt greenhouse gas (GHG) mit
igation techniques unless they improve profitability. Some 
techniques, such as no-till agriculture or strategic fertilizer 
placement and timing, already are being adopted for reasons 
other than concern for climate change. Proposed options for 
reducing GHG emissions are consistent with maintaining or 
increasing agricultural productivity. 
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Houghton and Skole, 1990). Recent data, however, suggest that 
soil С losses following deforestation may have been overesti
mated, particularly for forest conversions to pasture, where soil 
С can recover to levels equal to or higher than native forest 
within a few years (Lugo and Brown, 1993; Cerri et a i , 1994). 
However, a reduction in land conversion rates remains an 
important C O 2 mitigation option (see Chapter 19). 

Population increase, unresolved land tenure issues, desire for 
higher living standards, and other sociopolitical factors drive 
the demand for new cropland in the tiopics. However, the suit
ability and management of this new cropland is often poor, 
resulting in soil degradation that exerts additional pressure to 
convert new lands to agriculture. Currentiy only half of the 
conversion of tropical forests to agriculture contributes to an 

increase in productive agricultural area; the other half is used 
to replace previously cultivated land that has been degraded 
and abandoned from production (Houghton, 1994). The only 
way to break out of this cycle is through more sustainable use 
and improved productivity of existing farmland (Sanchez et 
a l , 1990) and better protection of native ecosystems. 

The mitigation options associated with land-use changes are 
strongly related to major climatic zones. The most significant 
opportunities appear to be in the huntid tropics and in tiopical 
wetiands. In sub-humid zones, much of the land area has 
already been converted to permanent agriculture. However, 
improved management and productivity on these lands could 
help to reduce agricultural expansion (and hence deforestation) 
in humid zones, especially in Latin America and Africa. In the 

Table 2 3 - 1 : Options f o r direct and indirect mitigation of greenhouse gas emissions from agriculture. 

CO2 CH4 N2O 

1. Land Conversion and Management 
- Reduced deforestation rate H M M 
- Pasture immediately after deforestation M L 
- Conversion of marginal agricultural land to grassland, forest, or wetiand M L 

2. Agricultural Land Utilization and Management 
- Restoring productivity of degraded soils H L 
- More intensive use of existing farmland M L L 
- Restrict use of organic soils H L 
- Conservation tillage M L 
- Reduction of dryland fallowing M 
- Diversified rotations with forage crops M L 

3. Biofuels 
- Energy crops for fossil fuel substitution H 
- Agroforestiy L 
- Windbreaks and shelterbelts L 
- Agroindustrial wastes for fossil fuel substitution L 

4. Recycling of Livestock and Other Wastes 
- Recycling of municipal organic wastes L L M 
- Biogas use from liquid manures M 

5. Animal Husbandry 
- Supplementing low-quality feed M 
- Increasing feed digestibility L 
- Production-enhancing agents L 

6. Rice Cropping Systems 
- Irtigation management M L 
- Nutrient management M L 
- New cultivars and other M L 

7. Plant Nutrient Management 
- Improved fertilizer use efficiency L H 
- Nitrification inhibitors M 
- Legume cropping to bolster system productivity M 
- Integrating crop and animal farming L 

8. Minimizing Overall N Inputs 
- Reduced protein inputs in animal feed M 
- Reduced protein consumption by society M M 

Note: Mitigation Potential: L = Low, M = Medium, H = High. 
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semi-arid zone, soil and biomass С stocks are smaller and dif
fer less as a function of land use; therefore, the scope for CO2 
mitigation through changing land-use patterns is more limited. 

2 3 . 2 . 1 . 2 . R e v e r s i o n of A g r i c u l t u r a l Land in Temperate Zones 

In temperate regions there is littie development of new agri
cultural lands, and in regions with food suriiluses (e.g.. United 
States, Canada, Westem Europe) the agricultural land base is 
being reduced. A similar situation may occur in the longer term 
for countiies in Eastem Europe and the former Soviet Union 
(FSU) as per area productivity increases. Thus, the reversion of 
marginal agricultural land to forest (including shelterbelts and 
plantations), grassland, and wetiands represents a potential for 
С sequestiation. 

Rates of С accumulation in reverted agricultural soils vary 
greatly depending on climate and soil conditions, the vegetation 
type established, and the degree of management (Table 23-2). 

Upon release from agricultural production, С sequesttation 
would continue only until soils reached a new equilibrium 
value, most of which would be realized over a 50-100 year 
period. An exception is the case of reversion to wetiands, 
where the buildup of organic soils provides a more sustained С 
sink. About 8 Mha of organic soil-wetiands are currentiy under 
cultivation in the temperate zone. As of 1980, these soils were 
estimated to provide a net С source of ~5 Mt/yr, but represent 
a potential sink of -55 Mt C/yr in their native state, with sus
tained rates of С accumulation of 20-225 g C/m^/yr 
(Amentano and Menges, 1986). 

Currentiy about 25 Mha in the United States, Canada, and the 
European Union (EU) (-15% of total cropland) has been taken 
out of production by govemment set-aside programs. The U.S. 

Conservation Reserve Program, started in 1985, is scheduled to 
begin expiring in 1996, and 75% of the land is expected to 
retum to agriculture by 2005 unless the program is extended. 
The EU agricultural set-aside programs are for 1-5 years and 
can include annual cropping for non-food production (e.g., 
oilseed for fuel), although separate programs exist for ttee 
planting. Because С stocks are likely to be depleted again when 
lands are returned to cultivation, short duration set-asides have 
little or no effect on С sequesttation. If soils are left unculti
vated and allowed to revert to native vegetation, С contents in 
upper soil horizons could eventually reach levels comparable 
to their precultivation condition. Considering the -640 Mha of 
cropland with real or potential surpluses (United States, 
Canada, FSU, Europe, Australia, and Argentina) and assuming 
recovery of the soil С originally lost due to cultivation 
(25-30% per Davidson and Ackerman, 1993), a permanent set-
aside of 15% of the land area might sequester 1.5-3 Gt C. 

A large-scale reversion or afforestation of agricultural land is 
possible only if adequate supplies of food, fiber, and energy 
can be obtained from the remaining area. This is currently pos
sible in the EU and United States through intensive farming 
systems. However, if farming intensity changes because of 
environmental concerns or changes in policy (Enquête 
Commission, 1995; Sauerbeck, 1994a), this mitigation option 
may no longer be available. 

2 3 . 2 . 2 . Carbon Sequestration in Agroecosystems 

Losses of soil С as a consequence of cultivation are ubiquitous 
and well-documented (Haas et a l . , 1957; Greenland and Nye, 
1959; Davidson and Ackerman, 1993). Historical losses of С 
observed in many soils were due, in part, to low production lev
els, erosion, inadequate fertilization, removal of crop residues, 
and intensive tillage. Improved management is capable of 

Table 23-2: Examples of С sequestration rates with conversion of agricultural land to forest and grasslands in some temperate locations. 

Mean Soil С 
Time Soil Depth Accumulation 

Region Land-Use Conversion Period (yr) Considered (cm) (g/mVyr) 

UK Abandonment to deciduous forest̂ ''' -100 23 50 
UK Planted grassland^ 15 15 75 
Canada Abandonment to native shortgrass prairie'' 24 15 13 
USA Grassland seeded for set-aside program^ 5 100 15-120 
USA Abandonment to native shortgrass prairie^ 50 10 3 
New Zealand Planted grasslands 18 20 100 

ajenkinson, 1971. 
bJenkinson ei a/., 1992. 
cTysoneia/., 1990. 
''Dormaar and Smoliak, 1985. 
^Gebhart et a l , in press, 
ffiurke e t a l , submitted. 
SHaynes e t a l , 1991. 
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Table 23-3: Soil С contents (1 m) and historic soil С loss from cultivated soils worldwide. 
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Soil Groupa 
Cultivated 

Area (Mha) 
С Mass—Virginb 

(GtC) 
С Mass—Cultivated 

(GtC) 
Soil С Lossc 

(Gt C) 

Forest Soils 822 85 63 22 
Grassland Soils 438 58 43 15 
Wetland Soils 128 54 43 11 
Volcanic Soils 31 7 5 2 
Other Soils 308 18 13 5 
Total 1727 222 167 55 

a Soil groups are aggregated according to the global distribution of cultivated soils in major FAO soil groups by Bouwman 
(1990). Aggregations included the following soil types: Forest (Acrisols, Podzoluvisols, Ferralsols, Luvisol, Cambisol, 
Nitosol, Podzol, Chromic Luvisol, Planosol), grassland (Chernozem, Phaeozem, Greyzem, Kastanozem, Vertisol), wetland 
(Gleysol, Histosol), volcanic (Andosol), and other (Lithosol, Arenosol, Regosol, Solonchak, Solonetz, Xerosol). Some soil 
types (e.g., Acrisols) that contain subgroups occurring in different vegetation types (e.g., forest vs. grassland) were aggregat
ed under a single soil group (e.g., forest) designation. 

ь С contents, to Im depth, were calculated separately for each FAO soil type (excluding Histosols) using data from Sombroek 
et a l . (1993), then aggregated. С contents for Histosols (112 kg/m )̂ were from Amentano and Menges (1986). 

с Carbon loss due to cultivation of mineral soils was assumed to be 26% of С in the top 30 cm, based on the average reported by 
Davidson and Ackerman (1993). Losses were calculated separately for the surface layer of soil groups given by Sombroek et a l . 
(1993), then aggregated. Estimates of С lost from cultivation of Histosols to 1990 (8 Gt C) were from Amentano and Menges 
(1986). С mass in cultivated soils was calculated as the difference between uncultivated С contents and С loss estimates. 

increasing С levels on present agricultural soils and reducing 
losses from newly cultivated soils. In general, high residue pro
duction, perennial forage crops, elimination of bare fallow, and 
reduced tillage will promote С sequesttation. 

An estimate based on the distribution of cultivated soils across 
major soil groups, their associated С contents, and average loss 
rates due to cultivation yields a current global stock in cultivat
ed lands of 167 Gt С and a historical loss from these soils of 55 
Gt С (Table 23-3). Comparable estimates have been obtained by 
Houghton and coworkers (Houghton e t a l . , 1983; Houghton and 
Skole, 1990) from a more detailed analysis of historical land-
use data. They estimated global losses of soil С since 1860 to be 
30 Gt С (15% of the total 170 Gt С lost from vegetation and 
soils), or 41 Gt С since the beginning of settled agriculture 
(Houghton and Skole, 1990). These land use-based estimates do 
not include С loss from drainage of wetland soils, which could 
account for the higher value calculated in Table 23-3. 

These global estimates of С loss from cultivated soils provide 
a reference level for the С sequesttation that might be achieved 
through improved management. Increasing С levels in artifi
cially drained wetiand soils (e.g., Histosols) is unlikely except 
in cases where they are reverted to wetiands. Therefore, the 
potential to increase С levels in cultivated systems is largely 
restricted to upland soils. Assuming a recovery of one-half to 
two-thirds of historic С losses as a reasonable upper limit, the 
global potential for С sequestration in cultivated soils over the 
next 50-100 years would be on the order of 20-30 Gt. This 
would require increased production and major improvements 
in management on much of the world's cultivated areas, par
ticularly in less-developed regions. Under curtent conditions, it 

is estimated that there is little or no net С sequesttation in tem
perate soils as a whole, and cultivated soils in the tropics are 
probably a net source of С (Cole et a l . , 1993; Sauerbeck, 
1993). To identify the most important management factors and 
constraints on С sequesttation, more detailed regional infor
mation is provided in Sections 23.2.2.1 through 23.2.2.3. 

2 3 . 2 . 2 . 1 . Tropical Agroecosystems 

The decrease in soil С with permanent cultivation is of the 
same order as that for temperate regions, often 20-50% or 
more, although С losses typically are more rapid in the tropics. 
It is estimated that arable land and pasture use in the tropics 
currently contributes a net С flux of 90-230 Mt С annually 
(Lai and Logan, in press). Decreases in soil С are a result of 
lower organic matter inputs relative to native systems, 
enhanced decomposition rates, and/or erosion. Management to 
increase soil С levels is a high priority for improving the pro
ductivity and sustainability of tropical agricultural systems 
(Swift and Sanchez, 1984). Opportunities to increase soil С 
levels include improved management of presentiy cultivated 
land and the restoration of degraded lands. The latter will 
include conversion to nonagricultural uses such as forest or 
biofuel production, but some areas may be suitable for agricul
tural production as well. 

Management practices to increase soil С stocks include reduced 
tillage, increased production and crop residue return, perennial 
crops (including agroforestry), and reduced bare fallow fre
quency. Introduction of deep-rooting cultivars of ttopical grass
es also shows promise (Fisher et a l , 1994). However, there are 
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economic, educational, and sociological consttaints to improved 
soil management in much of the ttopics. Many ttopical farmers 
cannot aiford or have hmited access to purchased mputs such as 
fertihzer and herbicides. Crop residues often are needed for live-
stocli feed, fuel, or otiier household uses, which reduces С inputs 
to soil (Elwell, 1993). On the other hand, development efforts 
that seek to increase die sustamability and productivity of ttopi
cal agriculture will be largely compatible with CO2 mitigation 
needs. To tiie extent that improved management is based on sig
nificantiy increased fossil fuel consumption, however, benefits 
for CO2 mitigation will be decreased. 

Increasing soil С levels depends on increasmg crop productivity 
and input of organic matter to tiie soil (through irrigation, soil fer-
tihty improvement, multiple-croppmg, conttolled grazing) and/or 
decreasmg decomposition rates (through reducmg tillage, residue 
quahty, pH, temperature, moisture). The relative importance of 
these factors will vary according to chmate and soil type. 

In much of the semi-arid ttopics, the predominant land use is 
pastoral, and grazing control is an important option for main
tenance of soil C. Data from northeastern Brazü suggest that 
improved pastures can maintain С levels comparable to those 
of native systems (1-1.5% C), which are roughly twice those 
in shifting cultivation systems (Tiessen, pers. comm.). Water 
availability is the main determinant of productivity, and the use 
of reduced tillage and mulching to increase available water and 
to reduce surface erosion can promote increased soil С (Lai, 
1986). In areas where cropping and livestock are closely inte
grated, such as parts of the west African Sahel and the Miombo 
zone in southern Africa, better efficiency of manure utilization 
and supplemental commercial fertihzer can increase productiv
ity and soil С (Feller and Garin, pers. comm.). Overall, how
ever, С stocks are low even under native ecosystems, and 
therefore CO2 mitigation options are limited. 

In sub-humid and humid zones, C O 2 mitigation potentials are 
higher. With greater water availability, the physical condition 
and fertility of soils become more important as production con
sttaints. The inherent physical conditions of these soils are gen
erally good but can be degraded with intensive tillage. Reduced 
tillage, mulch farming, alley cropping, and other agroforestry 
practices can contiibute to maintenance of soil stiucture and 
reduction of erosion and can provide increased organic matter 
inputs and reduced decomposition rates (by reducing soil tem
peratures and soil disturbance). In wetland soils, especially 
paddy fields, low aeration slows decomposition and leads to 
high С contents, especially in continuously wet soils. When 
soils dry up during part of the cropping cycle, С contents will 
decrease unless green manures or large amounts of crop 
residues (e.g., wheat) are produced in the dry season. The 
widespread buming of rice straw reduces organic С inputs to 
the soil. Higher С stocks in wetiand soils generally increase 
C H 4 emissions, although better water management can help 
conttol C H 4 emissions. 

Restoration of degraded lands is a significant mitigation 
option. Worldwide there are about 1,200 Mha of moderately 

to severely degraded lands, which constitute a large potential 
С sink (Oldeman et a l . , 1990). In the ttopical and subtropical 
regions of China, about 48 Mha is classified as "wasteland," 
of which 80% is considered suitable for forestry and 8% and 
6% could be restored as cropland and pasture, respectively 
(Zhao, pers. comm.). Based on field experiments, net С 
increases in soils reclaimed for agriculture are on the order of 
2.4 kg C/m2 over a 10-year period, which represents a net С 
sink of 92 Mt C. Higher increases could be obtained for the 
larger area suitable for reforestation. In India, more than 100 
Mha are classified as degraded and greatiy depleted in soil C. 
Experiments have shown that salt- and alkali-affected soils 
have a relatively high potential for С sequestration if suitable 
tree and grass species and water management measures are 
used (Gupta and Rao, 1994). These authors estimated that a 
restoration of 35 Mha of wasteland area in India could 
sequester up to 2 Gt C. 

2 3 . 2 . 2 . 2 . Temperate Agroecosystems 

Most temperate agricultural soils have been cultivated for 
decades to centuries, and most probably have attained a С 
content close to equilibrium value. Very little land in the tem
perate zone is currentiy being converted to agriculture. For 
industrialized agriculture (i.e., United States, EU), soil С 
probably is increasing slightly due to increased productivity 
and hence greater crop residue inputs, improved residue man
agement, and reduced tillage. In less industrialized agricul
ture (e.g., FSU) and in areas that have been brought into cul
tivation more recently, soil С probably is decreasing slightiy. 
As a first approximation, it is reasonable to assume that tem
perate agricultural soils are not a large source or sink of С 
under current practices (Cole et a l , 1993; Sauerbeck, 1993). 
However, soil organic С in permanently cropped fields can be 
increased through a number of management practices, includ
ing greater returns of organic materials to soil, decreased 
periods of fallow, use of perennial and winter cover crops, 
recycling of organic wastes, reduced tillage, erosion control, 
and agroforestry. 

Soil С levels are closely tied to the rate of С return from crop 
residues and other sources. Numerous long-term field experi
ments demonsttate that for many soils, organic С levels are 
directly proportional to the annual rate of С input (Rasmussen 
and Collins, 1991; Paustian et a l , 1995). Increasing crop pro
duction through better nutrient management, reduced fallow 
periods, and improved cultivars can increase С inputs to soil if 
crop residues are retained. 

Summer fallow is used extensively in semi-arid areas of 
Canada, the United States, Austtalia, and tiie FSU to offset 
rainfall variability and increase soil water storage. EUnainating 
or reducing summer fallow through better water management 
could significantiy increase С in semi-arid croplands and 
decrease soil erosion (Janzen, 1987; Campbell et a l , 1990). 
During fallow periods, mineralization of soil organic С gener
ally is faster than under a crop, and there is no input of crop 
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residues (e.g., in a spring wheat-fallow rotation, there may be 
only 4 months of crop cover per 24 months). 

Greater use of perennial forage crops can significantly increase 
soil С levels, due to high root С production, lack of tillage dis
turbance, and protection from erosion. Increases of up to 100 g 
C/m2/yr have been documented for cultivated land planted to 
grassland (see Table 23-2). Where climate permits, winter 
cover crops decrease erosion and provide additional inputs of 
C, thereby increasing soil organic carbon (SOC). Simulation of 
the U.S. combelt with the EPIC model suggested an addition
al С sequestration of 4(Ю g CIva? in 100 years from the use of 
winter cover crops (Lee et a l , 1993). 

Large applications of manure can increase soil С as much as 
can reversion to natural vegetation. For example, in the 
Broadbalk Wheat Experiment at Rothamsted, UK, the appli
cation of farmyard manure (FYM) at the very high rate of 35 
t/ha annually since 1843 has increased %C in topsoil (0-23 
cm) from 0.92% (measured in 1881) to 2.8%. However, 
such an application rate is not possible on a large scale, and 
the off-site impacts of large manure application need to be 
considered. 

Reduced- or no-till systems often (but not always) increase soil 
C. Reduced tillage generally causes organic matter to be con
centrated near the surface, but this does not necessarily repre
sent an increase within the total profile (Powlson et a l , 1987). 
However, several studies have shown genuine increases in 
SOC as a result of reduced tillage (e.g., Dick et a l . , 1986; 
Saffigna et a l , 1989; Balesdent et a l , 1990; Ismail et a l , 
1994). For die United States, Kern and Johnson (1993) estí
mate that an increase in the use of reduced tillage from current 
levels of 27% to 76% of cultivated area by the year 2020 would 
result in a net С sequesttation of 0.2-0.3 Gt С versus a net loss 
of 0.2 Gt С with current practices. Gaston et a l . (1993) estimate 
that no-till management of 181 Mha of climatically suitable 
land in the FSU could sequester as much as 3.3 Gt C. 

In the FSU, significant effort has been made to prevent losses 
of soil organic matter by using sttaw mulch and shelterbelts, 
and terracing steep slopes. Planting of 18 Mha of shelterbelts 
and afforestation of 53 Mha of degraded landscapes and heav
ily polluted lands would allow 16 Gt С to be sequestered and 
conserved over 100 years (160 Mt C/yr)(Kolchugina and 
Vinson, pers. comm.). 

2 3 . 2 . 2 . 3 . Regional Analyses 

A rigorous assessment of soil С changes and the potential 
impacts of various mitigation sttategies requires the integration 
of information on land-use and management practices, soils, 
and climate at regional scales. The growing availability of 
national and, to a lesser extent, global databases, together with 
the use of simulation modeling, provide the framework for such 
analyses. While no such global-scale analyses of С in agricul
tural systems have yet been done, three regional analyses for 

areas in North America illusttate the utility of such an approach, 
as well as problems and information constraints. 

Impacts of different management on soil С content for the U.S. 
combelt region over a 100-year period were assessed by Lee et 
a l (1993) using the EPIC model (Sharpley and Williams, 
1990). This study suggested continued losses of С under the 
current mix of tillage practices. However, widespread use of 
no-till plus winter cover crops resulted in a net accumulation of 
0.10 Mt C/yr. Lee et a l (1993) projected that the net effect of 
a shift to widespread use of no-till plus winter cover crops 
could conserve 3.3 Mt C/yr over the next 100 years. 

The potential С sequestration in Canadian agricultural soils 
over the next 50 years was assessed by Dumanski et a l (pers. 
comm.) using long-term field data and the Century model 
(Parton et a l , 1987). They assumed that cropland area would 
remain within 5% of the current area; that there would be a 
major reduction in summer/fallow in the Chemozemic soil 
zone; and that cropping practices would be intensified, with 
increased fertilizer use, improved residue management with 
reduced tillage, and better erosion control. Over a 50-year peri
od they projected an increased storage of 22 Mt С due to reduc
tion of sununer fallow and 69 Mt С from increased hay crops 
in rotations. Proper fertilization and erosion control through 
zero-tillage and other measures were projected to further 
increase C. Summing these management tteatments, С equiva
lent to 3.4% of Canada's present COj emissions could be 
sequestered annually in improved croplands. 

Potential impacts of alternative management practices on soil 
С in the major agricultural regions of the central United 
States were analyzed by Donigian et a l . (1994). They con
ducted a detailed analysis combining geographic databases 
on climate, soils, and land use with Century model (Parton et 
a l . , 1987) simulations. Management scenarios included 
increased use of cover crops, increased adoption of reduced 
tíllage, and impacts of land set-aside, as well as potential 
increases in crop production. This analysis projected an 
increase in net soil C, primarily due to increases in produc
tivity and crop residue inputs. Thus, a continuation of curtent 
trends in agricultural practices would increase С storage by 
25 to 50 Mt С per year in a region comprising 70% of U.S. 
cropland (87 Mha). 

A global-level analysis using approaches sintilar to those out
lined above is needed in order to better evaluate potential С 
changes, including an analysis of management effects and 
interactions with potential climate change. However, databases 
on land use and management, soils, and cUmate for many 
developing countries are not adequate to provide a reUable 
framework for analysis. Uncertainties about the distiibution of 
land-use types and management regimes in relation to soUs and 
climate and the behavior of soil organic matter below the sur
face horizon are important topics that need to be addressed. 
The curtent efforts of Food and Agriculture Organization 
(FAO) to iniprove such databases at both national and global 
levels should be expanded. 
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2 3 . 2 . 3 . Fossil Energy Use by A g r i c u l t u r e 

Fossil energy use by agriculture is about 3-4.5% of the total con
sumption in the developed countties of the world (CAST, 1992; 
Haas et a l . , 1995a, 1995b; Enquête Commission, 1995). Thus, 
for the primary farm production sector, the mitigation potentials 
through reduced fuel consumption are relatively small. The ratio 
of energy use to farm production has decreased markedly since 
the "oil crisis" of 1973 sharply increased the costs of energy to 
all sectors including agriculture (Darmstadter, 1993) and contin
ues to decrease at this time (U.S. Govemment Executive Office, 
1995). Further reductions may be expected by expanded use of 
minimum tillage, irrigation scheduling, solar drying of crops, 
and improved fertilizer management. 

Tillage and harvest operations account for the greatest propor
tion of fuel consumption in intensive cropping systems. 
Considerable energy savings are possible because the fuel 
requttements using no-till or reduced tillage are 55% and 78%, 
respectively, of that for conventional moldboard plow tillage 
(Frye, 1984). 

The fixation of atmospheric N into synthetic fertihzer requhes 
about 1.2 kg of fossil С equivalents for each kg of fixed N. 
Therefore, the present global consumption of about 80 Mt fertil
izer N cortesponds to the consumption of 100 Mt fossil С per 
year. Although the N fertilizer use in developed countries may 
not increase much further, it is predicted to double in developing 
countries by the year 2025 (IPCC, 1992; Sauerbeck, 1994a). 
Accordingly, the energy required for manufacturing N fertilizers 
will increase to about 150 Mt fossil С annually. In Southeast 
Asia, for example, a 30% increase in the use of fossil fuel is con
sidered necessary by the year 2000, if food production is to fol
low population and economic growth. Thus, optimizing N use 
efficiency and minimizing N surpluses provide mitigation of 
CO2 emissions in addition to reducing N2O emissions. 

High-intensity animal production has become the biggest con
sumer of fossil energy in modern agriculture (van Heerwarden 
et a l . , 1992; Enquête Commission, 1995). This needs to be 
considered more critically, as do recent emissions comparisons 
between conventional and alternative agricultural systems 
(Enquête Commission, 1995). As an example, Haas et a l . 
(1995a, 1995b) calculated that organic farm systems in 
Germany emit only 39% of the overall fossil С required by 
conventional farms. This is due mainly to the replacement of 
mineral N fertilizers by legume cropping, balanced animal 
stocking rates, and a much lower consumption of feed concen
trates (Koepf et a l . , 1988; Enquête Commission, 1995). Even 
energy inputs per ton of harvested crop were lower by 20-60% 
(Haas e t a l . , 1995a, 1995b), although this depends on yield lev
els and cannot be generahzed (Nguyen and Haynes, 1995). 

Fuel requirements by the food sector as a whole (including pro
cessing, preservation, storage, and distribution) account for 
10-20% of total fossil energy consumption (Pimentel et a l , 
1990; CAST, 1992; Haas e t a l , 1995a, 1995b). Thus, it may be 
worthwhile to reconsider the extent of food transport and the 

overall nutritional habits of the societies in the developed 
world. For instance, reducing animal protein consumption in 
Europe and the United States by only one-half of its present 
excess would decrease N fertilizer requirements by about one-
half (Sauerbeck, 1994b; Isermann and Isermann, 1995). 

2 3 . 2 . 4 . Biofuel Production 

Both non-food crops and many conventional agricultural crops 
produce biomass that is valuable as a feedstock for either ener
gy supply or industrial products. Most of these crops require 
soil and management conditions sintilar to food crops and 
compete for limited resources. The extent to which their pro
duction will be expanded in the future depends on the devel
opment of new technologies, their economic competitiveness 
with traditional food and fiber crops as well as with conven
tional petrochemical feedstocks, and social and political pres
sures for more renewable and biodegradable materials. 

The greatest agricultural potential for mitigating CO2 lies in 
increasing the amount and variety of plant biomass used direct
ly for energy production (herein defined as biofuels; see also 
Chapter 19) as a substitute for fossil energy. This increase 
could be realized by substituting biofuel crops for other agri
cultural crops (particularly those in surplus supply), by grow
ing them on lands held in agricultural set-aside programs, or by 
intermixing biofuel plants with food or forage plants in an 
agroforestry system. 

There are also significant opportunities to utilize crop 
residues and byproducts for the production of energy to 
replace fossil fuels. These vary widely, however, in terms of 
the feasibility of collecting and transporting residues, as well 
as the extent to which crop residues can be removed from 
fields without adversely affecting soil С levels and site pro
ductivity. In general, it is estimated that only 50% of the 
residues can be removed without affecting future soil produc
tivity, and only 25% should be considered as recoverable for 
energy purposes (Sampson et a l , 1993). Hall et a l . (1993) 
estimate that for the world's major crops (wheat, rice, corn, 
barley, and sugarcane), a 25% residue recovery rate would 
amount to an annual С amount of 357 Mt. Much of this would 
be used for heating and cooking, without substituting for coal 
or petroleum use. Based on assumptions for energy conver
sion and degree of substitution for fossil C, crop residues 
could offset 100-200 Mt fossil C. 

Other opportunities include converting marginal or surplus 
crop and pasture land to forest, increasing the use of forest bio
mass, noncommercial thinning of industrial timber and paper 
production wastes, and using recycled wood and paper prod
ucts for biofuels. Many of the agricultural biofuels considered 
could be advantageously combined with forest biofuels to stag
ger harvest dates, reduce storage facility needs, create a more 
uniform year-round feedstock supply, and reduce the collection 
radius needed for a feasible utilization facility such as a utility-
scale electrical power station. 
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The C O 2 mitigation potential of a large-scale global agricultur
al biofuel program can be significant (Johansson et a l . , 1993). 
Assuming that 10-15% of the world's cropland area could be 
made available, fossil fuel substitutions in the range of 0.3 to 
1.3 Gt C/yr have been estimated. This estimate does not 
include the indirect CO2 offsets of biofuel production through 
increasing С storage in standing woody biomass, and possibly 
by increased soil С sequesttation. 

2 3 . 2 . 4 . 1 . D e d i c a t e d Biofuel Crops 

Dedicated energy plants, including short-rotation woody 
crops (SRWC), perennial herbaceous energy crops (НЕС), 
and annuals such as whole-plant cereal crops, could be sus
tainably grown on 8-11% of the marginal to good cropland in 
the temperate zone (Table 23-4; Sampson et a l . , 1993). For 
example, in the EU it has been estimated that 15-20 Mha of 
good agricultural land will be surplus to food production 
needs by the year 2010 (Scurlock et a l . , 1993; Flaig and 
Mohr, 1994). This would be equivalent to 20-30% of the cur
rent cropland area. 

Due to increasing agricultural demand in the ttopics, a lower 
percentage of land is likely to be dedicated to energy crops, so 
a reasonable estimate may be 5-7% (Sampson et a l , 1993). In 
total, however, there could be a significant amount of land 
available for biofuel production (FAO, 1994), especially from 
marginal land and land in need of rehabilitation. 

In the United States and Europe, dedicated energy crop 
yields of about 5 t C/ha/yr currentiy are achievable from good 

cropland, and yields of around 9 t C/ha/yr are believed possi
ble by the year 2030 (Wright and Hughes, 1993). In Brazil, 
SRWC yields in the range of 20 to 30 t C/ha/yr have been 
reported from ttial plots (Betters et a l , 1992), representing a 
doubling of average yields from 30 years ago. Generally, how
ever, average tropical crop yields are lower, ranging from 6 t 
C/ha/yr curtentiy to perhaps 12 t C/ha/yr in the future (Table 
23-4; Sampson et a l , 1993). 

Given the assumptions in Table 23-4, the range of estimated 
С emission reductions from energy crops in the tropics is 160 
to 513 Mt C/yr. In the temperate regions, С emission reduc
tion could potentially range from 85 to 493 Mt C/yr 
(Sampson et a l , 1993). In addition, agroforestry systems, 
where trees are grown in intensively managed combinations 
with food or feed crops, have potential emission reductions of 
10 to 55 Mt C/yr in temperate and 46 to 205 Mt C/yr in trop
ical regions. 

23.2.4.2. B i o d i e s e l and B i o e t h a n o l 

Recentiy, the use of vegetable oil crops for the production of 
biodiesel has atttacted considerable attention in the United 
States and the EU (Scurlock et a l , 1993). Biodiesel can be 
burned directly in modified diesel engines or can be used in 
conventional diesel engines after conversion into methyl or 
ethyl esters (Vellguth, 1983; Schwab e t a l , 1987; Sims, 1990). 
However, it curtentiy costs considerably more to produce than 
petroleum diesel, so it is not likely to see expanded usage 
unless technological breakthroughs, ecological considerations, 
or government subsidies alter the economic situation 

Table 2 3 - 4 : P o t e n t i a l r e d u c t i o n of С emissions when replacing f o s s i l energy c a r r i e r s by biofuels of a g r i c u l t u r a l o r i g i n under 
2 X CO2 c o n d i t i o n s . Ranges i n d i c a t e l o w and h i g h estimates (modified f r o m Sampson et a l , 1993). 

Agrie. Biofuel Option 

Total 

Land Area 
(Mha)a 

Net С 
Yield 

(t C/ha/yr)b 

Net С 
Amount 
(Mt/yr) 

Energy 
Use 

Energy 
Substitution 

Factord 

525-1835 

С Emissions 
Reduction 

(Mt/yr) 

Dedicated Energy Crops 
Temperate^ 26-73 5-9 130-657 100 0.65-0.75 85-Ф93 
Tropicalf 41-57 6-12 246-684 100 0.65-0.75 160-513 
Temperate Shelterbeltsg 13-26 2-4 26-104 75 0.50-0.70 10-55 
Tropical Agroforesttyh 41-65 3-6 123-390 75 0.50-0.70 46-205 

301-1266 

^Assuming about 10-15% of worid cropland to be available for biofuels. The 10% estimate agrees with Hall et a l (1993). 
bBased on information in Flaig and Mohr (1994), Graham et a l (1993), Hall et a l (1993), Sampson et a l (1993), and others, 
с Assumed percentage for energy utilization. 
t̂ Assumed substitution factors for fossil fuel according to Sampson et a l (1993). 
s-^Assumed percentages of total cropland. 

68-11% temperate. 
f5-7% tropical. 
§2-4% temperate. 
h5-8% ttopical. 
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(Kleinhanss, 1993; Sampson e t a l . , 1993; Scurlock ei a/., 1993; 
Flaig and Mohr, 1994). 

Generally, crops from which only the oil, starch, or sugar are 
used are of limited value in reducing COj emissions, due to the 
low net energy produced and the relatively high fossil fuel 
inputs required (Marland and TurhoUow, 1991; Flaig and 
Mohr, 1994). Providing one energy equivalent as rapeseed oil 
requires about 0.5-0.6 equivalents as fossil fuel, and if 
bioethanol is produced from grains or root crops, the net ener
gy gain may be as low as 13-20% (Leible and Wintzer, 1993; 
Graef et a l . , 1994). However, when using sugarcane, the cane 
waste provides most of the production energy, resulting in a 
ratio of ethanol energy to the input of fossil fuel of about 5.2 
(Goldemberg et a l . , 1993). Similarly, palm oil obtained in miUs 
driven by residue fuel at yields of 4—5 t/ha can compete with 
diesel costs at an energy output versus fossil energy input ratio 
of 9:5 (Wood and Conley, 1991). The buming of whole-plant 
biomass as an altemative to fossil fuel results in the most sig
nificant CO2 mitigation (Leible and Wintzer, 1993; Reinhardt, 
1993; Kaltschmitt and Becher, 1994), aldiough the actual net 
effect depends on the plant yield and composition and on the 
intensity of the cropping system. 

2 3 . 2 . 4 . 3 . Overall Fossil Fuel Offsets 

Estimating biomass energy production potentials requires 
assumptions not only about available land, productivity, plant 
species, and percent of the crop to be used but also about col
lection and tiansport, conversion efficiencies, and fuel substi
tution factors. Table 23-4 was developed as an estimate of the 
primary energy that could be substituted over the next few 
decades as a result of agricultural biomass production. 
Assumptions were made about the relative conversion effi
ciency of individual fuels and regarding which fossil fuel was 
to be substituted for by the biomass (Sampson et a l . , 1993). 
Overall, agricultural biofuels (energy crops, agroforestty, and 
crop residues) have the potential to substitute for 0.40 to 1.50 
Gt fossil fuel С per year. 

2 3 . 2 . 5 . Summary of CO2 Mitigation in A g r i c u l t u r e 

Potential С mitigation options in agriculture are significant in 
relation to anthropogenic emission rates (Table 23-5). The agri
cultural sector can reduce COj increases in the atmosphere by 
reducing agriculturally related emissions, sequestering С in 

Table 2 3 - 5 : Summary o f C 0 2 mitigation p o t e n t i a l f o r agriculture, expressed as decreases in net С emission rates o r as net С 
storage rates, calculated on a n annual basis o r accumulated for a 50-year p e r i o d . 

Category Annual (Gt C) Cumulative (Gt C) 

Reducing С Emissions 
- Reduction in fossil energy use by agriculture in industrialized countries* 

(assuming 10-50% reduction in current use) 
Increasing С Sinks 

- Increasing soil С through better management of existing agricultural soils (globally)'' 
- Increasing soil С through permanent set-aside of suфlus agricultural land 

in temperate regions 
1) Upland soilsc 
2) Wetland restoration*! 

- Restoration of soil С on degraded lands^ 
(assuming restoration of 10-50% of global total) 

Fossil С Offsets 
- Biofuel production from dedicated crops^ 
- Biofuel production from crop residuess 

Total Potential CO^ Mitigation 

0.01-0.05 

0.4-0.6 

0.015-0.03 
0.006-0.012 
0.024-0.24 

0.3-1.3 

0.86-2.44 

0.5-2.5 

22-29 

0.75-1.5 
0.3-0.6 
1.2-12 

15-65 

45-122 

3 Based on current use of 3^.5% of the total fossil С emission (2.8 Gt C/yr; OECD, 1991) by industrialized countries and an 
arbitrary reduction range of 10-50%. 

'' Assuming a recovery of one-half to two-thirds of the estimated historic loss (44 Gt) of С from currentiy cultivated soils 
(excluding wetiand soils) over a 50-year period. 
Based on an estimated С sequestiation of 1.5-3 Gt over a 100-year period, from a 15% set-aside of cultivated soils (-640 
Mha), in industrialized countries with current or potential production suфluses; annual and cumulative rates given as 1 and 
50% of that total, respectively. 

'' Based on restoration of 10-20% of former wetiand area (8 Mha) now under cultivation in temperate regions. 
^ Assuming potential С sequesttation of 1-2 kg C/m^ over a 50-year period, on an arbitrary 10-50% of moderately to highly 

degraded land (1.2 x 10» ha globally; Oldeman et a l , 1990). 
f Values from Table 23-4. 
s Based on 25% recovery of crop residues and assumptions on energy conversion and substitution. 
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soils, and producing biofuel to replace fossil fuels. However, 
most of the options dealing with land use and soil С sequestra
tion are limited in duration, in that vegetation and soils (under 
a given set of environmental and management conditions) have 
a finite capacity to sequester C. Calculations of С sink increas
es are based on estimates of the difference between current С 
stocks and those possible under improved management, con
sidering that most of the increase in С would occur within a 50-
to 100-year time frame. An exception is С accumulation in 
wetlands, where С increases can be sustained for much longer 
periods. Reductions in fossil С consumption by agriculture and 
the production of biofuels are mitigation options that can, in 
principle, be maintained indefinitely. 

There is a high degree of uncertainty in our estimates concern
ing both flux rates and С storage capacity, as well as in the 
level at which various mitigation options could be implement
ed. Since the latter is largely a function of policy, several of the 
mitigation potentials have been expressed in terms of arbitrary 
ranges (10-50%) in implementation, representing possible 
lower and upper limits for developing policy scenarios. 

Large amounts of С could be sequestered in soils (23^4 Gt 
over a 50-year period) through improved management of agri
cultural land, permanent set-asides, and restoration of degrad
ed lands. Increasing soil С levels has additional benefits in 
terms of improving the productivity and sustainabiUty of agri
cultural production systems. There are potential costs associat
ed with promoting С storage, including fossil fuel require
ments (e.g., fertilizers), lost production (e.g., set-aside pro
grams), and additional labor and financial requirements (e.g., 
land restoration), which may constrain the potential for 
increasing С storage. Direct fossil fuel use by agriculture is a 
relatively minor portion of society's total consumption; there
fore, even high reductions in use within agriculture have a 
modest mitigation potential. 

The effects of potential climate change and C O 2 emichment on 
mitigation have not been explicitiy dealt with in the estimates 
of mitigation potentials. We recognize the importance of these 
factors, but the present level of knowledge is insufficient to 
provide quantitative estimates that would incorporate the com
plex interactions among CO2, climate change, and land use and 
management. Analysis of the effects of these factors on С bal
ance and ttace-gas emissions requires an integrated model and 
data analysis at the global scale. 

23.3. Methane and Nitrous Oxide 

Successful development and implementation of mitigation 
strategies for agricultural sources of C H 4 and N2O require an 
understanding of the effects of land-use change and agricultur
al practices on fluxes of these gases and on conttoUing mecha
nisms. Current knowledge (Batjes and Bridges, 1992; Beese, 
1994; Granli and Bookman, 1994; Kroeze, 1994; Mosier et a l , 
in press; Smith et a l , 1994) falls short of these criteria but is 
sufficient to identify key systems/practices and geographic 

areas to target, as well as likely mitigation technologies. 
Proposed mitigation options need to be evaluated within the 
context of farm production systems in order to ensure that 
interactions and/or feedbacks are accounted for. There is a 
potential for ttadeoffs between C H 4 and N2O that are only part
ly assessed in this document. 

Sections 23.3.1.1 and 23.3.1.2 provide a new assessment of 
agricultural sources and sinks of C H 4 and sources of N2O. 
Appraisal of ntitigation potential in agricultural systems is 
based on these estimates and the management technology 
available. The sources of C H 4 considered important include 
ruminant animals, rice production, animal waste, and biomass 
buming, while agricultural land use impacts the aerobic soil 
sink for atmospheric CH4. The direct and indirect production of 
N2O in fertiHzed systems are considered to be the major agri
cultural source of N2O. Other sources—such as biomass bum
ing, enhanced production of N2O after buming, and increased 
N 2 O production after forest clearing for agriculture—are 
smaller and are given less rigorous attention. Animal feeding 
operations are considered minor N2O sources that are not yet 
adequately characterized. 

2 3 . 3 . 1 . A g r i c u l t u r a l Sources and Sinks of CH4 and N2O 

2 3 . 3 . 1 . 1 . Methane 

Biological generation of C H 4 in anaerobic environments, 
including enteric fermentation in raminants (Johnson et a l , 
1993), flooded rice fields, and anaerobic animal waste pro
cessing, is the principal source of C H 4 from agriculture. 
Biomass buming associated with agriculture also contributes to 
the global C H 4 budget (Delmas, 1993). The primary sink for 
C H 4 is oxidation with hydroxyl radicals in the ttoposphere 
(Cmtzen, 1981); in addition, an aerobic soil sink of 10-20% of 
C H 4 emissions is now evident (Reeburgh et a l , 1993). 

23.3.1.1.1. R u m i n a n t animals 

Methane emissions from domestic raminants are estimated to 
be about 80 Mt/yr, witii a range of 65-100 Mt/yr (IPCC, 1992; 
Hogan, 1993). Cattle and buffalo account for about 80% of the 
global annual C H 4 emissions from domestic livestock (Hogan, 
1993). Non-raminant livestock make a relatively small contri
bution (Cratzen et a l . , 1986; Gibbs and Leng, 1993; Johnson et 
a l , 1993). 

Methane emissions associated with enteric fermentation in 
raminants range from 3-8% of gross feed energy intake 
(Gaedeken et a l , 1990; Leng, 1991; U.S. EPA, 1992; Gibbs 
and Leng, 1993; Johnson et a l , 1993), producing 25-37 1 of 
C H 4 per kg dry matter intake (Shibata, 1994). However, for the 
vast majority of the world's domestic raminants consuming a 
wide range of diets under common production circumstances, 
C H 4 emissions fall near 6% of diet gross energy (range of 5.5 
to 6.5%) (Johnson et a l , 1993). Restricting the amount of 
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high-quality diet to one-half or less of voluntary consumption, 
as is frequently done experimentally, can double these percent
age losses; however, this seldom occurs in practice. The only 
production group found markedly different from 6% is the 
approximately 25 million head of cattle fed very high concen
trate diets for about 120 d prior to slaughter (primarily U.S. 
feedlots), where the emissions average about 3.5% of diet 
gross energy. 

The relatively constant C H 4 emissions as percent of diet for 
most of the world's hvestock has important implications for 
mitigation sttategy. Sttategies targeting increased available 
energy per unit of feedstuff will decrease intake required per 
unit of product (meat, milk, etc.). Improved feeding and animal 
management is the only strategy, to date, that has consistently 
reduced methane emissions. Almost all improved livestock 
management practices reduce methane per unit of product, and 
while increased diet energy availability is usually central to the 
improved practice, a whole array of intertelated inputs are 
required (protein, minerals, vitamins, improved genetics, 
reproductive efficiency, animal health, predator conttol, etc.). 
The ttend worldwide is toward these improved technologies, 
limited mostiy by the market price of animal products. 

Examples of methane mitigations that have been analyzed 
include: 

• A variety of feed additives (e.g., antibiotics, 
ionophore antibiotics and steroids) increase growth 
rate and increase the feed efficiency of beef cattle, 
resulting in 5-15% less methane per unit of product 
(U.S. EPA, 1992). 

• Somatottopin (bST) to increase milk production, 
recently approved in the United States and in several 
other countries, is projected to reduce methane by 9% 
if adopted for all dairy cows in the United States 
(Johnson e t a l . , 1991). 

• Treatment of cereal straws with ammonia is a much-
researched method and increases digestibility and 
intake, but increases in methane per kg of straw have 
been found (Birkelo et a l . , 1986). 

Estimated potentials for adoption of these practices and associ
ated C H 4 reductions are shown in Table 23-6. The greatest 
opportunity for reducing C H 4 emissions from ruminants is 
through feed supplementation of cattie and buffalo in Africa, 
Asia, and Latin America (Leng, 1991; Lin et a i , 1994). 
Supplementation of the diets of native cattle/buffalo in India 
has been shown to decrease C H 4 emissions per liter of milk 
produced by a factor of three and per ton of live weight gain by 
a factor of six (Leng, 1991). 

Opportunities for reducing C H 4 entissions from intensively 
managed cattle are somewhat limited because the C H 4 produc
tion per uiüt of cattle feed is small with a high-quality diet. For 
dairy cattle, estimated reductions are 10% by genetic improve
ment, 10% through use of bovine growth hormone (if permit
ted), and 4% through improved feed formulation (CAST, 1992; 

U.S. EPA, 1992). For beef cattle, pharmaceuticals being devel
oped that promote protein gain at the expense of fat could 
reduce C H 4 emissions by as much as 20% (CAST, 1992). 
Longer-term opportunities include the production of twins to 
reduce the need for breeding animals and biotechnological 
approaches to modify rumen fermentation (CAST, 1992; U.S. 
EPA, 1992). OveraU, the combination of these mitigation 
options could decrease C H 4 emissions from ruminant animals 
by approximately 30% (Table 23-6). However, increasing food 
quality may result in increased NjO emissions and increased 
energy use, thereby decreasing the effect of the estimated 
decreases in C H 4 emissions (Ward et a l . , 1993). 

23.3.1.1.2. A n i m a l waste 

Significant emissions of C H 4 also occur from animal waste, 
varying with waste type and management practice (Safley et 
a l , 1992; U.S. EPA, 1993). In general, manures from animals 
having a high-quality diet have higher potential to generate 
C H 4 than manures from animals having a low-quality diet. 
Actual C H 4 emission values depend on the amount of manure 
produced, its potential to generate CH4, manure handhng prac
tices, and chmate. 

Global CH4 emissions from livestock manure were an estimat
ed 20-30 Mt/yr (Safley et a l . , 1992). More recently, the U.S. 
Environmental Protection Agency estimated this source to con
tribute 10-18 Mt/yr (Gibbs and Woodbury, 1993); a value of 14 
Mt СН4/УГ is used here. Manure management systems that 
store manure under anaerobic conditions contribute about 60% 
of C H 4 of this source because C H 4 is produced during anaero
bic decomposition of organic materials in manure (U.S. EPA, 
1994). Methane lost from anaerobic digestion constitutes a 
wasted energy source that can be recovered by using manure 
management and treatment practices adapted for C H 4 collec
tion (Hogan, 1993). With current technology, C H 4 emissions 
can be reduced by 25 to 80%. Hogan (1993) identified CH4 
control options that include (Table 23-6): 

• Covered Lagoons—This option is associated with 
large-scale, intensive farm operations that are com
mon in North America, Europe, and regions of Asia 
and Austtalia. Covered animal-waste lagoons have 
the potential to recover completely the C H 4 produced 
from anaerobic waste fermentation. A reasonable esti
mate is that 40% of the C H 4 from these regions could 
be mitigated using this approach. 

• Small-Scale Digesters— T̂hese digesters are designed 
to utilize anaerobic decomposition of organic materi
als for C H 4 recovery, typically in small-scale opera
tions. Wang et a l . (1994) noted tiiat about 10 million 
such biogas digesters are in use in China. These 
digesters also seem applicable to parts of Africa and 
South America. Here we assume an efficiency of 70%. 

• Large-Scale Digesters—Larger, more technically 
advanced digesters can be integrated with manage
ment practices at large livestock operations. 
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Table 2 3 - 6 : Estimated effect of management p r a c t i c e s on CH4 emissions from ruminant livestock, livestock m a n u r e s , and 
flooded rice. 

Mitigation Practice 

Estimated Decrease 
due to Practice 

(MtCHVyr) 

Ruminant Livestocli 
- Improving diet quality and nutrient balance 
- Increasing feed digestibility 
- Production-enhancing agents 
- Improved animal genetics 
- Improved reproduction efficiency 

Livestock Manures 
- Covered lagoons 
- Small digesters 
- Large digesters 

Flooded Rice 
- Irrigation management̂  
- Nutrient management 
- New cultivars and other cultural practices 

Total 

Total 

Total 

25 (10-35)a 
2(1-3) 
2(1-6) 

29 (12-44) 

3.4 (2-6.8) 
1.7 (0.6-1.9) 

5.1 (2,6-8.7) 

5b (3.3-9.9) 
10= (2.5-15) 
5d (2.5-10) 
20 (8-35) 

a Range of estimates. 
b About 50% of total rice area and 60% of total rice grain produced is under irrigation (Neue, 1992). Methane production is 

higher in continually flooded systems and with greater biomass production (Sass e t a l , 1991). Sass et a l . (1992) showed that 
draining the field at specific times decreased C H 4 production by 88% without decreasing rice yield. The effect will probably 
not be better than 50% when used in the field. The ability to control flooding and drainage will be avaUable to no more than 
30% of the total production. 

<̂  Lindau et a l (1993) showed that CH4 emissions can be decreased by adding sodiiun sulfate (by 28-35%) or coated calcium carbide 
(by 36%) with urea compared to urea alone, and by using ammonium sulfate (20%) in place of urea. With all tiiese approaches, 
C H 4 production could be decreased by about 20%. We assume that this potential can be utilized for all rice production. 
Furtiier mitigation potentials are likely to exist in optimizing rice cultivars and other management practices (Neue, 1992; 
Sass et a l , 1992; Lin et a l , 1994; Sass, 1994). In controlled experiments, a decrease of about 20% was demonstiated for 
some of these approaches. An estimated 10% reduction can be achieved from global rice production. Composting rice 
straw before field application also decreases C H 4 from rice fields (Yagi and Minami, 1990). 

e Drying the soil surface during the cropping season may increase N2O emissions. The net effect of both gases needs to be 
evaluated before the practice can be recommended. 

23.3.1.1.3. Rice p r o d u c t i o n 

The major pathways of C H 4 production in flooded soil are the 
reduction of CO2 with Щ, fatty acids, or alcohols as hydrogen 
donor and the tiansmethylation of acetic acid or methyl alco
hol by methane-producing bacteria (Conrad, 1989). In flooded 
rice fields, the kinetics of microbial reduction processes are 
sfrongly affected by the composition and texture of soil and its 
content of inorganic electron acceptors (Neue, 1992). The peri
od between flooding and the onset of methanogenesis can be 
different for various soils (Sass et a l , 1992). As methane pro
duction occurs only under highly reduced conditions, on the 
order of -200 mv redox potential, intermittent flooding or mid-
season drainage decreases C H 4 enussions (Sass et a l , 1992; 
Yagi and Minanti, 1993). The amount of C H 4 produced in a 

system is highly dependent upon the quantity of organic carbon 
available, either from added rice sttaw (Schutz et a l , 1989; 
Yagi and Minami, 1990; Sass et a l , 1991; Neue et a l , 1994; 
Nouchi et a l , 1994b) or green manures (Lauren and Duxbury, 
1993; Lauren et a l , 1994). Rice plants influence C H 4 emis
sions by providing substrate for root exudation and decay 
(Schutz'fei a/., 1989; Sass e t a l , 1991). 

There are three processes of C H 4 release into the atmosphere 
from rice paddies. Methane loss as bubbles is generally a 
mechanism during the early stages of plant growth and during 
weeding operations. Diffusion loss of C H 4 across the water 
surface is another but is a relatively slow process. The third 
process, ttansport through rice plant aerenchyma and release to 
the atmosphere through the shoot nodes, which are not subject 
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to stomatal control, is generally the most important emission 
mechanism (Cicerone et a i , 1983; Seller eí a l . , 1984; Nouchi 
etal., 1990,1994a, 1994b). During the course of the rice-grow
ing season, a large portion of the C H 4 that is produced in the 
flooded soil is oxidized before it escapes to the atmosphere 
(Schutz et a l . , 1989; Sass et a l . , 1992). 

Revised emission estimates: Minami (1993) proposed the 
methodology for estimating global CH4 emission from rice fields 
and presented a C H 4 emission range of 10 to 113 Mt СН4/УГ from 
world rice paddy fields. A review of C H 4 studies m China, India, 
Japan, Thailand, tiie Philippines, and the United States (Sass, 
1994) tightened the range of projected CH4 emissions from rice 
fields. In his calculations, Sass combined the data for total area of 
rice paddies witii the flux esthnates published in various chapters 
of Minami et a l . (1994) to produce Table 23-7. For China and 
India, the annual CH4 flux esthnates were specified by Wang et 
a l . (1994) and Parashar et a l . (1994), respectively, hi tiie otiier 
cases, the figures are based on the minimum and maximum 
reported emission averages. The rice areas in the countiies shown 
in Sass' esthnate represent 63% of tiie total world rice paddy area 
and resuh in a total annual CH4 emission of 16 to 34 Mt. 
Extiapolating these data to the world, Sass estimates total CH4 
emissions from rice fields to range between 25.4 and 54 Mt/yr, 
widi 50 Mt/yr as a best-guess global emission value. This value 
is near die IPCC (1992) best estimate of 60 Mt СН4/УГ, but tiie 
range indicates that tiie achial rate may be lower. Wang et a l . 
(1994) estimated the aimual CH4 emissions from rice in China to 
range between 13 and 17 Mt/yr. Lin et a l . (1994) estimated a 
shghtiy lower value from rice in China of <12 Mt СН4/УГ. 

Table 23-7: Estimates of methane emissions f r o m rice fields. 

Total Area Total Rice C H 4 

of Rice Grain Yield Emission 
Country Paddies (Mha) (Mt/yr) (Mt/yr) 

China 32.2 174.7 13-17a 
India 42.2 92.4 2.4-6b 
Japan 2.3 13.4 0.02-1.04c 
Thailand 9.6 19.2 0.5-8.8^ 
Philippines 3.5 8.9 0.3-0.7^ 
USA 1.0 6.4 0.04-0.5f 
Other 54.6 158.5 9.2-20 

World Total 147.5 473.5 25.4-54g 

a Wang et a l . (1994). CH4 values based on an area-weighted 
summation for specific regions of the country. 

Ь Parashar et a l . (1994). C H 4 calculated as in (a). 
Yagi et a l . (1994). C H 4 values based on measured mini
mum arid maximum emission rates from the country. 

d Yagi et a l . (1994). C H 4 calculations as in (c). 
^ Neue et a l . (1994). C H 4 calculations as in (c). 
f Sass and Fischer (1994). C H 4 calculations as in (c). 
g World total emission rate obtained by an area scaling of the 

total of the emission rates measured (Sass, 1994). 

Estimates of CH4 emission r e d u c t i o n : Applying the following 
major management options to global rice production could 
decrease C H 4 production in rice: (1) water management, (2) 
nutrient management, (3) cultural practices, and (4) new rice 
cultivars (Table 23-6). 

23.3.1.1.4. Biomass b u r n i n g 

The buming of biomass results in the emission of C H 4 because of 
incomplete combustion. Emission factors for CH4 (i.e., the frac
tion relative to emitted CO2) vary greatiy (0.1% to 2.5%o) depend
ing on whether the fire is hot, flaming, or smoldering combustion 
(Levine et a l , 1993). In response to dechnmg agricultural yields 
and increasing population pressures, farmers in many regions 
convert forests to cropping land, and many of tiieir techniques 
involve buming. For example, shifting cultivation requhes tiiat 
forests be cut, and logging debris and unwanted vegetation 
burned; die land is then farmed for several years, tiien left fallow 
to rejuvenate. Savanna and rangeland biomass is often bumed to 
improve livestock forage. Agricultural residues are also binned in 
the field to retum nutrients to the soil or reduce shmbs on rota
tional fallow lands. Such agriculhire-related buming may account 
for 50% of the biomass bumed annually. In addition, about 50% 
of the worldwide crop residues are bumed in small-scale cooking 
and heating stoves (Hao et a l , 1988). 

Estimates indicate that 8,700 Mt dry matter/yr (Andreae, 1991) 
of biomass and 1 to 5% of the worid's land (U.S. EPA, 1990b) 
is bumed. Of these estimated C H 4 emissions, those from trop
ical forest clearing for agriculture, sâvaima buming, and agri
cultural crop residue buming are portions of total biomass 
buming that can be attiibuted to agricultural practices. Those 
sources total about 22 Mt СН4/УГ. Buming of crop lands, grass
lands, and forests may be reduced through sustained land man
agement programs and the promotion of different land-use 
practices, including the following: 

• bcreasing the productivity of existing agricultural lands 
• Lengthening the rotation times and improving the 

productivity of shifting agriculture 
• Increasing grassland management 
• Incoфoratíng crop residues into soil 
• Increasing the use of crop residues as household fuel 

(remembering that a balance between fuel use and 
maintenance of soil fertility must be maintained) 

• Replacing annual or seasonal crops with trees. 

Usmg various combinations of tiiese practices, an estimated 50% of 
die CH4 emitted annually from buming of agricultural wastes (-2.7 
Mt/yr) and 20% of odier agriculhiral bummg (-3.3 Mt/yr) could be 
ehminated, providmg a total potential mitigation of ~6 Mt СН4/УГ. 

23.3.1.1.5. Methane o x i d a t i o n in s o i l 

Land-use changes and otiier human-induced alterations of С 
and N cycles during the past centuries appear to have decreased 
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C H 4 oxidation in aerobic soils (Ojima et a l . , 1993), increased N 
deposition on temperate forest soils (Steudler et a l . , 1989), and 
decreased C H 4 uptake by 30 to 60%. Methane oxidation was 
decreased by about 50% by tilling a semi-arid grassland even 
when no N fertilizer was ever applied (Mosier et a l . , 1991). The 
decrease in C H 4 oxidation in soils when forests or grasslands 
are converted to agricultural use has been observed in tropical 
(Keller et a l . , 1990, 1993) and temperate (Steudler et a l . , 1989; 
Mosier et a l . , 1991; Dorr et a l . , 1993; Dobbie and Smith, 1994) 
environments. The decrease seems to be greater as the intensity 
of the agricultural practices increases. Ojima et a l . (1993) esti
mated that land-use changes during the past 200 years have 
decreased tiie global temperate soil sink for C H 4 by 20-30%. 

A portion of this effect can be attributed to inhibition of C H 4 
uptake by inorganic N (Steudler et a i , 1989; Keller et a l . , 
1990; Mosier et a l . , 1991; Nesbit and Breitenbeck, 1992; 
Hütsch et a l . , 1993). Additions of inorganic N have been 
shown to reduce C H 4 uptake in many, but not all, cases 
(Steudler ei a l . , 1989; Mosier et a l . , 1991; Adamsen and King, 
1993; Cochran et a l . , 1995). 

Reeburgh et a l . (1993) estimated the global aerobic soil sink to 
be about 40 Mt СН4/УГ. From a review of available CH4 uptake 
data, Minami et a l . (1993) constrain total tertestiial C H 4 con
sumption between 7 and 78 Mt/yr. Insufficient information is 
curtentiy available to recommend agricultural practices to 
increase the oxidation of C H 4 in cultivated soils. 

2 3 . 3 . 1 . 2 . Nitrous Oxide 

Nitrous oxide is produced primarily by microbial processes in 
the soil (Bouwman, 1990). Anthropogenic emission of NjO 
occurs as a result of land conversion to agriculhire and is likely 
to be most intensive in agricultural systems that have high N 
input. Because soil production is the major agricultural source of 
N2O, this topic is emphasized (Granli and Bookman, 1994). 
Agricultural N2O emissions are thought to arise from fertilization 

of soils with mineral N and animal manures (this N is partly recy
cled mineral N and relocated soil mineral N), N derived from bio
logical N fixation (legume crops and free-living N-fixing 
microbes), and from enhanced soil N mineraUzation (Duxbury 
and Mosier, 1993). Information is available only to assess tiie fast 
three sources (Mosier and Bouwman, 1993; Isermann, 1994a). 
Nittous oxide also is directiy evolved during biomass buming, 
and produced in soil after buming, and enhanced emissions arise 
during conversion of ttopical forest to agriculture (Batjes and 
Bridges, 1992). 

A variety of factors control rates of the two microbial process
es (nitrification and denitrification) that produce N2O and N2O 
yield. Important variables are soil water content, temperature, 
nittate or ammonium concentrations, available organic carbon 
for denitrification, and pH. Because interactions among the 
physical, chemical, and biological variables are complex, NjO 
fluxes from agricultural systems are highly variable in both 
time and space (Duxbury and McConnaughey, 1986; Smith, 
1990; Beese, 1994; Clayton et a l . , 1994; Kroeze, 1994; 
McTaggart et a l . , 1994). Consequently, prediction of N2O 
emissions associated with a unit of N applied to a specific field 
or fixed by legumes (Mosier, 1993) is not yet reliable. Such 
predictive capabilities are needed because N2O emissions 
derived from agriculture are >75% of the anthropogenic 
sources (Isermann, 1994a). 

23.3.1.2.1. Revised N2O emission estimates from 
agricultural soils 

Estimates of N inputs to agricultural soils and associated N2O 
production are presented in Tables 23-8 and 23-9, respectively. 
The data are grouped into seven regions of the world. These 
estimates consider both N2O directiy emitted from agricultural 
fields and the indirect emissions that occur during parts of the 
year other than the cropping season, after the N leaves the 
field. The N fixation contribution does not include NjO pro
duced in legume pastures. Australia and New Zealand, for 

Table 2 3 - 8 : Estimated nitrogen applied annually t o agricultural lands as synthetic fertilizers and animal wastes, and land 
area cropped with pulses and soybeans. 

Synthetic N Manure N Manure N Used Harvested Area of 
Consumed Produced as Fertilizer Pulses + Soybeans 

% of Total 
Region Mt Mt Manure N Mt ha X 106 

Africa 2.1 20.9 50 10.5 12.8 
North and Centtal America 13.1 7.8 70 5.5 28.1 
South America 1.7 21.9 50 11.0 23.5 
Asia 37.3 37.4 70 26.2 48.5 
Europe 13.6 12.3 90 11.1 4.0 
Oceania 0.9 0.5 30 1.5 1.4 
Former Soviet Union 8.7 10.1 90 9.1 6.6 
Total 77.4 115.3 74.9 124.9 
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Table 23-9: Estimates of d i r e c t a n d indirect emissions ofNiO f r o m application of f e r t i l i z e r N (synthetic o r a n i m a l waste) t o 
a g r i c u l t u r a l s o i l s and f r o m soils growing b i o l o g i c a l N-fixing crops (Mt N20-N/yr). 

Estimated N ,0 from 

Region Mineral N Animal Waste N-Fixation Total Range 

Africa 0.04 0.21 0.05 0.30 0.15-0.45 
North and Cental America 0.26 0.11 0.11 0.48 0.24-0.72 
South America 0.03 0.22 0.09 0.34 0.17-0.51 
Asia 0.75 0.52 0.19 1.46 0.73-2.19 
Europe 0.27 0.22 0.02 0.51 0.26-0.77 
Oceania 0.01 0.03 0.01 0.05 0.03-0.08 
FSU 0.17 0.18 0.03 0.30 0.19-0.57 

Total 1.53 1.49 0.50 3.50 1.8-5.3 

example, contain large areas of pasture land that include 
legumes as part of the pastoral system. Little data are available 
for other parts of the globe. 

The estimate of synthetic fertilizer N inputs to agricultural soils 
and the land area of harvested pulses and soybeans are based on 
country data published by FAO (1990a, 1990b). These values 
are subject to uncertainty, as are the highly uncertain animal 
manure N values adapted from Safley (1992) and Bouwman et 
a l . (in press). The quantities used as fertilizer for each region are 
shown in Table 23-8. These numbers are based on estimates of 
animal distribution and management systems for each region 
and are not very reliable because of the lack of information. 

In addition to including multiple N input sources and N2O 
derived from N-fixation, a revised method for calculating the 
contribution of N2O from agriculture is used for the estimates in 
Table 23-9. Earlier estimates generally were based upon assess
ments derived from reviews of pubUshed NjO emissions data 
(Bouwman, 1990; Eichner, 1990). More recently, Bouwman et 
a l . (in press) reviewed the literature again and presented anoth
er assessment of N2O emissions. They noted that loss of N2O 
from agricultural soils may be presented in three ways:. (1) the 
total loss during the period covered by the measurements; (2) 
the difference between fertilized and control plot, which is 
referted to as "fertilizer-induced N2O loss"; and (3) the total 
loss calculated as a percentage of fertilizer N applied. 

Bouwman et a l . (in press) estimated the total emissions of N2O 
from a regression equation: total annual direct field N2O -N loss 
= 1 -1-0.0125 * N-application (kg N/ha). The value of 1 kg 
N20-N/ha represents the background N 2 O - N evolved; the 
0.0125 factor accounts for the conttibution from fertilization. 
This estimate includes N sources from a variety of ntineral and 
organic N fertilizers and was based on long-term data sets. The 
total flux represents Щ0 from all sources: native soil N , N 
from recent atmospheric deposition, past years' fertilization, N 
from crop residues, N2O from subsurface aquifers, and current 
N fertilization. 

As explained in Mosier (1993), soil management and cropping 
systems and unpredictable rainfall inputs affect NjO emissions 
more than mineral N sources. As a resuh, for the purpose of 
estimating N2O production from fertilization, we do not use 
different multiplication factors for different fertilizer types. 
Limited data also indicate that organic N sources such as ani
mal manures and sewage sludge induce larger N2O emissions 
per unit of N added to the soil than does mineral N (Bouwman, 
1990, 1994a; Benckiser and Simarmata, 1994). Because of the 
lack of adequate parallel experiments that cover the range of 
possibilities of mineral and organic N applications, a single 
conversion coefficient is used for all sources. 

Although these emission estimates are variable, the range is 
lower tiian suggested in the OECD/OCDE (1991) calculation 
methodology. Experience in conducting field flux experiments 
suggests that much nartower constraints can be placed on the 
N2O flux predictions. Bouwman (1994a) estimated that 1.25 ± 
1.0% of the applied N was directly emitted, as N2O encom
passes approximately 90% of the direct contributions of fertti-
ization to N2O emissions. 

The indirect contribution of fertilizer N to NjO emissions, apart 
from the fields where fertitizer is applied, also must be consid
ered. Based upon the discussions of Duxbury et a l . (1993), 
Mosier (1993), and Isermann (1994a), and the large amounts of 
N2O frequently found in subsurface aquifers (Bowden and 
Bormann, 1986; Minami and Ohsawa, 1990), an estimated 
additional 0.75% of N applications will eventually be evolved 
to the atmosphere as N2O resulting from N leaching, runoff, and 
nitrogen oxides (NO,) and ammonia (NH3) volatilization. 

The direct and indirect N 2 O - N emissions from application of 
mineral or organic N total approximately 2 + 1% annually 
(Mosier et a l . , in press). This estimate is expected to encom
pass more than 90% of field situations. Nitrous oxide from bio
logical N-fixation is calculated by multiplying the area of land 
used for growing pulses plus soybeans in each region by 4 kg 
N/ha (Duxbury et a l , 1982; Galbally et a l , 1991). 
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23.3.1.2.2. Mitigation of N¡0 f r o m agricultural soils 

A significant fraction of the Щ0 evolved from agricuhural 
systems could be avoided if some combination of agricultur
al management practices listed in Table 23-10 were adopted 
worldwide. These practices are recommended mainly to 
improve synthetic fertilizer and manure N use efficiency. 
The underlying concept in limiting NjO emissions is that if 
fertilizer N (all N applied to improve crop growth) is utilized 
better by the crop, the amount of N needed to meet the grow
ing demand for food will be less; therefore, less NjO will be 
produced and less N will leak from the system (Isermann, 
1994b; Sauerbeck, 1994a, 1994b). Some of these practices, 
such as use of nitrification inhibitors, have been shown to 
have a direct effect on decreasing NjO emissions in field 
studies (Aulakh et a l , 1984; Minami et a l , 1990; Bronson et 
a l , 1992). Ryden (1981) and McTaggart et a l (1994) have 
shown that timing of application of different types of syn
thetic fertilizer with seasonal water distribution can limit 
NjO production. 

From Table 23-10 the amount of NjO-N that is amenable to 
management is estimated. In these calculations, it is assumed 
that two-thirds of the Щ0 from N applied as manure or syn
thetic fertilizer is directly emitted from agricultural systems. 
The remaining one-third is emitted indirectly as a result of 
runoff, nitrate leaching, and transfer of N to other sections of 
the ecosystem through NH3 and N 0 ^ emissions. Only the direct 
emissions are readily amenable to control by on-farm manage
ment, but management options that decrease the amount of 
extemal N needed to produce a crop also will decrease indirect 
N2O production. It was also assumed that N2O produced direct
ly from biological N fixation cannot be managed. These esti
mates were based upon estimated fertilizer use and animal N 
production in FAO (1990b); thus, they represent estimates for 
that year and are not future projections. 

By better matching N supply to crop demand and more close
ly integrating animal waste and crop-residue management with 
crop production, N2O emissions could be decreased by about 
0.38 Mt N 2 O - N . Further improvements in farm technology, 
such as use of controUed-release fertilizers, nitrification 
inhibitors, timing, and water management, should lead to 
improvements in N use efficiency and further Umit N2O pro
duction by an estimated 0.30 Mt N2O -N . A total potential 
reduction of global NjO emissions from agricultural soils is 
thus 0.7 (0.34 to 1.0) Mt N20-N/yr. 

23.3.1.2.3. Release due t o biomass burning 

Bouwman (1993, 1994b) reviews the status of N2O formation 
during biomass buming and estimates a global emission of 0.1 
to 0.3 Mt N/yr. This calculation is based on 0.7 ± 0.3% of the N 
content of the material bimtied being lost as N2O (Lobert et a l , 
1990; Hurst et a l , 1994), The estimate includes only diose emis
sions related to savanna buming and deforestation (Cratzen and 
Andreae, 1990; Hao et a l , 1990). A mean value of 0.2 Mt N/yr 

to represent the N2O emitted directly from biomass buming 
related to agriculture is used here. The mitigation potential is dif
ficult to assess because if crop residue is returned to the soil, part 
of the N mineralized wiU be converted to N2O. A significant 

Table 2 3 - 1 0 : L i s t of p r a c t i c e s to improve efficiency of use of 
synthetic fertilizer and manure N in agriculture and expected 
reduction of N2O emissions assuming global application of 
m i t i g a t i o n p r a c t i c e s (Mt N/yr). 

Estimated Decrease 
Practice Followed in N2O Emissions 

Match N Supply with Crop Demand 0.24» 
- Use soil/plant testing to determine 

fertilizer N needs 
- Minimize fallow periods to limit 

mineral N accumulation 
- Optimize split application schemes 
- Match N application to reduced 

production goals in regions of crop 
oveфroduction 

Tighten N Flow Cycles 0.14^ 
- Integrate animal and crop production 

systems in terms of maniu-e reuse in 
plant production 

- Maintain plant residue N on the 
production site 

Use Advanced Fertilization Techniques 0.15'= 
- Conttolled-release fertilizers 
- Place fertilizers below the soil surface 
- Foliar application of fertilizers 
- Use nittification inhibitors 
- Match fertilizer type to seasonal 

precipitation 

Optimize Tillage, Irrigation, and Drainage 0.15'' 

Total 0.68 
a Assumed tiiat fertihzer N use efficiency can be increased to 

save 20% of N applied in North America, Europe, and FSU 
(Doerge et a l , 1991; CAST, 1992; Isermann, 1994a; 
Peoples et a l , 1995). 

ь Tightening N cycles may decrease the need for 20% of the 
N tiiat is used currentiy in North America, Europe, and 
FSU, thus saving 20% of fertihzer and reducing N2O from 
manure by the same amount where applicable (Buresh et 
a l , 1993; Isermann, 1994a). 

'= Conttolled-release fertilizers (Minami, 1994), nitrification 
inhibitors (Bronson e t a l , 1992; Keerthisingheе/й/., 1993; 
McTaggart et a l , 1994; Minami, 1994), and matching fer
tihzer type with seasonal precipitation can decrease N2O 
emissions 40-90%. We assume that 10% of all fertilizer-
derived N2O production can be decreased by 50%. 

'1 There is littie published data to confirm this assumption 
(Granh and Bockman, 1994). A conservative assumption 
of a 5% decrease that can be achieved globally is used. 
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decrease in die amount of agricultural biomass that is burned 
could be achieved by composting the material before it is 
returned to the field. It is not known, however, how much N2O 
is released during composting. Buming also may make N and 
other nutrients more available to soil microorganisms and result 
in enhanced emissions of N2O from soil (Anderson et a l . , 1988; 
Anderson and Potíi, 1989). Bouwman (1993) and Bouwman et 
a l . (in press) calculate that from about 12 Mt N/yr remaining on 
the ground after buming (Cratzen and Andreae, 1990), 20% is 
volatilized as NH3 and that 1%, 0.1 Mt/yr, of the remaining N is 
emitted to the atmosphere as N2O. Because of this uncertainty, 
we expect a mitigation potential of about 10% of the N2O -N 
associated witii buming of biomass from agriculture. 

23.3.1.2.4. Conversion of tropical forest 

Conversion of tropical forests to pastures and arable land may 
contribute an important amount of N2O to the atinosphere 
(Keller et a l . , 1993; Bouwman et a l . , in press). While fluxes may 
increase by a factor of 5-8 in the first few years after forest clear
ing (Luizao et a l . , 1989; Keller et a l . , 1993), fluxes gradually 
decrease during the following 10-20 years (Garcia-Mendez et 
a l . , 1991; Keller et a l , 1993). Bouwman (1994b) estimates tiiat 
about 0.4 Mt of additional NjO-N is emitted annually. We esti
mate that a 20% reduction from existing levels can be achieved. 

2 3 . 3 . 2 . Summary of Methane and Nitrous Oxide Emissions 
and Potential Decreases 

Mitigation options are available that could result in significant 
decreases in C H 4 and N2O emissions from agricultural systems. 

If implemented, they are likely to increase rather than 
decrease crop and animal productivity. Implementation has 
the potential to decrease C H 4 emissions from rice, raminants, 
and animal waste by 30-40% (Table 23-11). The key to 
decreasing NjO emissions is improving the efficiency of plant 
utilization of fertilizer N. This could decrease N2O emissions 
from agriculture by almost 20%. Using animal waste to pro
duce C H 4 for energy and digested manure for fertilizer may at 
some time be cost effective. Economic analyses of options 
proposed should show positive economic as well as environ
mental benefits. 

23.4. Economic Feasibility of Mitigation Options 

As shown in the preceding sections of this chapter, there are 
policies and tools that, if put into effect, can reduce net car
bon emissions from agriculture and increase sequestration. 
Carbon emissions and capture in agriculture can be brought 
into balance, but agriculture always will be a net source of 
N2O and C H 4 . Practices are described in this chapter that 
would reduce these emissions but not eliminate them. In the 
case of N2O, these practices include changes in the timing 
and placement of fertilizer and use of nitrification inhibitors 
and fertilizer forms that slow the release of N. In the case of 
C H 4 , these practices include shortening the time during 
which rice paddies are inundated, altering feeding and hus
bandry practices to diminish emissions per unit of animal 
product produced, and utilizing animal wastes for biogas 
production. 

Implementation of these practices will require decisions at 
many different levels. For example, development of a biofuel 

Table 23-11: Estimated p o t e n t i a l impact of mitigation options on CH4 and N¡0 emissions from agriculture. 

Source 

Estimated 
Amount Emitted 

(Mt/yr) (Mt/yr) 
Potential Decrease 

(%) 

C H 4 

- Ruminant animals 
- Animal waste 
- Rice paddies 
- Biomass buming 

Total 

80 (65-100)a 
14(10-18) 
50 (20-60) 
22 (11-33) 

166 (106-211) 

29 (12-45) 
3 (2-7) 

20 (8-35) 
6 (1.5^.5) 
58 (24-92) 

36 
21 
40 
27 
35 

N2O-N 
- Mineral fertilizer 
- Animal wastes 
- N-fixation 
- Biomass buming 
- Soils after buming 
- Forest conversion 

Total 

1.5 (0.5-2.5) 
1.5 (0.5-2.5) 

0.5 (0.25-0.75) 
0.2 (0.1-0.3) 
0.1 (0.05-0.2) 

04 (0.1-1) 
4.2 (1.5-7.25) 

0.3 (0.15-0.45) 
0.3 (0.15-0.45) 

0.02 (0.01-0.03) 
0.01 (0.005-0.015) 
0.08 (0.04-0.12) 
0.71 (0.36-1.1) 

20 
20 

10 
10 
20 
17 

^Range of estimates. 
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industry will require changes in infrastructure, institutions, 
and regional and national policies. At a different scale and 
level of decisionmalcing, the rancher can help reduce C H 4 
emissions by providing his/her animals with feed additives. 
Even the nomadic herder can do this by providing urea-con
taining blocks for grazing animals to lick. What are the 
incentives and disincentives for them to do so? Here we 
examine the feasibility for agricultural producers and the 
likelihood that they will adopt GHG reduction methods 
described in this chapter. 

It seems reasonable that the world's farmers, ranchers, and 
pastoralists will not volunteer to implement practices pro
posed to mitigate greenhouse-forced climate change. This will 
happen only if the producer is convinced that profitability will 
improve if these practices are implemented. Incentives such as 
subsidies can be created to encourage their adoption, and 
penalties for nonadoption can be imposed. 

Examples of mitigation efforts include the following: 

• No-till agriculture that increases С storage in the soil 
is one example of a GHG-mitigating practice that 
meets the criteria for successful, unforced adaption. 
No-till practices are used increasingly in the United 
States in the production of com, soybeans, and wheat. 
No-till accounted for about 10-14% of the total 
acreage of these crops in 1992, double what it had 
been 5 years earlier. 

• Nutrient management practices that result in lower N 
application rates should reduce emission of NjO. Soil 
testing, fertilizer placement, timing, class of fertihzer, 
and inhibitors are practices that supply nuttients in 
better accordance with plant physiologic demands. 
These practices are more likely to be economically 
feasible on crops that have high N demands (e.g., 
com, cotton, and wheat). Because these practices 
already are being adopted to some extent, only mini
mal institutional programs may be needed to signifi
cantiy increase their level of use. 

• Reducing the number of days that rice fields are 
flooded will require large land and water resource 
investments to provide supplemental storage to 
change time of flooding. Economic feasibility will be 
dependent on many unique characteristics of the pro
ject site. Such cost estimates will need to address 
financing and repayment of any stmctural develop
ments and how such developments change hydrology 
of water systems and impact other users, in addition to 
adoption costs incurred by individual producers. As 
there are no obvious on-farm benefits, and there are 
adoption costs for this practice, institutional interven
tion to provide economic incentives or a mandate 
requiring the practices will likely be needed. 

• Increasing quality in livestock feeds is recommend
ed as a means of reducing C H 4 emission per unit of 
animal product. In developed economies, where 
there is a high consumption of red meats and dairy 

products, most livestock animals already are fed 
higher quality roughage and concenteates. Producers 
have the knowledge and technical expertise to 
improve the quality of feed if it can be shown to 
increase their profits. In developing or underdevel
oped countries, land needed for higher-quality 
roughage production often competes with the food 
needs of humans. Livestock rely on crop residue and 
other coarse roughage produced on land not suited 
for more intensive uses. To add concentrates to feed 
and to supplement pasture and range with improved 
crop species adds to production costs. Also, land 
resources may not be able to support improved 
species. Whether the benefits generated exceed these 
costs can best be determined through cost/benefit 
case studies involving local conditions. Local pro
duction relationships, input prices, and local markets 
will affect long-term econontic feasibility. 

In general, practices that recover investment cost and generate 
a profit in the short term are preferred over practices that 
require a long term to recover investment costs (Rahm and 
Huffman, 1984). Practices that have a high probability associ
ated with expected profits are desired over practices that have 
less certainty about their returns. When human resource con
sttaints or knowledge of the practice prevent adoption, public 
education programs can improve the knowledge and skills of 
the work force and managers to help advance adoption. Crop 
insurance or other programs to share the risk of failure due to 
natural disaster can aid the adoption of practices that increase 
productivity or expected retums. 

23.5. Uncertainties and Future Research Needs 

Uncertainties in our present assessment stem from two main 
sources. Both of these sources point to future research needed 
for improving our assessment of mitigation options. One 
source is the inherent unpredictability of future conditions that 
are conttolled primarily by social, economic, and political 
forces. These conditions include such things as future ttends in 
fossil fuel usage and the degree to which various mitigation 
strategies will be implemented—decisions tiiat hinge on fac
tors such as economic conditions, environmental awareness, 
and political will. The most effective way of dealing with these 
uncertainties is by developing analytical tools that can incor
porate socioeconomic factors as potential scenarios in model 
gaming exercises. Currently, such tools for agricultural sys
tems on a global basis do not exist. 

The second source of uncertainty involves deficiencies in our 
scientific understanding of GHG processes, as well as inade
quacies in the information base needed to apply the knowl
edge that we do have. Gaps in basic understanding can only 
be addressed through basic research; however, our current 
ability to assess GHG mitigation in agricultural systems is prob
ably more consttained by a lack of baseline data, in an orga
nized and usable format, than it is by insufficient scientific 
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understanding. Thus, the research needs outlined below focus 
on the need for compiling and analyzing baseline information: 

• Carbon Sequestration in Agricultural Systems— 
The assessment of potentials to increase С stocks in 
agricultural systems could be improved by using a 
structured, model-based analysis with global cover
age. Suitable models for such a task currently exist and 
have been used for regional-level analyses (see 
Section 23.2.2.3). The elements that are lacking are: 
(1) spatial databases linking climate, soils, and land 
use and management, which are needed as model 
inputs; and (2) reliable experimental data to calibrate 
and/or verify model predictions. A compilation of agri
cultural land-use information to develop a classifica
tion and mapping of agroecological/management 
zones for tiie world is sorely needed. Existing long-
term agricultural experiments can provide information 
to evaluate model predictions for different manage
ment systems, and soil and climate conditions. Efforts 
are underway to establish networks of long-term 
experiment sites and data (Paul et a l . , 1995; Powlson 
et a l . , 1995), but they are still at an early stage. 

• Bioenergy Production from Agricultural Lands— 
Research needed to improve assessments of CO2 mit
igation potential through increased use of biofuels 
includes better technical knowledge of biofuel pro
duction and energy conversion efficiencies, as well as 
information on socioeconomic factors affecting the 
utilization of biofuels. These needs include: (1) 
improved information on the actual С feedstock value 
of forest, agroforestiy, and agricultural management 
systems; (2) better data on energy inputs for the pro
duction of wooden goods and tiee-derived chemicals 
and their substitutes; (3) better data on land availabil
ity, including cultural, social, and political factors that 
may preclude some lands from use for С offset pro
jects; and (4) better data, including economic analy
ses, for the use and efficiency of biofuels, particular
ly where that usage is conducted outside markets. 
CH4 and N2O Emissions from Agricultural 
Systems—Research needed to improve assessments 
of C H 4 and N2O mitigation options includes improved 
synthesis and coordination of existing information 
and additional field measurements: 
- Available field emission/consumption data need to 

be carefully assimilated so tiiat comparisons of data 
sets can be made on a uniform basis. Those data 
sets that were coUected over an insufficient period 
of time, used inadequate methodology, or are from 
nonrepresentative systems should be omitted. 

- Existing data need to be applied to vaHdate and cal
ibrate process-based models. Model estimates of 
gas fluxes should mcorporate soil, cropping sys
tem, climate, and fertilizer management influences. 

- Field data on gas fluxes are stiU woefully inade
quate. Research needs include year-round field 
flux measurements in a variety of soils, climates. 

and cropping systems to compare the impact of 
management on gas fluxes and to determine the 
tiadeoffs between C H 4 and N2O flux when man
agement options are exercised. Assessment of 
entire cropping sequences (e.g., rice-vifheat-rice) 
are needed. The combined use of different flux 
measurement techniques is needed to evaluate 
systems over time and space. 

Efforts to improve national, regional, and global estimates of 
gas fluxes are best accomplished through combined efforts. 
Unfortunately, other than for organizational exercises, littie 
national or international funding has become available to con
duct the needed research. 
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EXECUTIVE SUMMARY 

Three categories of promising forestry practices that promote 
sustainable management of forests and at the same time con
serve and sequester carbon (C) are considered in this chapter: 
(1) management for conservation of existing С pools in forests 
by slowing deforestation, changing harvesting regimes, and 
protecting forests from other anthropogenic disturbances; (2) 
management for expanding С storage by increasing the area 
and/or С density in native forests, plantations, and agroforestry 
and/or in wood products; and (3) management for substitution 
by increasing the transfer of forest biomass С into products 
such as biofuels and long-lived wood products that can be used 
instead of fossil-fuel based products. Since the 1992 assess
ment, significant new information has been developed that 
improves estimates of the quantities of С that can be conserved 
or sequestered—and the associated implementation costs of 
forest sector mitigation strategies—and better identifies limits 
to the amount of lands available for such mitigation strategies. 

• The most effective long-term (>50 years) ways in 
which to use forests to mitigate the increase in atmos
pheric CO2 are to substitute fuelwood for fossil fuels 
and for energy-expensive materials. However, over 
the next 50 years or so, substantial opportunities exist 
to conserve and increase the С store in hving trees and 
wood products (High Confidence). 

• Under basehne conditions (today's chmate and no change 
m die esthnated available lands over the period of inter
est), the cumulative amount of С that could potentially be 
conserved and sequestered over die period 1995-2050 by 
slowmg deforestation (138 Mha) and promoting natiiral 
forest regeneration (217 Mha) in tiie ttopics, combmed 
widi the implementation of a global forestation program 
(345 Mha ;of plantations and agroforestry), would be 
about 60 to 87 Gt—equivalent to 12-15% of die project
ed (IPCC 1992a scenario) ciunulative fossil fiiel С emis
sions over die same period (Medium Confidence). 

• The annual С gain from the above program would 
reach about 2.2 Gt/yr by 2050, or about four times tiie 
value of 0.5 Gt C/yr estimated in the 1992 assessment. 
The gradual increase over time occurs because of the 
time it talces for programs to be implemented and the 
relatively slow rate at which С accumulates in forest 
systems (Medium Confidence). 

• Uncertainty associated with the С conservation and 
sequestration estimates is caused mainly by high 
uncertainty in estimating land availability for foresta
tion and regeneration programs and the rate at which 
tropical deforestation can actually be reduced; esti
mates of the net amount of С per unit area conserved 

or sequestered under a particular management scheme 
are more certain (High Confidence). 

• The ttopics have the potential to conserve and 
sequester die largest quantity of С—45-72 Gt—more 
than half of which would be due to promoting natural 
forest regeneration and slowing deforestation. Tropical 
America has the largest potential for С conservation 
and sequesttation (46% of the ttopical total), followed 
by ttopical Asia (34%) and ttopical Africa (20%). The 
temperate and boreal zones could sequester about 13 Gt 
and 2.4 Gt, respectively—mainly in the United States, 
temperate Asia, the former Soviet Union (FSU), China, 
and New Zealand (Medium Confidence). 

• The cumulative cost—excluding land costs and other 
ttansaction costs—to cotiserve and sequester die e b o v e 
amounts of С range from US$247 biUion to $302 bilhon at 
a unit cost of about $2-8/t C. These unit costs are consid
erably lower than those in the 1992 assessment, which 
ranged from $8/t С in ttopical latihides to $28 m non-U.S. 
Organisation for Economic Cooperation and Development 
(OECD) countties. Transaction costs may significantiy 
mcrease these estimated costs (Low Confidence). 

• Costs per unit of С sequestered or conserved general
ly increase from low- to high-latitude nations (High 
Confidence) and from slowing deforestation and pro
moting regeneration to establishing plantations (Low 
Confidence). The latter trend may not hold if ttans
action costs of slowing deforestation are excessive. 

• These cost estimates, although benefitting from improved 
data and methodology shice the first assessment, general
ly represent only the cost of direct forest practices. These 
costs could be several thnes higher if land and opportuni
ty costs and/or die costs of establishing mfrasttucttire, 
protective fencmg, ttammg programs, and ttee nurseries 
were mcluded; on the other hand, costs could be offset by 
revenues from thnber and non-thnber products. No com
plete cost esthnates are available (Medium Confidence). 

• Under conditions of climate and land-use change as pro
jected by the IMAGE 2.0 model ("conventional wis
dom" scenario, akin to the IPCC 1992a scenario), die 
carbon conservation and sequesttation potential may be 
somewhat less than estimated under baseline conditions 
because less land may be available in the ttopics, unless 
land was secured for mitigation measures or sustamable 
agriculture/agroforestry systems were widely adopted, 
and sequesttation by new forests in temperate and bore
al regions may be offset by ttansient decline and the loss 
of carbon from existing forests in response to chmate 
change (Medium Confidence). 
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24.1. Introduction 

Forest ecosystems merit consideration in biogenic mitigation 
strategies because they can be both sources and sinks of CO2, 
the most abundant greenhouse gas (GHG). Currently the 
world's forests are estimated to be a net С source, primarily 
because of deforestation and forest degradation in the tropics. 
Temperate and boreal forests are a С sink because many are 
recovering from past natural and human disturbances, and they 
are actively managed (Dixon et a l . , 1994a). However, there is 
the potential to lessen projected С emissions by protecting and 
conserving the С pools in existing forests; to create С sinks by 
expanding С storage capacities, by increasing the area and/or 
С density of native forests, plantations, and agroforests, and by 
increasing the total pool of wood products; and to substitute 
fossil fuels with fuelwood from sustainably managed forests, 
short-lived wood products with long-lived wood products, and 
energy-expensive materials with wood (Grainger, 1988; Dixon 
e t a l , 1991; IPCC, 1992; Winjum ef a/., 1992a, 1992b; Nilsson 
and Schopfhauser, 1995; Trexler and Haugen, 1995). This 
chapter reviews the potential magnitude of forest-based CO2 
stabilization options based on various assessments in recent 
years; the costs to implement such programs; and the effects of 
a changed climate, atmospheric composition, and human 
demographics on the potential amount of С conserved and 
sequestered. The chapter also suggests how to devise improved 
assessments to formulate practical strategies. 

The first supplemental report to IPCC (Houghton et a l . , 1992) 
suggested that aggressive forest-sector mitigation strategies 
involving planting trees on 1 Gha (Gha = 10' ha) of land, com
bined with phasing out net deforestation by 2025, could create 
a net С sink of about 0.5 Gt/yr (IQis g = 1 Pg) by 2050—a 
value that could then be maintained through the rest of the 21st 
century. Since 1992, new research results and information 
have improved the accuracy of estimates of the quantities of С 
that potentially can be conserved (maintain С on the land) and 
sequestered (increase С on the land) through the implementa
tion of forest-sector mitigation strategies, provided new esti
mates of the costs associated with the mitigation options, and 
made more-accurate estimates of the land available for such 
strategies. A review and analysis of new research results and 
information are the main puфoses of this chapter. 

Scope of the Chapter 

This chapter reviews the potential to manage present and poten
tial forest lands capable of supporting tree cover to conserve 
and sequester C. Urban forests are not included because they 
contain and accumulate a very small amount of С compared to 
other forest lands, although they can contribute to reduced ener
gy consumption (Rowntree and Nowak, 1991). Forest manage
ment here includes an шау of practices in native forests and on 
nonforested lands—such as protection, forestation (afforesta
tion and reforestation), intermediate silvicultural treatments 
(e.g., thinning, fertilization), harvesting, and agroforestry—that 
promote sustained production of goods and services. These 

promising forestry practices are considered in arriving at 
national, regional, and global estimates of forest-sector poten
tial for mitigating the accumulation of primarily CO2, and to 
some degree other GHGs, in the atmosphere. 

Forest lands are divided into three latitudinal beUs: high or 
boreal (approximately 50-75° N and S latitude), mid or tem
perate (approximately 25-50° N and S latitude), and low or 
tropical (approximately 0-25 °N and S latitude). Nations or 
regions are grouped into these belts on the basis of the approx
imate geographic location of their forests. 

The key parameters in any assessment of mitigation strategies 
are the amount of С per unit area of land that can be conserved 
or sequestered in vegetation and soil under given site conditions 
and a given management option; the time period over which this 
С can be conserved or sequestered; the amount of suitable and 
available land; the mitigation costs; and the different lifetimes 
of die end wood products. Literature data and discussions on 
these factors are presented in this chapter, although large uncer
tainties exist in some data (Houghton et a l . , 1993; Iverson et a i , 
1993; Trexler and Haugen, 1995). Estimates of the mitigation 
potential and costs of the various options are generated from lit
erature sources. Because no studies to date have addressed the 
mitigation potential of forests under a changed climate and 
atmosphere, the mitigation potential could be assessed only 
under a baseline condition, with no effects of climate change or 
increased atmospheric CO2. More briefly, the effects of a 
changed climate, atmospheric composition, demographics, and 
land use on the mitigation potential are considered based on 
inteфretation of tiends from a global integrated assessment 
model (Alcamo, 1994). A discussion of new research directions 
to improve assessments concludes the chapter. 

24.2. Role of Forests in the Global Carbon Cycle 

2 4 . 2 . 1 . Status and Change in Forest A r e a 

Forests cover about 4.1 Gha of the Earth (Dixon et a l . , 
1994a, with revisions based on Kolchugina and Vinson, 
1995). Most of the forests are in the low latitudes (43%), 
followed by the high latitudes (32%) and mid-latitudes 
(25%). Forest plantations are currently estimated to occupy 
about 0.1 Gha of land. Although the technology for manag
ing forests is well developed, today only about 11% of the 
world's forests are managed for goods and services (World 
Resources Institute, 1990; Winjum et a l . , 1992a). The 
extent of management, however, varies by region: About 
20% of the mid-latitude forests, 17% of the high-latitude 
forests, and less than 4% of the low-latitude forests are man
aged. In addition, large areas of land technically suitable for 
forests are degraded or are otherwise underproducing 
because of human misuse (Winjum et a l . , 1992a). Even 
though some degraded lands are unsuitable for forestry, 
there is considerable potential to mitigate C O 2 by better 
management of forest lands for С conservation, storage, and 
substitution. However, a balance between objectives for 
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mitigation and other uses of forests must be achieved (see 
Section 24.3). 

The status and areas of forests change, even in the absence of 
human interference. However, humans influence the pace and 
extent of change as forests are subjected to controlled and 
uncontrolled uses (overharvesting and degradation); large-
scale occurrence of wildfire; fke control; pest and disease out
breaks; and conversion to non-forest use, particularly agricul
ture and pastures. At the same time, some areas of harvested 
and degraded forests or agricultural and pasture lands are aban
doned and revert naturally or are converted to forests or plan
tations. In high latitudes, the area of forests is undergoing lit
tle change (Kolchugina and Vinson, 1995). In mid-latitudes, 
there is a net gain of about 0.7 Mha/yr of forests, mosfly in 
Europe and China (Dixon et a l . , 1994a). Furthermore, many of 
the forests in high and mid-latitudes have been harvested (clear 
cut or selective cut) in the far to near past and are now gener
ally in a stage of regeneration and regrowth (Apps and Kurz, 
1991; Bh-dsey, 1992; Heath et a l . , 1993; Kauppi et a l . , 1992, 
1995; Kolchugina and Vinson, 1993, 1995). 

Low-latitude forests are experiencing high rates of loss— 
currently estimated to be about 15.4 Mha/yr during 1980-90, 
but with large uncertainties (FAO, 1993). Much of the defor
ested area is converted to new agricultural or pasture lands, 
which often replace degraded agricultural lands that may or 
may not be capable of supporting tree cover (Brown, 1993; 
Dale et a l . , 1993). However, in a few tropical countries, 
deforestation has decreased during the last decade [e.g., 
India (Ravindranath and Hall, 1994; see also Section 
24.3.1.1), Brazil (Skole and Tucker, 1993), and Thailand 
(Dixon et a l . , 1994a)]. In addition to deforestation, large 
areas of forests are harvested and degraded. For example, 
about 5.9 Mha/yr of low-latitude forests were logged during 
1986-90, and most logging occurred in mature forests (83%) 
rather than secondary forests (FAO, 1993). These harvested 
forests can regenerate and accumulate С if they are protect
ed or are relatively inaccessible to human populations, but 
many of them become degraded (e.g., Lanly, 1982; Brown et 
a l . , 1993b, 1994). Forest degradation, resulting in a loss of 
biomass C, occurs through damage to residual trees and soil 
from poor logging practices, log poaching, fuelwood collec
tion, overgrazing, and anthropogenic fire (Goldammer, 1990, 
1993; Brown et a l . , 1991, 1993b; FAO, 1993; Flint and 
Richards, 1994). Similar anthropogenic disturbances most 
likely have occurred and are still occurring in other forest 
regions of the world. This means that few forested areas in 
the world are presently undisturbed by humans; this fact has 
implications for their present role in the global С cycle and 
future С sequestration potentials (Lugo and Brown, 1986, 
1992; Brown et a l . , 1992; Wood, 1993). 

24.2.2. Forest Carbon Pools and Flux 

The world's natural forests contain vast quantities of organic 
C, with an estimated 330 Gt С in vegetation (live and dead. 

above and belowground), 660 Gt С in soil (mineral soil plus 
organic horizon) (Table 24-1), and another 10 Gt С in planta
tions. Estimates of all С pool components, using published 
factors (see Dixon et a l . , 1994a), were made in arriving at 
these С pool estimates. However, some components are 
poorly known, such as the С pool in woody detritus and slash 
and dead roots—which undoubtedly adds to the uncertainty 
in the estimated total С pool. Most of the С pool in vegeta
tion is located in the low-latitude forests (64%), whereas 
most of the soil С pool is located in high-latitude forests 
(52%). Country-level analyses demonstrate that forests 
already play an important role in the С budget of some coun
tries by offsetting significant amounts of fossil fuel emissions 
(Box 24-1). 

Table 2 4 - 1 : Estimated С p o o l s and flux in forest vegetation 
(above and belowground living and dead mass, including 
woody debris) and soils (O horizon and mineral soil to 1-m 
depth) in forests of the world. D a t e s of estimate vary by 
country and region, but cover the decade of the 1980s. 
Estimates are based on complete С budgets in all latitudes, 
using data from original source o r from adjustments for 
completeness. 

Latitudinal С Pools (Gt) С Flux 
Belt Vegetation Soils (Gt/yr) 

High 
FSUl 46 123 н-О.З to -1-0.5 
Canada^ 12 211 +0.08 
Alaska^ 2 11 * 

Subtotal 60 345 +0.48 ± 0.2 
Mid 
USA3 15 21 +0.1 to+0.25 
Europe^ 9 25 +0.09 to+0.12 
China^ 17 16 -0.02 
Austtalia^ 18 33 brace 

Subtotal 59 95 +0.26 ± 0.1 
Low 
Asia^ 41-54 43 -0.50 to -0.90 
Africa^ 52 63 -0.25 to -0.45 
America^ 119 110 -0.50 to -0.70 

Subtotal 212 216 -1.65 ± 0.40 

Total 331 656 •0.9 ± 0.5 

* Included with USA. 
1 FSU = Former Soviet Union; Kolchugina and Vinson, 1993,1995. 
2 Apps and Kurz, 1991; Kurz and Apps, 1993; Kurz et a l . , 1992. 
3 Birdsey, 1992; Birdsey et a i , 1993; Dixon et a l . , 1994a; 

Turner et a l . , 1995a. 
4 Dixon et al., 1994a; Kauppi et a l , 1992; includes Nordic countries. 
5Xu, 1992. 
6 Gifford eiaZ., 1992. 
"7 Brown et a l , 1993b; Dixon et a l , 1994a; FAO, 1993; 

Houghton, 1995. 
8 Dixon et a l , 1994a; FAO, 1993; Houghton, 1995. 
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Box 24-1. Estimates of Current С Sequestration Rates by Forests in Relation 
to the Size of their С Pool and Annual Emissions from Fossil Fuel Burning 

Some countries that signed the Framework Convention on Climate Change have made detailed calculations of the 
amounts of С currently being sequestered by their forests, taking into account the historic rates of forest planting and har
vesting, and the dynamics of forest growth and the flow of С to litter and forest product pools (see Table 24-2 for a sam
pling). In Britain, New Zealand, and India, С is being sequestered as a result of recent forestation programs—whereas in 
Finland, С is being sequestered by natural regeneration and regrowth of forests because the annual growth is greater than 
the annual harvest. In Canada, carbon sequestration is occurring as a result of recovery from previous fires. In 17 West 
European countries, forestry offsets from 1-2% (The Neüieriands, Britain, Germany) to about 90% (Sweden) of fossil 
fuel emissions (Burschel et a l . , 1993; Kauppi and Tomppo, 1993). 

Table 2 4 - 2 : Carbon storage and С sequestration rates in forests, and national С emissions. 

Carbon Stored Fossil Fuel-C Rate of С 
in TVees and Emissions Removed by 

Country Year Litter (Mt) (Mt/yr) Forests (Mt/yr) 1 Source 

Britain 1990 602 164 2.5 (1.5) Cannell and Dewar, 1995 
New Zealand 1990 113 8 3.5 (44) Maclaren and Wakelin, 1991 
Finland 1992 978 18 5.0 (28) Karjalainen and Kellomaki, 1993 
Germany 1990 1500-2000 268 5.4 (2) Federal Ministry for Env., 1994 
Canada 1986 12000 136 51.0 (37.5) Kurz et a l , 1992 
India 1986 10000 137 5.0 (3.6) Makundi e t a l , 1996 
Poland 1990 1113 131 8.0 (6) Galinski and Kuppers, 1994 
USA 1990 18585 1300 80 (6) Turner et a l , 1995a 

lvalue in parentheses is the percentage of fossil fuel emissions removed by forests. 
^Plantation forests only; all forests and woodlands contain -87 Mt С in tiie trees alone (Milne, pers. comm.). 

Mid- and high-latitude forests are currentiy estimated to be a 
net С sink of about 0.7 ± 0.2 Gt/yr because forests at these lat
itudes are, on average, composed of relatively young classes 
with higher rates of net production as they recover from past 
disturbances such as abandonment of agricultural land, har
vesting, and wildfires; a larger proportion of these forests are 
actively managed (i.e., established, tended, and protected); and 
some areas may be responding to increased levels of atmos
pheric C O 2 and nitrogen (N) (fertilization effect) (Apps and 
Kurz, 1991; Birdsey, 1992; Kauppi et a l , 1992, 1995; Xu, 
1992; Heath et a l , 1993; Kolchugina and Vinson, 1993, 1995; 
Kurz and Apps, 1993; Turner et a l , 1995a). Because sec
ondary forests in the mid-and high latitudes are rebuilding С 
pools, there is a finite potential over which this С sequestiation 
can occur. For example, the current С sink in European forests 
may disappear within 50 to 100 years (Kauppi et a l , 1992), 
although others suggest that it may take forests as long as sev
eral centuries to millennia to reach a С steady state in all com
ponents (Lugo and Brown, 1986). 

Low-latitude forests are estimated to be a relatively large net С 
source of 1.6 ± 0.4 Gt/yr in 1990 (Table 24-1), caused by defor
estation, harvesting, and gradual degradation of the growing 
stock. Although this is the best estimate available in the liter
ature, we use this value with recognition that there are many 
reasons to believe that the uncertainty is larger than shown 

(Lugo and Brown, 1992). Unlike the high- and mid-latitude 
forests—where estimated С fluxes are based, for the most part, 
on data from periodic national inventories (i.e., field measure
ments)—the estimated С flux for low-latitude forests is based 
on a model that tracks only forests that are cleared or harvest
ed with regrowth. In the model, С accumulates in regrowing 
forests for up to 50-100 years. Furthermore, the model 
assumes that all other forests not reportedly affected by 
humans during the period of model simulation (about 
1850-1990) are in С steady state (Houghton et a l , 1987). 
Recent work questions this steady-state assumption and 
implies that the net tropical С flux could be higher or lower 
than that reported here, depending upon the relative contiibu
tion of forest lands that are still gaining С through recovery 
from past human disturbances or are losing С through contin
ued human use (Brown et a l , 1992; Lugo and Brown, 1992). 

The ertor terms associated with the С flux estimates in Table 
24-1 are derived from the range of values resulting from the 
use of different assumptions in the С budgets for a given coun
try or region. They do not represent errors derived from statis
tical procedures. Ertor enters the flux estimation procedure 
through uncertainties and biases in the primary data, and these 
compound as the data are combined to draw inferences 
(Robinson, 1989). Many estimates for components of the for
est-sector С budget are probably known no better than ±30% of 
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their mean, and others may be Imown no better than ± 50% or 
more of their means (Robinson, 1989). These errors are com
pounded in making global estimates of С flux—perhaps to 
large proportions—but to what extent is presently unknown. 
Clearly, there is a need to apply error-estimation techniques to 
calculations of the forest-sector С budgets to provide more pre
cise estimates of the С flux. 

The global average net С flux and uncertainty term from the 
world's forests reported here of -0.9 ± 0.5 Gt/yr (a net С 
source; Table 24-1) is less than that reported in Schimel et a l . 
(1995) of -1.1 ± 1.1 Gt/yr. The main reason for this difference 
is in the interpretation and use of results from the literature. A 
major difference exists between the respective estimates used 
for the С flux of boreal forests, particularly for the FSU. In this 
chapter (Table 24-1), the studies of Kolchugina and Vinson 
(1993, 1995) were used, which include a complete forest-sec
tor С budget and use more current data; Schimel et a l . (1995) 
relied more on the work by Melillo et a l . (1988) and Krankina 
and Dixon (1994). These two latter studies were not used in 
arriving at the estimate in Table 24-1 for the mean С flux for 
boreal forests because the Melillo et a l . (1988) results were for 
an earlier period (prior to 1980) and the Krankina and Dixon 
(1994) study did not consider all components of the С budget. 
The main source of difference in the uncertainty term is the 
error assigned to the tropical net flux: We report an uncertain
ty term around the tropical flux of ± 0.4 Gt/yr based on 
Houghton (1995), whereas Schimel et a l . (1995) report a term 
of ± 1.0 Gt/yr based on an assumption that the uncertainty was 
greater than 50% for reasons given above. However, as dis
cussed above, none of these uncertainty terms may reflect the 
ti^ie precision of the estimates. 

Substitution of the net С flux for forests reported here (Table 
24-1) into the global С budget (Schimel et a l , 1995) resuhs in 
an imbalance of 1.2 ± 1.0 Gt/yr. Because the primary data for 
С budgets for temperate and boreal countries originate from 
national forest inventories, any increased growth of forests 
due to CO2 and N fertilization and climatic effects is already 
included in the net flux estimates. In other words, the report
ed С sink for mid- to high-latitude forests (Table 24-1) 
includes all these factors already because the data, for the 
most part, come from repeated forest inventories. In conttast, 
the tropical forest С flux is based on a model and not on 
repeated forest inventories. Furthermore, the model does not 
include effects of CO2 and N fertilization and climate. This 
leads to the conclusion that a large part of the imbalance in the 
global С budget must be due to a С sink in ttopical latitudes, 
which also has been suggested by others (Lugo and Brown, 
1992; Taylor and Lloyd, 1992; Schiniel et a l , 1995). This 
could be due to a combination of stimulated regrowth from 
C O 2 and N fertilization and climate, as well as more extensive 
forest regrowth. It is clear that to resolve this issue, repeated 
national forest inventories, with permanent plots, are needed 
in tropical latitudes. 

Most biomass buming in ttopical forests is intentional and is 
associated with land-clearing practices. However, wildfires 

also occur in tropical moist and dry forests; these also are 
largely of anthropogenic origin (Goldammer, 1990). Factors 
contiibuting to increased wildfires in tropical moist forests are 
the drying of organic materials (fuel) on the forest floor of 
degraded forests (increased exposure to solar radiation) and 
changes in the microclimate of forest remnants surrounded by 
deforested areas (Feamside, 1990; Kaufman and Uhl, 1990). 
Significant areas of temperate and boreal forest also are bumed 
by wildfires of natural or anthropogenic origin or prescribed 
(conttolled) fires (Levine, 1991; Auclair and Carter, 1993; 
Dixon and Krankina, 1993). 

The desttuction of forest biomass by buming releases, in addi
tion to CO2, GHGs that are byproducts of incomplete com
bustion—namely, methane (CH4), carbon monoxide (CO), 
nitrous oxide (N2O), and nittogen oxide (NOJ, among others. 
Whereas complex accounting models and forest inventories 
are needed to estimate the losses and gains of С over different 
timescales, the emissions of these other gases from biomass 
burning are instantaneous, absolute ttansfers from the bios
phere to the atmosphere (Cratzen et a l , 1979; Cratzen and 
Andreae, 1990). Globally, biomass buming conttibutes about 
10%- of total annual C H 4 emission, 10-20% of total annual 
N2O emission, and about half of the CO emission—and so has 
a significant effect on atmospheric chemistry, especially on 
ttopospheric ozone levels (Houghton et a l , 1992). Biomass 
burning also transfers a fraction (up to 10%) of the С to an 
inert form (charcoal) with a turnover time that is practically 
infinite. 

Many boreal forests grow on peat or organic soils that contain 
very large amounts of C. Undisturbed anaerobic, northem 
peatiands are sinks for CO2 and sources of C H 4 (Matthews and 
Fung, 1987; see Chapter 6). Drainage of these soils to improve 
forest productivity virtually stops C H 4 emissions but initiates 
rapid CO2 loss by aerobic decomposition. Draining peat soils 
for forest establishment can produce a С loss from these soils 
that exceeds С stored in the forest if 20-30 cm of peat decom
pose as a result of the drainage (Cannell et a l , 1993). There 
also are vast areas of forested peatiands in the tropics; how 
they will be affected by drainage is largely unknown (see 
Chapter 6). 

In addition to managing forest vegetation to conserve or 
sequester C, there also is an opportunity to manage forest soils 
for the same purposes (Johnson, 1992; Lugo and Brown, 1993; 
Dixon et a l , 1994a). Regional and national programs to con
serve soil, including organic matter, have been implemented 
worldwide (Dixon et a l , 1994a). Management practices to 
maintain, restore, and enlarge forest soil С pools include (after 
Johnson, 1992) enhancement of soil fertility; concenttation of 
agricuUure and reduction of slash-and-bum practices; preser
vation of wetlands; minimization of site disturbance during 
harvest operations to retain organic matter; forestation of 
degraded and nondegraded sites; and any practice that reduces 
soil aeration, heating, and drying. Several long-term experi
ments demonstrate that С can accrete in the soil at rates of 0.5 
to 2.0 t/ha/yr (Dixon et a l , 1994a). 
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24.3. Carbon Mitigation Options 

It should be emphasized at the outset that the objective of the 
practices presented here—that is, to foster С conservation and 
sequestration in forests—is but one of a variety of objectives 
for forest management that needs to be balanced with other 
objectives. However, most forest-sector actions that promote 
С conservation and sequestration make good social, economic, 
and ecological sense even in the absence of climate-change 
considerations. Other objectives for managing forests include 
sustainable development, industrial wood and fuel production, 
traditional forest uses, protection of natural resources (e.g., 
biodiversity, water, and soil), recreation, rehabilitation of dam
aged lands, and the like; С conservation and sequestration 
resulting from managing for these objectives will be an added 
benefit. For example, although the primary reasons for the 
establishment of plantations on non-forested land have been 
economic development, provision of new wood resources (e.g., 
Portugal, Swaziland), replacement of diminishing or less-pro
ductive natural forests (e.g., Australia, Brazil, Malaysia), 
import substitution (e.g.. United Kingdom, Zimbabwe), gener
ation of export income (e.g., Chile, New Zealand), or rehabili
tation projects (Evans, 1990; Kanowski and Savill, 1992; 
Kanowski et a l . , 1992), they also are considered an important 
means for sequestering C. 

There are basically three categories of forest management 
practices that can be employed to curb the rate of increase in 
C O 2 in die atmosphere. These categories are: 

1) Management for conservation (prevent emissions) 
2) Management for storage (short-term measures over 

the next 50 years or so) 
3) Management for substitution (long-term measures). 

The goal of conservation management is mainly to conserve 
existing С pools in forests as much as possible through options 
such as conteoUing deforestation, protecting forests in reserves, 
changing harvesting regimes, and conttoUmg other anthro
pogenic disturbances such as fire and pest outbreaks. The goal 
of storage management is to expand the storage of С in forest 
ecosystems by increasing the area and/or С density of natural 
and plantation forests and increasing storage in durable wood 
products. Substitution management aims at increasing the tians
fer of forest biomass С mto products (e.g., constraction materi
als and biofuels) tiiat can replace fossil-fiiel-based energy and 
products, cement-based products, and other buildmg materials. 

24.3.1. Conservation Management 

2 4 . 3 . 1 . 1 . Controlling Deforestation 

Slowing the rate of loss and degradation of existing forests 
could reduce C O 2 emissions substantially. The most signifi
cant С conservation clearly would occur in the tropics, where 
each Mha of deforestation produces about a 0.1 Gt С net ñux 
(flux from Table 24-1, divided by area of deforestation of 15.4 

Mha/yr). Because the buming of biomass usually accompanies 
deforestation, slowing deforestation also would reduce emis
sions of other GHGs. 

Reducing tiopical deforestation and forest degradation rates 
would require action to reduce the pressures for land and com
modities while increasing the protection of reriiaining forests 
for the purposes of conservation and timber production. Most 
deforestation and degradation is caused by the expansion and 
degradation of arable and grazing lands and subsistence and 
commodity demand for wood products—which in tum are a 
response to the underlying pressures of population growth, 
socioeconomic development, and political forces. Thus, pro
grams to reduce deforestation must be accompanied by mea
sures that increase agricultural productivity and sustainability, 
as well as initiatives to slow the rate of population growth 
(Grainger, 1990; Waggoner, 1994; see also Chapters 13, 15, 
and 23) and deal with the socioeconomic and political issues. 

Although reducing deforestation in the tropics may appear to be 
a difficult task, there are countiies where this is happening (e.g., 
Brazil, India, Thailand). An example of note is India, where net 
deforestation has been reduced significantly. Despite its high 
population density and growth rate, India has succeeded in sta
bilizing the area under forest during the last decade at about 64 
Mha, about 19% of its land area (Ravindranath and Hall, 1994). 
This stabitization does not mean deforestation of native forests 
has ceased but rather that loss of native forests is balanced by 
estabHshment of plantations (see Chapter 15). This has been 
achieved by stiong forest conservation legislation, a large 
forestation program, and community awareness. 

Past intemational efforts to curb deforestation, such as the 
Tropical Forestiy Action Plan, have met with limited success 
(Trexler and Haugen, 1995). Major factors are the absence of 
comprehensive agricultural policies that meet the needs of 
resource-poor farmers and the growing global demand for 
food, fiber, and fuel for the increasing human population 
(Brown, 1993; Grainger, 1993). Deforestation has been 
viewed as largely a forestry and conservation problem, and 
tackling the symptoms rather than the root causes is an incom
plete strategy. Global action to mitigate emissions of С by con
serving С pools may lead to more interest and success in con-
tioUing deforestation and making agriculture more sustainable. 

2 4 . 3 . 1 . 2 . Protection arul Conservation of Forests 

In recent years, there has been significant expansion of "pro
tected areas" into areas, of both mature and secondary forests 
for conservation of biodiversity and sustainable timber produc
tion (presently about 10% of the forest land; World 
Conservation Monitoring Centre, 1992). Carbon pools should 
remain the same or increase in size in these areas, depending 
on their present age-class distribution. New protected areas 
should include those that contain large С pools, such as 
forests growing on peat soils at high and low latitudes, and 
high-biomass old-growth forests. 
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Two biologically significant forest regions that have received 
attention as С reservoirs in recent years are die Amazon Basin of 
Brazil and the forests of tiie FSU (Feamside, 1992; Kolchugina 
and Vmson, 1993,1995; Krankina and Dixon, 1992). The largest 
contiguous area of C-dense forests in the world is found in tiie 
FSU. These forests are subject to future envkonmental degrada
tion and harvesting, accelerating the loss of С (Brown et a l . , 
1996). Protection of these forests from harvest without regener
ation, uncontioUed fkes, and pollutants is a priority of the FSU, 
but mfrastracture and resources there are underdeveloped. 

The management of tiopical forests for sustainable timber pro
duction is likely to increase over the coming decades due to 
collective action under the auspices of the second Intemational 
Tropical Timber Agreement (agreed to in January 1994). It 
also is likely that a trend toward management for sustainable 
timber production in all of the world's forests will occur in the 
future. Using forests for sustainable timber production— 
including extending rotation cycles, reducing waste, imple
menting soil conservation practices, and using wood in a more 
C-efficient way—ensures that a large fraction of forest С is 
conserved. Paper recycling is another strategy with the poten
tial to reduce harvest levels and promote greater С conserva
tion (Tumer et a l . , 1995b). 

24.3.2. Storage Management 

Storage management means increasing the amount of С stored 
in vegetation (living, above and belowground biomass), soil 
(litter, dead wood, mineral soil, and peat where important), and 
durable wood products. Increasing the С pool in vegetation and 
soil can be accomplished by protecting secondary forests and 
other degraded forests whose biomass and soil С densities are 
less than thek maximum value and allowing them to sequester 
С by natural or artificial regeneration and soil enrichment. 
Other approaches are to estabhsh plantations on non-forested 
lands; promote natural or assisted regeneration in secondary 
forests, followed by protection; or increase ttee cover on agri
cultural or pasture lands (agroforestry) for environmental pro
tection and local needs. The С pool in durable wood products 
can be increased by expanding demand for wood products at a 
faster rate than the decay of wood and by extending the lifetime 
of wood products. These measures include timber tteatment and 
tiie production of long-lasting particle boards (Elliott, 1985). 

Sequestering С by storage management produces only a finite 
С sequestration potential in vegetation and soils, beyond which 
little additional С can be accumulated. The process may take 
place over a time period on the order of decades to centuries, 
depending upon the present age-class of forest, the attainable 
maximum С density, forest type, species selection, and latitu
dinal zone. In the long mn, this is less helpful than substitution 
options (see Section 24.3.3), given the expected continuous 
need to offset future С emissions. 

Expansion of С pools through the establishment of plantations 
is becoming less socially and politically deskable, especially 

with the global concem for biodiversity and otiier social, cul
tural, land-tenure, and economic factors (Nilsson and 
Schopfhauser, 1995). However, in many situations plantations 
are the only option, and they can increase local biodiversity 
through the reestablishment of native species in the understory 
when they are estabUshed on highly degraded lands and are 
subject to no further management (Lugo et a l , . 1993; Parrotta, 
1993; Allen et a l . , 1995). These forests can then contiibute to 
the development goals of national forest sectors. Furthermore, 
if more native forests are to be protected and/or harvesting lev
els reduced, plantation establishment may become more neces
sary to offset wood reductions (see Chapter 15). 

2 4 . 3 . 3 . Substitution Management 

Substitution management, which has the greatest mitigation 
potential in the long term (>50 years) (Marland and Marland, 
1992; Swisher, 1995), views forests as renewable resources. It 
focuses on the rate of С sequesttation or the transfer of biomass 
С into products tiiat substitute for or lessen the use of fossil fuels, 
rather than on increasing tiie С pool itself (Grainger, 1990; 
Mixon et a l . , 1994). This approach involves extending the use 
of forests for wood products and fuels obtained either by estab
lishing new forests or plantations or by increasing the growtii of 
existing forests tiirough silvicultural treatments (Table 24-3). 
However, a consideration of growth rates and initial standing 
stocks of biomass С is critical in determining which existing 
forests should be used for tiiis purpose (Marland and Marland, 
1992). For example, it is better not to convert forests witii a 
large initial standing biomass С and slow growth rates (e.g., old-
growth forests) to managed stands because it may take a very 
long time (up to centuries) until the net С sequestered retums to 
its initial value (Harmon et a l . , 1990; Marland and Marland, 
1992)—or never, if they are harvested on a rotational basis 
(Dewar, 1991; Vitousek, 1991; Dewar and Cannell, 1992; 
Cannell, 1995). In conttast, forests with high growth rates and 
low-to-medium initial biomass С standing stocks are amenable 
for conversion to managed forests, with considerable quantities 
of С sequestered if the harvested wood is dkectly used (Marland 
and Marland, 1992). When presented with cleared or disturbed 
forest lands, any forest management practice that increases the С 
pools and cycles the С by harvesting wood for substitution of 
energy-intensive products or fossil fuels wiU remove CO2 from 
die atmosphere on a continuing basis. 

In the case of forests established on non-forested lands for 
energy products such as fuelwood, not only is there an increase 
in the amount of С stored on the land (Grainger, 1990; 
Schroeder, 1992) but, if the wood bumed as fuel displaces fos
sil fuel usage, it creates an effective rate of С sequestration in 
unbumed fossil fuels (Hall et a i , 1991; Sampson et a l . , 1993; 
see also Chapter 19). There must, however, be a net energy 
return in the total system (Hall et a l . , 1986; Herendeen and 
Brown, 1987). The extent to which fuelwood plantations are 
able to displace fossil fuel use in developed countties will 
depend on the continued development of highly efficient tech
nologies (e.g., Williams and Larson, 1993) for converting 
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Table 2 4 - 3 : S e q u e s t r a t i o n p o t e n t i a l of different forest types (from Nabuurs and Mohren, 1993). 

Forest Type 

Long-Term Average 
Quantity of С in AH 
Living Biomass and 

Forest Products 
(t/ha) 

Long-Term Average 
Quantity of С in 

Litter, Dead Wood, 
and Soil to 100 cm 

(t/ha) 

Average Net Annual 
Rate of С 

Accumulation^ 
(tAia/yr) 

IVopical Forests 
Heavily logged evergreen rainforest 
Selectively logged evergreen rainforest 
Logged rainforest hampered by vines 
Heavily logged semi-evergreen rainforest 
Selectively logged semi-evergreen rainforest 
P i n u s caribaea in Brazil and Venezuela 
P. elliotii in Brazil 

144 
207 
125 
76 
151 
89 
111 

92 
102 
92 
76 
98 
90 
80 

2.4 
2.9 
0.8 
1.1 
2.0 
5.1 
3.9 

Temperate Forests 
Picea in central Europe 
Pseudotsuga in northwest USA 
P. radiata in New Zealand and Australia 
P. taeda in southeast USA 
Mixed deciduous in central Europe 
Broadleaf forests on old agricultural land 

Boreal Forests 
Picea in Russia 

137 
196 
126 
59 
110 

62-111 

53 

117 
143 
97 
81 
105 

75-84 

139 

2.0 
3.4 
4.5 
3.2 
1.4 

2.2-3.4 

1.0 

1 С sink over fu-st rotation tiurough net primary production minus decomposition of soil organic matter, Utter, dead wood, logging 
slash, and products. 

wood into clean forms of energy like electricity. The extent to 
which fuelwood plantations wiU be established on degraded 
lands in developing countiies for the generation of electticity 
wiU depend more on otiier incentives such as rural employment 
and income generation. 

When forests are used to produce sawtimber, plywood, or other 
industrial wood products, С can be sequestered for long peri
ods. The length of time depends on how the timber is treated 
and used. The production of wood products often requires 
much less energy than does production of altemative products 
like steel, aluminum, and concrete, and there can be a large 
energy retum on investment in wood products. For example, 
the substitution of composite solid-wood products with load-
bearing capacities for steel and concrete can save large 
amounts of fossil fuels. However, an analysis of the full Ufe 
cycles of wood products is requked to appreciate the impact on 
net С storage and net С emissions. Over long time periods, the 
displacement of fossil fuels either dkectiy or through produc
tion of low-energy-intensive wood products is Ukely to be 
more effective in reducing С emissions than physical storage 
of С in forests or forest products. For example, substitution of 
wood grown in plantations for coal in the generation of elec
tricity can avoid С emissions by an amount up to four times tiie 
amount of С sequestered in the plantation, depending upon the 
time period over which coal resources are expected to last 

(Ravindranath and HaU, 1995). Furtiiermore, if the wood 
resource is derived from sustainably managed plantations, 
other benefits, such as raral jobs and land rehabilitation (if the 
project is on degraded lands), wiU accrae (Ravindranath and 
Hall, 1995). 

24.4. Assessment of С Mitigation Options 

The potential land area available for the implementation of for
est management options for С conservation and sequestration 
is a function of the technical suitability of the land to grow 
trees and the actual availability as consttained by socioeco
nomic factors. Determining the technical suitability of land is 
conceptually less difficult, being based generally on the 
region's climatic and edaphic characteristics. However, mov
ing from what is suitable to what is actually available is more 
difficult because of institutional, economic, demographic, and 
cultural factors—all of which influence present and future 
land-use decisions (Trexler and Haugen, 1995). 

This section is divided into two parts: steady-state potential, 
based on estimates of the amount of С that could be conserved 
and sequestered when all actually available lands (in some 
cases, only technically suitable lands are considered) are under 
management and contain their maximum С density for a given 
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practice; and transient potential, based on estimates of the 
amount of С that could be conserved and sequestered on all 
available land subject to reasonable rates of establishment of 
forest management practices over time. 

24.4.1. Steady-State Potential 

Most previous estimates of the С sequestration potential are sim
ply the product of the suitable or available land area and the max
imum or time-averaged С density (e.g., Grainger, 1988; Postel 
and Heise, 1988; Sedjo and Solomon, 1989; Wmjum et a l . , 
1992a). Using this approach and approximate estimates of areas 
of land available for reforestation and naharal and assisted regen
eration, Winjum et a l . (1992a) estimate tiiat 2.2-5.6 Gt С could 
be sequestered in tiie entire high-latihide zone over a 50-year 
period. In Russia alone, Krankina and Dixon (1994) estimate a 
potential sequesttation of 4.5 Gt С over a 50-year period by 
replacing hardwood stands with conifers, increasing the produc
tivity of existing forests, and estabUshing plantations on techni
cally suitable lands. Furthermore, they estimate that exercising 
fire management and reducing harvest could account for an addi
tional potential С savings of 7.2 Gt over a 50-year period. 

On estimates of available land in mid-latitudes, 13.5-27.0 Gt С 
could be sequestered by forestation and natural regeneration 
over a 50-year period (Winjum et a l . , 1992a). In the United 
States alone, an aggressive program of tree planting on margin
al agricultural lands (crops and pastures), increasing wind
breaks and shelter belts, and forest management could sequester 
up to 15 Gt С over about a 40-year period (Sampson, 1992). 

At low latitudes, a combination of forestation, agroforestry, 
and natural or assisted forest regeneration on an estimated 300 
to 600 Mha of land considered to be available by Winjum et a l . 
(1992a) could conserve and sequester about 36-71 Gt С over 
50 years. If all technically suitable lands are considered, more 
than double this amount could be conserved and sequestered 
by plantation establishment, converting arable/degraded lands 
to agroforestty, and protecting existing forests (Houghton et 
a l . , 1993; Iverson et a l . , 1993; Unruh et a l . , 1993). 

Recent country-specific estimates for China, India, Mexico, 
and Thailand indicate that the available land for establishment 
of plantations and agroforestry is 172 Mha, 175 Mha, 44 Mha, 
and 7 Mha, respectively (Masera et a l . , 1995; Ravindranath 
and Somashekar, 1995; Wangwacharakul and Bowonwiwat, 
1995; Xu, 1995). These estimates of land availabitity are based 
on national forest-cover targets for China and India and on 
technical availability for the other two countries. The С seques
tration potential on these lands could be up to about 5 Mt/yr. 

24.4.2. Transient Potential 

Although the studies cited in Section 24.4.1 set a useful upper 
bound for the potential for С conservation and sequestration, 
only a few studies consider the issues of land availability, 

socioeconomic barriers, the timescale over which С may be 
sequestered, or realistic or feasible rates of forest establishment 
or regeneration. At the present rate of successful plantation 
establishment in the tropics of only 1.8 Mha/yr (FAO, 1993), it 
would take many decades to achieve the levels of sequesttation 
suggested by Winjum et a l . (1992a). Similar time frames 
would be needed for the estabUshment of agroforestry, as well 
as large areas of mid- and high-latitude plantations. Once 
estabUshed, reaching maximum С storage would then take up 
to many decades. 

A stiidy by Grainger (1990) focuses on the tropics only. He 
considers a range of scenarios for conserving and sequestering 
C, including a combination of forestation and deforestation 
conttol, and assumes that aU wood harvested from the new 
plantations would be converted into long-term storage as 
industrial wood. The study does not consider woody detritus 
or belowground C, is not regionally explicit, and gives only a 
partial treatment to land availability. The analysis suggests that 
sequestering ^bout 3 Gt C/yr (the rate at which it was increas
ing in the atmosphere in 1980) would require 600 Mha of new 
forest plantations—roughly the area of degraded lands regard
ed by Grainger (1988) as physically suitable for plantation 
establishment. 

2 4 . 4 . 2 . 1 . Analytical Approach 

Nilsson and Schopfhauser (1995) and Trexler and Haugen 
(1995) are the only studies suitable for global analysis of the 
mitigation potential of forests. These studies have been chosen 
because they are global in nature, include an extensive litera
ture review of the land availability issue, and include feasible 
rates of estabUshment of management options. These two 
studies have been combined to arrive at a global estimate of the 
potential amount of С that could be conserved and sequestered 
by different regions of the Earth on an annual and cumulative 
basis between 1995 and 2050. Nilsson and Schopfhauser 
(1995) estimate the potential for С sequesttation through a fea
sible global forestation program (Table 24-4). Trexler and 
Haugen (1995) focus on the tropics only and include the 
options of slowing deforestation and natural or assisted regen
eration of land (followed by protection). Both studies assume 
aggressive, but unspecified, policy and financial interventions 
in the forestry sectors, with no future change in climate that 
might interfere with the proposed strategies. The combined 
analysis uses data for forestation from Nilsson and 
Schopfhauser (1995) and data for slowing deforestation and 
regeneration from Trexler and Haugen (1995). 

Nilsson and Schopfhauser (1995) estimate for different coun
tries/regions the amount of land likely to be available, feasible 
annual planting rates, likely growth rates, and rotation lengths 
(Table 24-4). They use a growth model, without intensive man
agement, to estimate the quantity of С fixed in aboveground and 
belowground biomass, litter, and soU organic matter for the 
period 1995 to 2100. Because the focus of the study was to esti
mate how much С could be sequestered by a global forestation 
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Table 2 4 - 4 : Regional estimates of land availability, average 
mean annual increment (MAI), rotation length, and p l a n t i n g 
rate f o r a g l o b a l forestation p r o g r a m , including establish
ment of p l a n t a t i o n s and agroforestry, t o sequester С (data 
from Nilsson arui Schopfhauser, 1995). 

Land Rotation Planting 
Region/ Available' MAI Length Ratê  
Country (Mha) (m /̂ha/yr) (yr) (Mha/yr) 

High Latitudes 
Canada^ 28.3 2.5-8.0 60 1.14 
Nordic 0.35 5 60 0.014 
FSU 66.5 3 80 1.66 
Mid-Latitudes 
USA 21.0 6-15 15^0 0.70 
Europe 7.74 6-10 20-60 0.31 
China 62.5 2.3 80 2.5 
Asia 12.5 12 40 0.50 
South Africa 1.9 16 30 0.075 
South America 4.6 15 25 0.18 
Australia 4.3 6-23 30 0.123 
New Zealand 5.0 25 25 0.1 
Low Latitudes 
Tr. America 40.8 8-25 20 0.74 
Tr. Africa 31.6 8-16 30 0.58 
Tr. Asia 57.7 8-16 20 1.05 

'Full details of sources are provided in Nilsson and 
Schopfhauser (1995); many of the sources originate from 
individual countries. 

^Includes rate of establishment of both plantations and 
agroforestty systems. 

^Canada includes not satisfactorily restocked (NSR) forest 
areas in addition to marginal agricultural lands (Van Kooten, 
1991); the low end of the MAI was used for NSR forests. 

program only, they make no assumptions about the life 
expectancy of the wood produced. Further, the amount of С 
sequestered by this program will be realized only if the forests 
are harvested at their designated rotation lengths. Considerably 
higher yields than those reported in Table 24-4, though often 
possible in plantations, require more intensive management 
than is likely to be achieved for a large-scale program such as 
that proposed by Nilsson and Schopfhauser (1995). Similar 
arguments can be made for shortening the rotation times. 

For most high- and mid-latitude countries, the area of actually 
available land is equated with that technically suitable, or about 
215 Mha (Table 24-4). The rather large amount of land avail
able in Canada is from a combination of large areas of not sat
isfactorily restocked forest lands (19.7 Mha) and marginal agri
cultural lands (8.6 Mha; Van Kooten, 1991). In low-latitude 
countries, Nilsson and Schopfhauser estimate actual availabil
ity (130 Mha) to be only 6% or so of those lands deemed suit
able (2,228 Mha) because of additional cultural, social, and 
economic consttaints (Trexler and Haugen, 1995). The global 

estimate of 345 Mha of actually available lands for plantations 
and agroforestry is similar to the low end of the estimated 
range of 375 to 750 Mha offered by Winjum et a l (1992a) for 
the same forestry practices. 

The assumed establishment rates of 8.3 Mha/yr for plantations 
and 1.4 Mha/yr for agroforestry [estimated from land available, 
plantation period, and rotation length; see Nilsson and 
Schopfhauser (1995) for more details] are not uru-ealistic based 
on present estabhshment rates. For example, the assumed annu
al rate of plantation establishment in the ttopics used in Nilsson 
and Schopfhauser is about 65% of the actual rate for 1980-90 
(FAO, 1993). For China, the assumed rate of 2.5 Mha/yr also is 
lower than the reported rate of 3.9 Mha/yr (Xu, 1992). 

Trexler and Haugen (1995) use countty-level estimates for each 
decade from 1990 to 2050 for 52 ttopical countries accounting 
for vhlually all of the ttopical forests. For each country and 
decade (based on detailed country-by-country analysis), ttiey 
estimate curtent and projected future deforestation rates, the 
potential reduction in deforestation based on feasible imple
mentation of altemative land uses, and the area presendy avail
able for natural or assisted forest regeneration (native forests) 
followed by protection, as well as likely rates of implementa
tion. Based on these estimates, Trexler and Haugen (1995) pro
ject that by the year 2050, deforestation could be reduced by 
only 20% of the business-as-usual scenario—equivalent to 
about 138 Mha—and a further 217 Mha of land will be avail
able for natural or assisted regeneration. They also estimate the 
change in aboveground biomass С associated widi each land-
use change. We have added estimates of belowground biomass, 
soil, and litter С (see footiiote 2 to Table 24-5) to be consistent 
with the study of Nilsson and Schopfhauser (1995). 

2 4 . 4 . 2 . 2 . Quantities of С Conserved and Sequestered 

Together, the studies suggest that 700 Mha of land might be 
available globally for С conservation and sequesttation pro
grams (345 Mha for plantations and agroforestry, 138 Mha for 
slowed tropical deforestation, and 217 Mha for natural and 
assisted regeneration of ttopical forests). This amount of land 
could conserve and sequester 60 to 87 Gt С by 2050 (Table 24-
5). Globally, forestation and agroforeshy account for 50% of the 
total (38 Gt C), with about 20% of this accumulating in soils, lit
ter, and belowground biomass (Nilsson and Schopfhauser, 
1995). The amount of С tiiat could be conserved and sequestered 
by forest-sector practices by 2050 under baseline conditions is 
equivalent to about 12 to 15% of the total fossil fuel emissions 
over the same time period (IPCC 1992a scenario). 

The ttopics have the potential to conserve and sequester by far tiie 
largest quantity of С (80%), followed by the temperate zone 
(17%), and tiie boreal zone (3% only). More tiian half of the ttop
ical smk would be caused by natural and assisted regeneration 
followed by forest protection and slowed deforestation. Other 
analyses have shown that forest conservation and natural regen
eration is potentially easier, cheaper (see Section 24.5), and more 
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acceptable to the local population than plantation-based foresta
tion (Deutscher Bundestag, 1990; Grainger, 1990). Forestation 
and agroforestry would contribute less than half of the tropical 

Table 2 4 - 5 : Global estimates of p o t e n t i a l a m o u n t of С that 
could be sequestered and conserved by forest management 
p r a c t i c e s between 1995 and 2 0 5 0 (from Nilsson and 
Schopfhauser, 1995; Trexler and Haugen, 1995). 

С Sequestered 
Latitudinal Country/ and Conserved 
Belt Region Practice (Gt) 

High Canada Forestation 0.68 
Nordic Europe 0.03 
FSU 1.76 
Subtotal 2.4 

Mid Canada Forestation 0.43 
USA 3.07 
Europe 0.96 
China 1.70 
Asia 2.19 
South Africa 0.44 
SouÜi America 1.02 
Australia 0.31 
New Zealand 1 1.7 
Subtotal 11.8 
USA Agroforestry 0.29 
Australia 0.36 
Subtotal 0.7 

Low Tr. America Forestation 8.02 
Tr. Africa 0.90 
Tr. Asia 7.50 
Subtotal 16.4 
Tr. America Agroforestiy 1.66 
Tr. Africa 2.63 
Tr. Asia 2.03 
Subtotal 6.3 
Tr. America Regeneration 2 4.8-14.3 
Tr. Africa 3.0-6.7 
Tr. Asia 3.8-7.7 
Subtotal 11.5-28.7 
Tr. America SlowDeforestation2 5.0-10.7 
Tr. Africa 2.5^.4 
Tr. Asia 3.3-5.8 
Subtotal 10.8-20.8 

Total 60-87 

1 This estimate differs from the one made by Maclaren 
(1996), because it includes multiple rotations and different 
data for the С budget components. 

2 Includes an additional 25% of aboveground С to account for 
belowground С in roots. Utter, and sou (based on data in 
Nilsson and Schopfhauser, 1995; Brown et al., 1993b); range m 
values is based on tiie use of low and high estimates of biomass 
С density resulting from the uncertainty in these estimates. 

total, but witiiout them, regeneration and slowed deforestation 
would be highly unUkely (Trexler and Haugen, 1995). 

The total quantity and annual rates of С conservation and 
sequesttation would vary among countries or regions (Table 24-
5; Figure 24-1). The FSU accounts for more than 70% of the С 
sequesttation potential in the boreal zone (Table 24-5). At mid-
latitudes, the greatest potential for sequestering С would be in 
the United States (about 3.4 Gt), followed by temperate Asia 
(about 2.2 Gt), and China and New Zealand (1.7 Gt each) 
(Figure 24-la). In low latitudes, ttopical America would have 
the greatest potential for С conservation and sequestration (27 
Gt), followed by ttopical Asia (20 Gt) and tropical Africa (12 
Gt) (Table 24-5; Figure 24-lb). Forestation and regeneration 
would likely have the greatest potential in ttopical America and 
Asia, whereas agroforestry would be the most important activi
ty in ttopical Africa (Nüsson and Schopfhauser, 1995). 

1995 2005 2015 2025 2035 2045 
Year 

1995 2005 2015 2025 2035 2045 
Year 

Figure 24-1: Average annual rates of С conservation and sequestra
tion per decade through implementation of forest management 
options listed in Table 24-5 (a) by four countries or regions of the 
high- and mid-latitudes with the highest total sequestration rates and 
(b) for the three tropical (Tr.) regions. 
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Annual rates of С conservation and sequestration from the prac
tices Usted in Table 24-5 would increase over time and reach 2.2 
Gt/yr by 2050 (Figure 24-2a), with С accretion in the ttopics 
dominating the flux. Carbon savings from slowed deforestation 
and regeneration would be the highest initially, but from 2025 
onwards—when plantations would reach their maximum С 
accretion—they would sequester practically identical amoimts 
as forestation (Figure 24-2b). During this period, ttopical defor
estation would continue, and the ttopics would remain a net С 
source, albeit gradually diminishing. By about 2030, the ttop
ics would become a С sink (Trexler and Haugen, 1995). On a 
global scale, forests could tum from a source to a sink by about 
2010 due to С conserved in other zones. 

In summary, die tropics appear to have the greatest long-term 
potential for С conservation and sequesttadon by—in decreasing 

1995 2005 2015 2025 2035 2045 
Year 

1995 2005 2015 2025 2035 2045 
Year 

Figure 24-2: Average annual rate of С sequestration and conserva
tion per decade through implementation of the forest management 
options listed in Table 24-5 by (a) latitudinal region and (b) forest 
management practice. Note that Defer = deforestation and Regen = 
natural and assisted regeneration. 

order of importance—^protecting lands for nattiral and assisted 
regeneration, slowing deforestation, forestation, and agro
foreshy. The mid-latitudes also could make a significant contri
bution, but die potential for the high latitudes appears to be hm
ited. The uncertainty in the estimated mitigation potential of 
forests has not, at present, been estimated. Like tiie uncertainty 
associated with the estimated С flux from the world's forests 
(see Section 24.2.2), tiie uncertainty m the esthnated mitigation 
potential is likely to be high. The factors causing the highest 
uncertainty are the estimated land availability for forestation 
projects and regeneration programs and the rate at which tropi
cal deforestation can be actually reduced. The next most uncer
tain term is tiie amount of С that can be conserved or sequestered 
in ttopical forests; there is considerable debate about how much 
biomass С ttxipical forests contain (Brown and Lugo, 1992). The 
net amount of С per unit area that can be sequestered in a glob
al forestation program is more certain. However, as discussed in 
Section 24.2.2, all errors are certain to be compounded when 
making global estimates. 

The contribution of forestry to mitigation of C O 2 emissions 
would be considerably higher if the wood produced were 
assumed to be used as a substitute for fossil fuels (Section 
24.3.3; Hall et a l , 1991; Sampson et a l . , 1993). For example, 
for the forestation program described here (Table 24-5), the 
quantity of biomass that could potentially be produced over the 
55-year period was 147 billion тЗ, which is equivalent to about 
39 billion tons of coal (W. Schopfhauser, pers. comm.). If the 
wood were substituted for coal over the same time period, the С 
emissions avoided would be about 29 Gt, or about 77% of the 
С sequestered in the forestation program (37.6 Gt) (Table 24-5). 

A number of projects to conserve and sequester С along the 
hnes described above are now being jointiy implemented 
between developed and developing countties. They vary from 
С conservation by protecting forests or developing sustainable 
forest management practices to increasing С pools through 
forestation and agroforestry (Box 24-2). 

24.5. Project Costs and Benefits of С Conservation 
and Sequestration 

The previous IPCC assessment (IPCC, 1992) reported region
al average annual costs of about $8/t С foi- ttopical forestation 
and reduction of deforestation, increasing to about $28/t С for 
forestation in non-U.S. OECD countties. Costs for establishing 
a forest plantation, excluding the opportunity cost of land, were 
estimated to range between $230 and $1000/ha (Sedjo and 
Solomon, 1989), with an average cost of $400/ha. 

Unit cost estimates have been improved since the earlier IPCC 
report (see also Chapter 8, Estimating the Costs of Mitigating 
Greenhouse Gases, and Chapter 9, A Review of Mitigation Cost 
Studies, of the IPCC Working Group III volume): (1) They 
have been estimated for individual countries rather than by 
regions or for the globe as a whole; (2) they have been devel
oped for several types of ntitigation options; (3) other cost 
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Box 24-2. Jointly Implemented Forestry Offset Projects to Sequester С Emissions 

There are several examples of C-offset projects around the world; the main characteristics of six of these projects are 
highlighted in Table 24-6 (adapted from Dixon et a l . , 1993a; Knsman and Trexler, 1993). 

Table 24-6: Jointly implemented forestry ojfset projects. 

Main Total Cost Carbon Duration 
Location Sponsorl Forestry Option (10* US$) Sequestered (Mt) (yr) 

Guatemala AES Thames Sustainable Agroforestry 14 15.5-58 10 
Malaysia (1) ICSB/NEP Harvest Modification 0.45 0.3-0.6 2-3 

(2) ICSB/FACE Forest Rehabilitation 14 5-7.5 25 
Paraguay AES Protection, Sustainable 2-5 13 30 

Barbers Point Agroforestry 
Russia (Saratov) USEPA/OSU Forestation 0.2 0.04 50 
USA (Oregon) PacifiCorp Sustainable Forestiy 0.1/yr 0.06/yr 65 

'AES Thames is a subsidiary of Applied Energy Services (AES) Corporation (Virginia, USA); NEP = New 
England Power (Massachusetts, USA); FACE = Forest Absorbing Carbon Dioxide Emissions, a project of 
the Dutch Electricity Generation Board; ICSB = Innoprise Corporation Sdn Bhd (Yayasan Sabah, 
Malaysia); USEPA/OSU = U.S. Envirorunental Protection Agency in cooperation with Oregon State 
University (T. Vinson, pers. comm.); Рас1пСоф is an electric utility company in Oregon, USA. 

Brief details of two of these offset projects follow: 

• The cooperative venture between Innoprise Corporation Sdn Bhd (ICSB), the largest logging concession holder 
in the state of Sabah, Malaysia, and the Forest Absorbing Carbon Dioxide Emissions (FACE) Foundation pro
motes the planting of trees to absorb COj from the atmosphere and offset emissions from power stations. The 
objective is to rehabilitate 25,000 ha of degraded logged forests by enrichment planting with dipterocarps— 
long-lived local tree species valued for their timber—and by reclaiming degraded areas using indigenous fast-
growing pioneer trees. Forest fruit ttees also are being interplanted to improve the forest's value for wildlife. 
Over a 60-year rotation, the rehabilitated forest is expected to sequester at least 2001 C/ha more than degraded 
logged forest; thus, a total of 5 Mt С will be sequestered. Results achieved so far are very.encouraging, with 
survival rates around 87% and growth rates of 1.2 cm dbh per year (P. Moura Costa, pers. comm.). The long-
term nature of the project (25 years) will allow the maintenance and silvicultural treatments required to sustain 
the growth rates to be achieved. 

• For the Reduced-Impact Logging Project, New England Power (NEP) provided funds to ICSB to train person
nel and implement a set of harvesting guidelines in 1,400 ha of ICSB concessions. In return, NEP can claim the 
С retained due to these efforts as a С offset. The project aims to reduce by half the damage to residual trees and 
soil during timber harvesting. Thus, less woody debris will be produced, decompose, and release CO2, meaning 
more С will be retained on-site in living tiees (Putz and Pinard, 1993). Conventional selective logging in the 
concession provides the base for comparison. Controlling logging damage is expected to result in the retention 
of 25^5 t C/ha after 2 years, and a total of 35-63 kt С are expected to be sequestered, at a cost of $8-14/t C. 

components, including maintenance, land rental (opportunity 
costs), and monitoring and evaluation, are now being 
addressed; (4) incremental costs have been estimated by some 
researchers; and (5) analytical methods have been improved to 
provide better insights and techniques for the evaluation of 
costs and benefits. Despite these improvements, most esti
mates do not discount the С flows. Thus, net С storage occur
ring at any time has the same economic value. 

The IPCC (1992) report does not attempt to quantify tiie bene
fits of mitigation options to reduce or store C. The valuation 

of С and other benefits is essential to the successful imple
mentation of mitigation options—^particularly for developing 
countries, where С storage may not be a sufficient inducement 
for local dwellers to maintain forestation projects. There is no 
global consensus at present on the monetary value of reducing 
a unit of atmospheric C. 

Incremental costs of comparable projects or programs are 
defined as die difference between the total costs of an altemative 
and those of a baseline project that satisfies the same service, 
such as the demand for food, fuel, fiber, watershed protection. 
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and habitat (Ahuja, 1993; K. King, 1993). Under die UN 
Framework Convention on Climate Change, a developing coun
tty may seek die incremental costs of a project to reduce С emis
sions or sequester С from developed countties. For the forest 
sector, however, few estimates are available for die incremental 
costs of GHG endssions reduction. 

2 4 . 5 . 1 . Reducing Deforestation and Protecting Forests 

The unit cost of reducing С emissions by decreasing deforesta
tion and protecting forests tends to be low (Table 24-7) as the С 
density of forested areas tends to be relatively high. Cost esti
mates, often obtained from government budgets, include the 
small direct cost of protection but generally not the compara
tively larger opportunity cost of land. None of the estimates 
includes the potentially substantial, though as yet unknown, 
cost of providing an altemative livelihood and a viable lifestyle 
to those responsible for deforestation. Furthermore, present-day 
costs of forest protection will likely increase in the future as the 
amount of land put under protection increases (Adams et a l , 
1993; Moulton and Richards, 1990). 

Most of the costs reported in Table 24-7 are under $3/t C, but 
range from tens of cents/t С to about $15/t C. These costs 
exclude the value of local benefits that may be derived from 
protected forests, such as watershed protection, maintenance of 
biodiversity, education, tourism, and recreation; their inclusion 
would further offset some of the costs and in many instances 

Table 24-7: Cost of forest protection o r reducing deforestation. 

Country Cost ($/t C) 

Brazil 2.3I-42 
Cote d'Ivoire 81 
Indonesia 151 
Thailand 0.4-0.83 
Mexico 1-64 
India 0.55 
Central America 1-36 
Russia 1-37 

'Darmstadter and Plantinga, 1991. 
2Cline, 1992. 
^Based on Wangwacharakul and Bowonwiwat (1994), which 
includes govemment budget for protection and opporhrnity 
cost of land for agriculture production. 

^Based on data in Masera et a l (1995); lower bound based 
on govemment budget for protection, and higher bound on 
cost of protection of tropical evergreen forests in Tabasco. 

^Based on $5/ha cost for a tiger sanctuary and 501 C/ha of 
biomass density. 

^Swisher (1991) estimate based on cost of protected areas 
reported in the Tropical Forest Action Plan (TFAP) proposals 
for Costa Rica, Honduras, and Panama. 

^Krankina and Dixon, 1994. 

result in net benefits (Dixon et a l , 1993b). For example, in 
Thailand, local benefits are estimated at $2/ha—which would 
almost offset the $2.1/ha direct cost of protection 
(Wangwacharakul and Bowonwiwat, 1995). Because direct 
benefits offset direct costs, the opportunity cost of land (present 
value $44-89/ha) represents the cost of avoiding deforestation. 

2 4 . 5 . 2 . Expansion of С Pools and С Transfer to Products 

Subsequent to the IPCC report (1992), several studies have 
been done that better determine the cost of expanding С pools 
and С transfer to products (Table 24-8). The studies have 
focused on deriving cost estimates of mitigation options for 
individual countries. The costs generally include initial or 
estabhshment costs per ton of С but do not include opportunity 
costs or maintenance, monitoring, and evaluation costs. The 
methods for obtaining cost figures include literature surveys, 
govemment sources, personal questionnaires, and some field 
data. At the same time, researchers have refined the methodol
ogy for estimating the amount of С sequestered by a particular 
mitigation option and better identified the individual compo
nents of the total cost (Satiiaye et a l , 1995). This identification 
has helped improve the transparency of reported cost estimates. 

EarUer stiadies had reported point estimates for cost of С seques
ttation. Mouhon and Richards (1990), however, developed a cost 
function to reflect the rise in costs associated witii large-scale ttee 
planting rather than a shnple point estimate, and refined the ttee 
plantation estabhshment cost estimates by differentiating costs 
associated with location and site considerations. Based on their 
data, Chne (1992) estimates costs as rising from $12/t С for the 
furst 100 Mtof С sequestered to $41/t С for sequestering between 
700 and 800 Mt/yr. Adams et a l (1993) report somewhat higher 
costs than Moulton and Richards (1990) (Table 24-8). The 
Moulton and Richards (1990) analysis has been expanded by 
adding the potential effects of forestation on altered timber sup
ply, stumpage prices, harvest levels, and ultimately С sequestta
tion (Tumer et a l , 1995b). The latter approach couples a forest 
economics model, a forest inventory model, and a forest С model 
to make a 50-year projection of tiie forest sector of the U.S. econ
omy. Couplmg of models permits analysis of more-complex mit
igation options such as increased paper recycling, altemative har
vesting schemes, and ttee planting on agricultural land. One 
drawback of these models is that they ignore new uses of wood— 
such as for power or heat generation—tiiat would minimize the 
impact on ttaditional timber markets. 

Several studies conducted for developing countties (Table 24-
8) evaluate the cost of sequestering С using options such as 
agroforestry, long- and short-rotation plantations, natural 
regeneration, forest management, and silvicultural practices. 
Based on an estimate of the technically available land area in a 
given countiy, the tropical studies have developed cost curves 
that show increasing marginal costs ($/t C) with higher seques
ttation. The curves for India, China, and Thailand, for exam
ple, indicate that the unit cost for sequestering С on 80% of the 
technically available area would be less than $10/t C. 
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Table 2 4 - 8 : Initial cost of expanding carbon sinks by different regions and p r a c t i c e s . 
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Region/Country Practice Costl (US$/t C) Source 

Boreal Natural Regeneration^ 5(^11) Dixon e t a l . , 1994b 
Reforestation 8 (3-27) 

Temperate Natural Regeneration^ 1 Dixon et a l . , 1994b 
Afforestation 2(1-5) 
Reforestation 6 (3-29) 

Tropical Natural Regeneration^ 1 (1-2) Dixon et a l . , 1994b 
Agroforestry 5(2-11) 
Reforestation 7 (3-26) 

Central America Regeneration 4 Swisher, 1991 
Agroforestry 4 
Plantations 13 

Argentina Reforestation 31 Winjum et. a l . , 1993 
Afforestation 18 

Australia Reforestation 5 Winjum et. a l . , 1993 
Brazil Reforestation 10 Winjum et. a l , 1993 

FLORAM 3-83 Andraskoeí. a l , 1991 
Canada Reforestation 11 Winjum et a l , 1993 

Regeneration 6 
China Reforestation 10 Winjum et. a l , 1993 

Forest Management 3-4 Xu, 1995 
Eucalypt Plantations 8 
Agroforestry 6-21 

Germany Reforestation 29 Winjum et. a l , 1993 
India Reforestation 15 Winjum et. a l , 1993 

Regeneration 2 Ravindranath and Somashekhar, 1995 
Teak Plantations 3 
Agroforestry 9 

Malaysia Reforestation 5 Winjum et. a l , 1993 
Mexico Reforestation 4 Winjum et. a l , 1993 

Plantations 5-11 Masera et a l , 1995 
Forest Management 0.3-3 

South Africa Reforestation 9 Winjum et. a l , 1993 
Thailand Teak Plantation 13-26 Wangwacharakul and Bowonwiwat, 1995 

Eucalypt Plantation 5-8 
Agroforestry 8-12 

USA Reforestation 5 Winjum et. a l , 1993 
Afforestation 2 
Various Options 5-434 Moulton and Richards, 1990 
Various Options 19-955 Adams et a l , 1993 

FSU Reforestation 6 Winjum et a l , 1993 
Regeneration 5 

Russia Plantations 1-8 Krankina and Dixon, 1994 

' Forest components for sequestering С vary by source: Dixon et a l (1994b), Krankina and Dixon (1994), and Winjum et a l 
(1993) include only С in vegetation; Xu (1995), Ravindranatii and Somashekhar (1995), Wongwacharakul and Bowonwiwat 
(1995), and Masera et a l (1995) include vegetation and soil C; Swisher (1991), Moulton and Richards (1990), and Adams et 
a l (1993) account for С in vegetation, soil, and litter. 

2 Values in parentheses are interquartile ranges. 
3 Figures vary depending on land rental costs per ha from $400 to 1,000; FLORAM = Florestales Amazonia. 

Marginal costs include planting and land rental costs. 
5 Includes land rental costs. 
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2 4 . 5 . 2 . 1 . Carbon Components 

All the above cost estimates account for above and below
ground biomass C, but not all account for С in soil, fine and 
woody detritus, understory, and wood products. Estimates of 
the distribution of С between aboveground vegetation and soils 
vary significantly by ecosystem and by bioclimatic and edaph-
ic conditions (Brown et a l . , 1993a; Sampson et a l , 1993). By 
excluding many of the other С components, the studies report
ed in Table 24-8 overestimate the unit costs. 

The studies summarized in Table 24-8 ignore another poten
tially large С benefit—that is, the possibility of substituting 
wood from sustainable plantations for fossil fuels (see Section 
24.3.3; Hall et a l . , 1991; Sampson et a l , 1993; see also 
Chapter 19). The extent to which wood products can displace 
fossil fuel depends on the products and applications for which 
wood is substituted. Fossil fuel savings may be considerable 
when wood is substituted for energy-intensive aluminum, steel, 
or concrete in construction (Burschel et a l , 1993). When har
vesting wood to directly displace fossil fuels, the critical ele
ments become the rate of tree productivity and the efficiency 
with which wood can be harvested and substituted for fossil 
fuels (Marland and Marland, 1992; see also Section 24.3.3). 

2 4 . 5 . 2 . 2 . Cost Components 

The unit cost estimates reported in Table 24-8 include the cost 
to initiate a forest sector project—such as planting stock costs, 
planting labor, and supervision—but do not include the oppor
tunity cost of land and growing stock, annual maintenance 
costs, and moiütoring and evaluation costs. Of these, the latter 
two are generally a small fraction of the initial cost. The 
opportunity cost of land and growing stock, however, could 
significantly increase the unit cost estimates. Land rental costs 
are estimated at $148/ha by Moulton and Richards (1990) for 
tiie United States; a land purchase price is estimated between 
$400 and $l,000/ha by Sedjo and Solomon (1989). Land 
prices are likely to be lower in developing countries. For 
example, in Thailand, the present value of the opportunity cost 
of land is estimated to be between $44 and $89/ha 
(Wangwacharakul and Bowonwiwat, 1995). For degraded 
lands that are suitable for reforestation, which are widespread 
across many countiies, the land price may be close to zero. 

Winjum and Lewis (1993) demonsttate the significance of 
including the opportunity cost of the forest stock. Using the 
value of growing stock and revenues (i.e., negative costs), they 
show that without including growing stock costs, the median 
values (negative costs) of storing С are -$48/t С for temperate 
and -$32/t С for ttopical plantations. With the growing stock 
costs included, the median values of storing С increase to -$22 
and -$24/t C, respectively. Inclusion of the opportunity cost of 
land and of forest stock therefore may increase the cost in 
developed countties two to threefold, but the increase may be 
smaller in developing countries where degraded lands are 
available. 

2 4 . 5 . 2 . 3 . Monetary Benefits 

Implementation of mitigation options will result in direct ben
efits derived from timber and non-timber forest products. The 
commercial value of these products will vary with the site and 
location of a project—^particularly in tropical countries, where 
non-timber forest products provide sustenance to the local 
dwellers. Additional indirect benefits (nature conservation, 
recreation, etc.) will add to a project's value. Appropriate dis
tribution of the total benefits among the project beneficiaries, 
however, is necessary to ensure the project's survival. 

Trading in С credits can serve to offset the cost of an interna
tional project. Several forest sector С offset projects (Box 24-
2) have been established and maintained at costs well below, 
or at net benefits to, the modeled estimates reported by Dixon 
et a l (1993a). 

Monetary timber benefits alone often can more than offset the 
project costs (Winjum and Lewis, 1993). The cost offset varies 
depending on inclusion of indirect benefits, such as forest stock 
value. Other estimates of the benefit of С sequesttation for devel
oping countiies (Ravindranath and Somashekar, 1995; Roslan 
and Woon, 1995; Wangwacharakul and Bowonwiwat, 1995; Xu, 
1995) confum that product revenue from many plantation and 
agroforestiy projects could completely offset costs. Schroeder 
(1992) points out tiiat agroforeshy projects could be implement
ed for С sequesttation across many ecological zones and prac
tices at a positive present value of net benefit ranging from $54/ha 
to $6,(ХЮ/Ьа, assuming that product prices remain unchanged in 
tiie futtire. The above estimates suggest that it would be possible 
to achieve С sequesttation at a net benefit or negative cost. 

The distribution of benefits plays an hnportant role m assuring the 
success of eitiier large forestation programs or mdividual projects. 
Adams et a l (1993) iUusttate tiiat a U.S. forestation program to 
sequester С on agriculhiral land will bestow higher benefits to agri
cultural producers and landowners from higher commodity prices, 
but die dechne m thnber prices wiU reduce thnber-sale profits for 
private forest owners. If tiie distiibution of benefits is to be equi
table, die govemment will have to compensate private commercial 
ttee plantmg to prevent farmers from displacmg present ttee plan
tations. For example, Saxena (1989) has shown tiiat the losers m a 
rural forestiy development program in India wUl be the local forest 
officers, whereas botti the rural rich and the poor wiU gain to vary-
hig degrees from non-thnber benefits and thnber sales. 

It is important that participants in a program aimed at seques
tering С gain appropriate and adequate benefits to ensure sus
tained С storage. Winnett et a l . (1993) suggest that there is a 
risk that the behavior of landowners will change if increased 
wood supply lowers stumpage prices. The result is less incen
tive to invest in intensive forest management. These studies, 
however, do not consider the case where wood is sold in ener
gy markets rather than in traditional markets for timber. 

Not harvesting timber from a forestation program is another 
way to avoid the impact on timber prices. For example. Barker 
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et a l . (1995) estimate that converting 4 Mha of marginal crop
land to forests and allowing 2 Mha of bottomland cropland to 
revert to hardwood wetlands would sequester 850 Mt С in the 
United States over a 50-year period, at the same time extend
ing wildlife and wetland habitats (non-timber benefits). This 
example is estimated to cost about $45/t C. There are similar 
opportunities in Europe, where about 15% of cropland current
ly is set aside to reduce agricultural surpluses. 

24.5.3. Carbon Sequestration through Silviculture 

Silvicultural practices (thinning, fertilization, improved har
vesting, genetic tree improvement, etc.) are directed to increas
ing both the growth and the quality of the forest resource. 
Increased growth per se does not increase mean С storage and, 
indeed, may decrease С storage over a given area if the growth 
increase is associated with a shift to a younger age-class distri
bution (Turner et a l . , 1995b). Many silvicultural practices are 
designed to improve some aspect of the wood and/or tree form 
and may do little to increase С sequestration, but the longer-
term, indirect effects may have significant С implications. For 
example, management techniques that allow greater portions 
of the forest to be harvested and converted to long-lived wood 
products may sequester a greater mass of С in the long term in 
both the forest itself and in the forest product stock. 

Some silvicultural practices—such as thinning, extending rota
tion ages, and retaining high levels of coarse woody debris 
after harvesting—increase or at least stabilize soil С pools and 
tend to maintain more С on forest lands. These practices have 
received considerable attention in relation to maintaining bio
diversity and soil productivity (Swanson and Franklin, 1992), 
but their С storage benefits have not been well characterized. 
Reduction of logging damage to residual trees can also reduce 
the associated releases of С (see Box 24-2). 

A few studies have examined the economics of С sequesttation 
by silvicultural practices. Hoen and Solberg (1994) assessed 
the efficiency of various strategies to sequester С in biomass of 
Norwegian forests. Carbon sequestration attributable to thin
ning and fertilization of stands was $71/incremental ton of С 

captured, even where current logging levels were maintained. 
ModeUng efforts by Marland and Marland (1992) demonstrate 
that the relative С benefit of different silvicultural strategies 
can change dramatically depending on site-dependent charac
teristics such as forest growth rate, site occupancy at the time 
management is implemented, and the manner and efficiency 
with which forest products will be used. 

24.5.4. Global Costs 

The IPCC report (1992) estimates that the forestation costs 
(undiscounted) for offsetting between 5 and 26% of the 5.5 Gt 
С being released annually from fossil fuel combustion would 
range from $2.4 bilUon/year to $12 billion/year if accomplished 
over a 10-year planting period, with declining costs for longer 
planting periods. Dixon et a l . (1991) report tiiat the marginal 
initial cost to sequester global С increases gradually to $10/t С 
for a storage level of 70 Gt C, which was about 90% of the iden
tified storage potential. Beyond 70 Gt C, the marginal cost 
increases rapidly. The corresponding total cost to store 70 Gt С 
amounts to $230 billion. Countty-specific marginal cost esti
mates for Brazil, Russia, and the United States (Dixon et a l . , 
1991) and for India (Ravindranath and Somashekhar, 1995), 
China (Xu, 1995), Central America (Swisher, 1991), and 
Thailand (Wangwacharakul and Bowonwiwat, 1995) confirm 
that between 50 and 90% of the С storage potential can be 
tapped at an initial cost of less than $10/t C. 

Using the mean unit costs for individual options by latitudinal 
region (from data in Tables 24-7 and 24-8), the cumulative cost 
(undiscounted) of conserving and sequestering the quantity of С 
given in Table 24-5 (for individual options, cortected for vege
tation only) ranges from $247 biUion to $302 biUion, at an aver
age unit cost ranging from $4.6 to $3.7/t C, respectively (Table 
24-9). Average unit cost decreases as more С is conserved by 
slowing deforestation and forest regeneration because these are 
the lowest-cost options. For the forestation program alone, the 
unit cost would be $6.4/t C, and the total cost would decrease to 
$253 billion. The estimated unit cost in Table 24-9 for tiie 
forestation program is higher than tiiat reported by Nilsson 
(1995), but it is consistent with new findings by others (e.g.. 

Table 24-9: G l o b a l costs of c o n s e r v i n g a n d sequestering С based on the estimates i n Table 24-5. 

Zone/Forestry Optionsl 

D/R 
Low 
AF PL AF 

Mid 
PL 

High 
PL Total 

Cost ($/t C) 2 5 7 5 6 8 3.7-4.62 
Total Costs (109$) 

- Low estimate 443 27 97 3 60 17 247 
- High estimate 993 27 97 3 60 17 302 

D/R = slowing deforestation and regeneration; AF = agroforestry; PL = plantations. 
Weighted average cost per unit (total costs/total C). 
Total costs based on low and high С conservation estimates given in Table 24-5. 
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Table 24-8). However, Nilsson (1995) argues that these costs 
may be underestimated by severalfold if additional costs such as 
establishing infrastructure, protective fencing, education and 
training, and ttee nurseries were included. On the other hand, if 
timber and other products generate revenue, then the capital 
investment for the second and subsequent rotations will be 
derived from the revenue from the previous rotation, and the 
incremental capital investment will be a fraction of the cost. 
Discounting future costs also significantly reduces the total and 
average costs estimated above. Assuming an annual discount 
rate of 3% reduces tiie range of total costs to $77 to $99 billion 
and the average unit cost to $1.4 to $1.2/t C. 

Land costs still tend to be excluded from cost analyses; their 
inclusion could increase the cost severalfold. In addition, the 
cost and benefit estimates presented here do not cover indirect 
or nonquantifiable items, such as changes in biodiversity, water 
resources and soil erosion, and the livelihood of forest 
dwellers. Their inclusion would provide a more realistic pic
ture of the dislocation caused by strategies to protect forests or 
reforest suitable lands. However, even if present cost estimates 
for С mitigation by forestry were doubled or tripled, they 
would still be considerably lower than a proposed U.S. fossil-
fuel tax of $100-350/1 С (Rubin et a l . , 1992). 

24.6. Impacts of Future Climate, Atmospheric COj, 
Land Use, and Human Population on С 
Conservation and Sequestration 

The direct (increased concenttation of CO2) and indirect 
(changes in temperature, moisture regime, growing season 
length, etc.) effects of a changing atmosphere and climate on 
forest ecosystems are discussed in more detail in Chapters 1 
and A. This section discusses how these changes and future 
changes in human demographics are likely to affect amounts 
and rates of С conservation and sequestration. Because projec
tions concerning the effects of climate change and human 
activities are very uncertain, only their likely range of impacts 
is presented here. 

Environmental factors such as future climate change, increases 
in atmospheric CO2, increased mobilization of other elements 
such as nitrogen and sulfur, and other pollutants such as N0^ 
and tropospheric ozone are likely to have the greatest impacts 
on mid- and high-latitude forests (Apps et a i , 1993). In the 
low latitudes, human factors such as changing demographics, 
increased demand for agricultural land, economic growth, 
technology, and resource management policies—all of which 
have the potential to lead to high rates of land-use change—are 
expected to be the dominant forces on forests and could over
whelm any changes caused by future environmental conditions 
(Brown e t a l . , 1993a; see also Chapters 1 and 15). 

Each of the promising forest management options for mitigation 
of С emissions is likely to be affected differentiy under a changed 
climate and human population density. For regeneration and 
slowed deforestation in the ttopics, demand by an increasing 

human population for more land for agriculture and wood prod
ucts (e.g., for industtial and energy use) at tiie expense of forest 
cover is likely to have a major effect on land availability; direct 
and indkect effects of climate change on land-use potentials may 
be less important in comparison (Brown et a l , 1993a). In tiie mid 
and high latitudes, where changes in land use are relatively stable 
at present, the direct and indkect effects of cUmate change are 
likely to be more important (see Chapters 1 and 15). For foresta
tion, the key factors are how a changed cUmate and atmosphere 
wiU affect the suitabiUty and availability of lands for plantation 
and agroforestry estabUshment, as weU as the effects on species 
selection, rates of ttee growth, and otiier patiiways for sequester
ing С (in soU, litter, roots, etc.). The impacts of the various fac
tors are discussed briefly in Sections 24.6.1 and 24.6.2. 

24.6.1. Impact on L a n d Suitability and AvailabiUty 

The effects of future climate change on the redistribution of 
global forest biomes are uncertain; consequentiy, there are 
large differences in projected changes in forest area for a 2 x 
C O 2 cUmate (see Chapters 1 and 15). Furtiiermore, most mod
els project instantaneous change in potential vegetation distri
butions only. The development of the IMAGE 2.0 model— 
which is one of the first efforts to Unk submodels of the tertes-
trial system, atmosphere-ocean system, and energy-industry 
system with geographical specificity—attempts to overcome 
some of the problems in projecting changes in distribution of 
vegetation (Alcamo, 1994). Output from the "conventional 
wisdom" scenario of this model (akin to the IPCC 1992a sce
nario with respect to projected fossil fuel use; for other aspects 
of the model, see Alcamo, 1994, and Chapter 25) has been used 
to address the possible impacts of changed land-cover patterns 
on С conservation and sequesttation potentials. Model output 
has been used to provide an estimate of likely changes in land 
suitability (i.e., potential vegetation based on the ability to 
grow trees, determined by climatic and edaphic factors) and 
land availability (a reduction in land suitability based on the 
need for land to grow crops, provide fuels, and so forth for the 
increasing human population) (see also Chapter 15). The area 
of land suitable for forest-sector practices for mitigation could 
increase globally, with the larger gains occurring in high and 
low latitudes mainly because of warmer temperatures and an 
extended growing season (Table 24-10; see also Chapter 1). 
However, the potential increase in suitable lands is based on 
cUmatic factors alone and does not consider whether soils will 
be suitable for forest establishment. This is potentially prob
lematic in the high latitudes, where the boreal forests are pro
jected to migrate into the tundra; tundra soils have characteris
tics that can retard forest establishment. 

Considering the possibiUty of climate change, forest-sector pro
grams aimed at С conservation and sequestration should be tar
geted toward those areas, ttee species, and practices that are 
most likely to succeed, even if climate change occurted. The best 
targets from this perspective of risk may be the humid ttopical 
zone and, to a lesser extent, tiie boreal zone, where conditions 
are most likely to become favorable for ttee growtii in new 
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Table 2 4 - 1 0 : Likely c h a n g e in areas of land suitability 
(technically s u i t a b l e to grow trees based o n edaphic and 
c l i m a t i c factors) and availability (technically suitable lands 
constrained by social, cultural, economic, and p o l i t i c a l fac
tors) by 2050, brought a b o u t by changes in climate and 
h u m a n demographics (data are from the "Conventional 
Wisdom" scenario, a s i m u l a t i o n of the IMAGE 2.0 model^). 

Change in Land^ 
Latitudinal Belt Suitability Availability 

High (>50°) 1.21 1.08 
Mid (25-50°) 1.15 1.05 
Low (0-25°) 1.31 0.64 

1 Alcamo, 1994; model outputs grouped as in table provided 
by R. Leemans, RIVM, The Netherlands. 

2 Change computed as area of lands in 2050 divided by area 
in 1990. 

plantations (but see discussion above regarding soils) (G.A. 
King, 1993; Table 24-10). However, in the ttopical zone, a con
sideration of the human element and its impact on forests could 
change this risk perspective. Almost all of die increase in suit
able lands in the high and mid-latitudes has the potential to 
become available (Table 24-10). In conttast, gains in land suit
ability in low latitudes might be uru-ealized because of the need 
for tiieir use for agriculture, and so forth; potentially, half of the 
present available lands could be lost (Table 24-10). Based on the 
change in land availability alone, the amount of С that can poten
tially be sequestered in mid and high latitudes would likely 
change littie, with possible slight gains. The potentially large 
decrease in land availability in low latitudes could significantly 
reduce the amount of С conserved or sequestered in this region. 

It has been proposed that during the ttansient response—in the 
first 100 years or so following climate warming—the processes 

of forest dieback and other disturbances could have major 
impacts on the С balance of forests (Smith and Shugart, 1993; 
see also Chapter 1). Gains in С sequesttation from forestation 
programs at mid and high latitudes could be offset in the tran
sient period by the release of С from unmanaged forests, result
ing from the processes of migration and regeneration being 
slower than dieback and other disturbances. However, dieback 
problems in plantation forests are likely to be relatively less 
important because these will be managed forests with relative
ly short rotations, and species substitution could occur. 

24.6.2. Impact on Rates of С Conservation 
and Sequestration 

Results from the IMAGE 2.0 model—which incorporates the 
effects of C O 2 fertihzation, temperature, and moisture on plant 
growth and soil processes—are used as examples of how these 
factors may affect С conservation and sequesttation rates 
(Юе1п Goldewijk et a l . , 1994; also see Chapter 25 for more 
details on IMAGE 2.0). A discussion of the effects of these 
factors on ecosystems also is presented in Chapters 1 and A. 
The values in Table 24-11 are derived from the IMAGE 2.0 
model to indicate how much the net С flux from forest ecosys
tems (or net ecosystem production) could change (percent 
change from basehne conditions) by 2050; it is assumed tiiat 
plantations would respond in the same manner. The percent 
changes in this table do not include regions where land-cover 
change occurred; they include only those that affect the cycling 
of С in regions tiiat were forested in 1970 and still forested in 
2050 (referted to as stable forested regions). Differences 
between simulations are governed by interactions among land 
cover, the biosphere, climate, and C O 2 concentrations. 

Forests growing in mid- and high-latitudinal belts could poten
tially increase their net С uptake in response to a changed ch
mate and atmosphere (Table 24-11, compare entries 1 and 8). 
In contrast, the net С uptake in low-latitude forests under the 

Table 24-11: Estimates of magnitudes of direct arui indirect effects of global change on net С flux from stable forested regions 
(i.e., areas that were forested i n 1970, the b a s e l i n e , and still forested in 2050). Data were generated by the IMAGE 2.0 model 
(van Minnen et a l , 1995). 

Latitudinal Belts (% Change)' 
Effect Low Mid High 

1. Baseline—all feedbacks to 1970 values 202 -2 -21 
2. C O 2 fertilization and water-use efficiency 215 10 -11 
3. Temperature and moisture feedback on plant growth 129 143 212 
4. Temperature feedback on soil respiration 193 -46 -87 
5. 2 and 4 210 -32 -75 
6. 3and4 154 117 190 
7. 2and3 136 153 220 
8. 2,3, and 4 174 129 202 

1 Al l net С fluxes are from the atmosphere to the biota; change in net flux wa.s calculated as the difference between net С flux in 
2050 and 1970, divided by the net flux in 1970 x 100. 
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combined effect of all factors (entry 8) could be lower than 
under baseline conditions. In other words, the region of the 
world that has the greatest potential for С conservation and 
sequestration (Table 24-5) under present climate conditions has 
the potential to lose some of this benefit under a changed cli
mate and atmosphere. Although tropical forests have the 
largest potential to respond to C O 2 fertilization and water-use 
efficiency (Table 24-11, entry 2), this could be potentially off
set by the response of plant growth and soil respiration to 
changed temperature and soil moisture (Table 24-11, entry 6). 

In mid and high latitudes, a changed climate could have a large 
effect on the net С uptake rates of forests and thus rates of С 
sequestration due mostly to greater stimulation by increased 
temperatures and moisture on plant growth (Table 24-11, entry 
3) than of soil respiration (Table 24-11, entry 4). Under no 
change in climate, the contribution by forests in these latitudes 
to the future global amount of С sequestered and conserved 
would be about 20% (Table 24-5). The results in Table 24-11 
suggest that a potential exists to increase this share substantial
ly, particularly given that the amount of land available is like
ly to increase or at least remain constant (Table 24-10). 

In conclusion, under the conditions simulated by the IMAGE 
2.0 model, which considers the entire suite of global change 
factors, there is a potential that С conservation and sequestta
tion by forest management in the ttopical region would become 
less important in tiie future, mainly due to loss of available 
land—unless poticies are instituted to secure the required land 
areas for mitigation measures. In contrast, sequesttation of С in 
temperate and boreal forest lands could play a larger role 
because available lands are likely to remain constant or increase 
and net rates of С uptake could increase. 

24.7. Research and Data Needs 

To improve our ability to estimate the mitigation potential of 
forestiy practices, increased efforts are needed in the follow
ing areas: 

• Realistic land-use modeling at national scales to 
determine trends in and constraints to forest cover, 
agricultural land needs, and land availabiUty poten
tials. Variables such as present and projected popula
tion growth, agricultural productivity, forest growth 
rates, and energy demand should be linked with 
national trends in land use in these models so that 
assessments can be made of lands technically and 
actually available for С conservation and sequestra
tion projects; possible interventions and their direct 
and indirect effects on future land uses; and key bar
riers that might be encountered in attempting to 
implement forestiy options for mitigation. 

• Improvements in the economic methodology for valu
ing all costs, including land, and especially benefits 
associated with forest management options for С con
servation, storage, and substitution. 

• Improved information about how different silvicultur
al and other management practices for major forest 
types and plantation species, growing under different 
climate/edaphic regimes, affect the dynamics, distrib
ution, and retention of С in forests. 

• Better understandmg of the efficiency witii which wood 
is converted into wood products, tiie life expectancy of 
wood products, and the energy balance of wood prod
ucts versus that for altemative products that wood 
displaces. 
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EXECUTIVE SUMMARY 

Comprehensive evaluation of possible opportunities for mitiga
tion of greenhouse gas (GHG) emissions requkes consideration 
of a complex set of interlocking issues that together determine 
feasibility and implementability. Chapters 19 through 24 
describe opportunities and challenges for GHG mitigation in six 
sectors of natural and socioeconomic systems, providing an 
encompassing summary of possible options. An important addi
tional perspective comes from consideration of issues and 
opportunities that cut across the options presented for the indi
vidual sectors. These cross-cutting issues include whether ener
gy end-use mitigation options can realistically reduce demands 
to levels that can be met by alternate supply systems at low 
emissions, whether the many competing pressures for the use 
of land can be reconciled, and whether nontraditional "geo-
engineering" offers any plausible options Üiat may be employed 
to intentionally counterbalance antiiropogenic climatic forcings 
and change. This chapter summarizes the limited information 
that is available for addressing these questions. 

Energy Implications for Low-Emissions GHG Scenarios 

The energy supply and end-use sectors are collectively respon
sible for more than half of tiie world's total anthropogenic GHG 
emissions. For most situations, there are more candidate miti
gation technologies and options than can be realistically adopt
ed and implemented in a given national or regional setting. In 
addition to considering purely technological aspects of imple
mentation, however, decisionmakers need to consider corollary 
benefits and potential side effects of individual mitigation mea
sures. Additional factors to consider include how these options 
may complement or conflict witii each other and with key 
national and subnational objectives, and which of die candidate 
options can be most readily implemented by the country's insti
tutions and social and economic stiucture. 

Many emissions-reduction estimates of individual mitigation 
measures draw from diverse studies based on Hmited data from 
specific countries or regions; they often use widely varying 
social and economic growth assumptions. It is not possible to 
predict future energy demand reductions in the aggregate witii 
any certainty—as is indicated by the very large range of energy 
demands described in the end-use demand mitigation chapters in 
this assessment. However, studies indicate that it is feasible to 
reduce energy demand in individual end-uses and even in the 
aggregate—hence to reduce substantially fossil fuel-related 
emissions against baseline ttends. The extent of actual reduc
tions will depend on numerous factors, includmg energy prices, 
govemment policies, continued research and development of 

energy-efficient devices, and societal and behavioral ttends, as 
well as other environmental concerns. Reductions in energy 
demand could be coupled with low-emissions energy supply 
systems to further reduce emissions. Current options in the ener
gy supply arena that would be able realistically to meet energy 
demand at low emissions will be limited if energy demands are 
not consttained. Thus, a more flexible energy future is likely to 
be one where energy supply and end-use mitigation measures 
are used in conjunction to achieve low emissions. 

Issues Related to Land Use and Land Cover 

A wide range of future ntitigation options and strategies 
involving various uses of land areas has been suggested. The 
primary issue in evaluating these options is whether the world 
can continue to support an increasing population with its grow
ing needs for food and fiber and, at the same time, expand the 
amount of land used for production of biomass for energy. 
Analyses of land-use ttends and pattems make clear that sub
stantial land can be made available for biomass energy 
resources only if high rates of improvement in agricultural pro
ductivity continue throughout the world. Alternatively, moder
ate increases in agricultural productivity, reduced population 
growth rates, and reduced emphasis on meat consumption in 
the future could provide an adequate global food supply with 
reduced requirements for agricultural land. Even making opti
mistic assumptions, however, there will be regional disloca
tions and imbalances as demand for food, limitations in agri
cultural productivity, and increasing populations corne into 
conflict. Important stresses on land availability for agriculture, 
biomass plantations, and other land uses will emerge if popu
lation growth continues unabated, high-meat dietary prefer
ences remain stable or increase, the rate of increase in agricul
tural productivity slows or stops, land degradation continues, 
or the development and penetration of new technologies can
not be extended to developing countries. 

A significant problem in more thoroughly documenting, under
standing, and projecting the potential for demands on the 
world's land resources is that changes in the extent and pattems 
of land cover and land use are not well-documented. Different 
global databases indicate large differences for comparable 
classes of land use and/or land cover. To carry through a thor
ough assessment of global land resources and their (potential) 
uses and productivity, significant research is needed—begin
ning with the development of state-of-the-art land use and 
land-cover databases that span the world. With such informa
tion, assessments of possible mitigation options and sttategies 



related to land use and cover could be carried out using a geo-
referenced framework that would enable determination of 
competing land-use activities and efficiently account for the 
effects of land degradation and the consequences for other 
environmental concems, especially biodiversity. 

Concepts for Counterbalancing Climatic Change 

A review of conceptual approaches for counterbalancing 
anthropogenic climate change through geoengineering indicates 
that many options entail important adverse environmental con
sequences. Thus, these approaches do not provide an altemative 
that would readily permit the continued and expanded use of 
carbon-based fuels. Proposed concepts for geoengineering that 
have been examined include, for example, the deployment of 
solar radiation reflectors in space and the injection of sulfate 
aerosols into the atmosphere to mimic the coolmg influence of 
volcanic emptions. Most of diese approaches are likely to be 
expensive to sustain and/or to have serious, but poorly under
stood, side effects, making them unattractive as possible miti
gation options. Projections of the chemical and climatic effects 
of implementing such approaches are, for most options, at least 
as uncertain as those for future development of technologies 
and agricultural productivity. Geoengineering options also gen
erally impose added costs on society and become essentially 
permanent commitments. Although it is perhaps appropriate to 
keep geoengineering approaches in reserve in case of unexpect
edly rapid climatic change, investments in nontraditional 

approaches would seem much more effective if directed toward 
developing fossil fuel-free energy sources rather than at efforts 
to counterbalance the consequences of fossil fuel use. 

Integrated Assessment of Mitigation Potential 

Comprehensive assessment of different combinations of miti
gation options can only be carried out in an integrated manner, 
considering both the direct and coupled implications of various 
choices— încluding, for example, the resulting changes in the 
fluxes of all greenhouse gases at local, regional, and global 
scales. The development and testing of capabilities for quanti
tative analysis, including integrated assessment modeling, are 
still in early stages of development. As a consequence, there is, 
at present, no single "right approach" to integrating an analysis 
across the various issues and disciplines. Models and related 
analyses, for example, must make tradeoffs between the level 
of sectoral detail they can include and the level of complexity 
and data requirements that can be realistically handled. Further, 
Integrated Assessment Models (lAMs) are only as good as the 
underlying socioeconomic assumptions and the necessary 
information on sectoral impacts, adaptation, and ntitigation 
strategies. Across tiiese issues information is lacking in many 
regions, particularly in developing countties. Over the next few 
years, the development of adequate databases and the 
improvement of analysis and assessment capabilities are essen
tial to providing the information needed for the difficult choic
es that are being faced by decisionmakers. 
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2 5 . 1 . Introduction 

Mitigation options are measiu-es, metiiodologies, and teclmolo-
gies to reduce emissions and enhance sinlcs of greenhouse gases 
or to otherwise hmit chmatic change and consequences result
ing from human activities. This broad definition encompasses a 
large diversity of mitigation options. Chapters 19-24 of this 
volume present and discuss the most important options for a 
number of individual sectors, including energy supply, industry, 
ttansportation, human settlements, agriculture, and forestry. 
Such a compilation of information on specific measures to abate 
GHG emissions is an important first step in the analysis of mit
igation options. In itself, however, it does not address the 
important need to analyze the overall, cross-sectoral potential 
for reduction of emissions within a country or region, the ways 
in which specific mitigation options interact with other options 
and with national or regional goals, and the implications of dif
ferent combinations of mitigation options for the national or 
regional economy and resource base. 

To address these broad cross-sectoral issues, integrated analy
sis of mitigation options is required. This chapter presents 
some of the cross-cutting themes central to such an analysis. 
Chapter 27 and its related appendices provide detailed infor
mation and methodologies that will be of use to national deci
sionmakers in analyzing mitigation options and developing 
national strategies for GHG emissions reduction. Within each 
country these options need to be integrated with other key 
national objectives—including, for example, promotion of 
rural development, increasing economic growth, generation of 
new employment opportunities, or improvement of environ
mental conditions. 

There are several conceptual issues related to a cross-sectoral 
analysis of mitigation options. This chapter addresses some of 
these issues by focusing on four major questions: 

• What important cross-sectoral issues arise in efforts 
to reduce GHG emissions from the energy s e c t o r ? 

The energy sector is likely to be the major focus of 
GHG emissions mitigation in most countries. While 
an evaluation of options in individual sectors indi
cates that there are many opportunities to reduce fos
sil-fuel carbon emissions substantially below those in 
1990 for particular activities or processes, it is not 
possible to determine how much total emissions can 
be reduced without combining these individual 
options into a comprehensive sttategy or scenario. In 
the aggregate, how much can energy demand be 
reduced? What supply-side options can be relied upon 
to meet these energy demands? Which combinations 
of demand management options and alternative ener
gy supply systems have the greatest potential for 
reducing emissions and meeting other national/ 
regional goals? Section 25.2 describes the major chal
lenges and approaches to analyzing mitigation options 
in the energy sector. 

• What specific c o n s t r a i n t s on land use and a v a i l a b i l 
ity may limit m i t i g a t i o n options f o c u s i n g on land 
management? 

A wide range of future mitigation options and strate
gies have been suggested that involve various uses of 
land. The main issue is whether the world can contin
ue to support an increasing population, with its grow
ing needs for food and fiber, and, at the same time, 
expand the amount of land used for production of bio
mass for energy—while preserving environmental 
resources for other purposes, such as the maintenance 
of ecosystems, conservation of biodiversity, regenera
tion and storage of freshwater, assimilation of wastes, 
and so forth. Section 25.3 summarizes the issues and 
problems confronting efforts to assess land-use 
options and scenarios, including the lack of reliable 
global information on current and projected patterns 
of land cover and land use. 

• What ideas for large-scale " c r o s s - s e c t o r a l " options 
exist f o r attempting t o deliberately counterbalance 
p o t e n t i a l human-induced climate change? 

Suggested approaches to counterbalance anthro
pogenic climate change through geoengineering 
include, for example, the deployment of solar radia
tion reflectors in space and the injection of sulfate 
aerosols into the atmosphere to mimic the cooling 
influence of volcanic eruptions. Section 25.4 reviews 
what is known about these concepts, pointing out that 
based on current information, they appear to be very 
costiy, very uncertain, and/or have significant side 
effects relative to measures to reduce GHG emissions. 

• Can we assess the overall effectiveness of mitigation 
options and s t r a t e g i e s ? 

Comparison and assessment of diiïerent sets of miti
gation options is best carried out in an integrated 
manner, considering fluxes of all GHGs at local, 
regional, and global scales. Such an assessment also 
should include the effects of economic activities and 
trade and potential climate-change feedbacks. Section 
25.5 provides an overview of the issues that need to 
be considered as part of such a comprehensive assess
ment and includes a brief discussion of integrated 
models that are curtently being developed. 

25.2. Energy Implications for 
Low-Emissions Greenhouse Gas Scenarios 

Energy supply and end-use sectors are collectively responsible 
for more than half of the world's total antiiropogenic greenhouse 
gas emissions. Therefore, mitigation policies for these sectors are 
critical to achieving any reasonable future stabilization of GHG 
concenttations in the atinosphere. In 1990, the carbon (C) content 
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of fossil energy was about 6 Gt C. Energy supply and end-use 
demand sectors both contributed significantly: 2.4 Gt С were 
emitted during energy conversion and distribution, while about 
3.6 Gt С were emitted at the point of end-use (see Chapter B). 

Options for reducing energy-related emissions, therefore, fall 
under two broad categories: diose that reduce GHG emissions 
while providing energy services at projected levels of demand 
and those aimed at reducing energy demand itself in key end-use 
sectors. Previous chapters of this report investigate many aspects 
of these measures m great detail: Chapters 20 through 22 exam
ine options to reduce energy use and process-related GHG emis
sions in the industrial, tiansportation, and residential/commer
cial sectors, respectively, and Chapter 19 discusses technologies 
to enhance fossil fuel conversion efficiencies and describes Low 
Emissions Supply Systems (LESS) to meet future energy 
demands. Chapter 28 and its companion appendix contain a 
detailed inventory of more tiian one hundred GHG mitigation 
technologies for the energy supply and end-use sectors, provid
ing information on key parameters such as performance and 
environmental characteristics, capital and operating costs, and 
infrastructure requkements. Also, while specific mitigation pol
icy measures and implementation challenges are discussed in tiie 
individual sectoral mitigation chapters, a more generic assess
ment of decisionmaking under uncertainty, mitigation costs, and 
macroeconomic measures can be found in Chapters 2, 
D e c i s i o n m a k i n g Framework t o Address Climate Change, 
Chapter 9, A Review of Mitigation Cost Studies, and Chapter 11, 
A n Assessment of Economic Policy Instruments to Combat the 
Enhanced Greenhouse Effect, of the Working Group III volume. 

2 5 . 2 . 1 . Cross-Sectoral Implications 

While the energy-related mitigation discussion in this assess
ment is both exhaustive and reflective of the current "state-of-
the-science," such a compartmentalized framework of analysis 
does not address three very important cross-cutting questions: 

• How can national decisionmakers rank and choose 
among mitigation options? 

• Can sets of end-use mitigation options taken together 
realistically reduce future energy demands to levels 
that are assumed in the construction of energy-supply 
scenarios that lead to low emissions? 

• What are the implications of high-biomass energy 
futures on other land-use requirements, including the 
provision of food for the world's increasmg population? 

Sections 25.2.2 through 25.2.5 provide a roadmap of the kinds 
of cross-cutting issues and tradeoffs that need to be considered 
in attempting to answer these questions. 

2 5 . 2 . 2 . Selecting Mitigation Options 

Mitigation agendas are typically laid out by national, regional, 
and project-level decisionmakers, often with limited resources. 

A detailed description of ntitigation options is therefore of lim
ited use without a proper set of guidelines on how to select the 
promising options in a particular setting. 

The first step in such an assessment is to estabtish the scope and 
overall goal(s) of the ntitigation sttategy. Considerations include 
whetiier tiie sttategy is to meet particular emission reduction tar
gets; assess specific technologies or policies; or identify mea
sures that best integrate with key national and subnational objec
tives, such as increasing economic growth and self-reliance, 
reducing unemployment and social inequaUties, or promoting 
rural development. Decisionmakers also must determine if tiiey 
wish to target carbon dioxide (CO^) only or several GHGs; 
which of the candidate options can be feasibly implemented by 
the country's institiitional stiiicture; and whether tiie options 
being considered wiU be available and cost-effective in tiieir 
country within tiie timeframe under consideration. 

2 5 . 2 . 3 . Constructing Energy D e m a n d Mitigation Scenarios 

In the context of energy demand, the screening criteria 
described above can be used to identify, rank, and combine 
promising demand-side options into one or more scenarios. 
These mitigation scenarios can then be evaluated against the 
backdrop of a "no-policy," baseline scenario. Such disaggre
gated descriptive frameworks have been used for energy miti
gation scenario analysis at national and regional levels 
(Lazarus et a l . , 1995). The question thus emerges whether the 
range of technology options discussed in the energy end-use 
chapters of the present report can be used to constinct energy 
demand scenarios in different sectors and regions that can then 
be aggregated to global levels. Such an analysis has not been 
attempted here, for the following reasons: 

• Consistency of assumptions: The end-use chapters 
in this report review a diverse set of studies on the 
mitigation potentials of various technologies and poli
cies. These studies often are based on lintited data 
from specific countries or regions and use widely 
varying social and economic growth assumptions 
[including gross domestic product (GDP), population 
growth, prices, productivity, exchange rates, technol
ogy diffusion, and market regimes]. Aggregating 
them or extrapolating their projections to other 
regions could produce misleading results. 

• Accounting for corollary benefits, potential side 
effects, and offsetting trends: Sectoral mitigation 
strategies operate in a complex societal fabric where 
they may influence, or be influenced by, other social 
and environmental consttaints and, in many cases, 
even other mitigation poticies. Cleaner and more effi
cient vehicles, for example, will reduce local pollu
tion and have beneficial impacts on human health; 
many demand-side management measures may also 
lower consumer expenditures on energy services. 
Such corollary benefits would make these options 
more atttactive than from a purely GHG mitigation 
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standpoint. On the other hand, mitigation options also 
may have potential side effects. For example, heat 
cascading systems that result in better waste-energy 
utilization might require establishing industries and 
human settlements in close proximity and therefore 
might shress local water resources and possibly aggra
vate concems about ah", noise, and water pollution. In 
addition, the emissions reduction potential of many 
mitigation options can be offset by societal and 
behavioral trends. Improved household and car effi
ciency measures, for example, may have some of their 
mitigation potential offset by decreasing household 
size and car occupancy. This is because while less 
energy may be consumed on a per house or per car 
basis, more houses and cars will be required for a 
given number of people. A technology-based aggre
gation of mitigation potentials is unlikely to incorpo
rate many of these interactions, which may play 
important roles in determining the feasibility, compet
itiveness, and achievable mitigation potential of vari
ous options in a given setting. 

25.2.4. Consistency of Energy Supply Mitigation Scenarios 
with Energy D e m a n d Projections 

Many projections of future energy supply—such as the Low 
Emissions Supply Systems (LESS) described in Chapter 19— 
suggest that GHG emissions can be reduced substantially rela
tive to 1990 levels by using a number of fuel-mix choices in the 
long term. However, these emissions futures hinge critically on 
the validity of the assumed set of future energy demands. 

Future demands depend not only on a number of demograph
ic and socioeconomic factors but also on the extent to which 
successful reductions can be achieved from the implementa
tion of energy conservation and other demand-side manage
ment schemes. Many energy supply projections already 
assume substantial reductions in demand from baseline trends 
as a result of these end-use mitigation measures. The demand 
projections for the LESS constractions, for example, are 
based on a high economic growth, accelerated policy variant 
(i.e., including GHG mitigation policies) of the SA90 scenar
ios developed by the IPCC in 1990 (Bernthal, 1990). The 
long-term energy demands in this scenario are significantly 
less than those projected by IS92a, the median in the "nonin
tervention" (i.e., assuming no explicit GHG mitigation poli
cies) scenario-set developed by the IPCC in 1992 (Leggett et 
a l , 1992). The SA90 scenarios did not consider the range of 
technological and societal options considered in the end-use 
chapters of the present report. The question thus emerges: Are 
the SA90 accelerated policy demands assumed in the con
struction of the LESS scenarios consistent with reductions 
achievable in various end-use sectors? If so, can these 
demand reductions be achieved through mitigation measures 
that have a net benefit to society, even in the absence of cli
mate change, or are they likely to be realized only at signifi
cant cost to society? 

To answer these questions adequately would require the devel
opment of energy demand scenarios based on the technological 
options discussed in the end-use mitigation chapters of this 
report. As explained earlier, such an analysis has not been 
attempted here. However, short of the development of such 
scenarios, some conclusions can still be drawn. 

First, the end-use demand mitigation chapters indicate that the 
range of future sectoral demands is very wide indeed. In the 
transportation sector, for example, if small, energy-efficient 
cars become fashionable and desirable and if urban traffic con
gestion and other concems drive policy leading to greater use 
of mass transit, then it might be possible to achieve energy 
demands for transport consistent with SA90 through mitigation 
options that benefit society even in the absence of climate 
change. The same, however, cannot be said in a world in which 
incomes rise, personal vehicles proliferate, car occupancies 
decline, fossil fuels remain inexpensive, and additional ttans
portation networks are built to meet the growing numbers of 
vehicles. Similarly, end-use demands for residential and com
mercial buildings consistent with the SA90 accelerated policy 
case are conceivable if three conditions are met: (1) energy 
prices rise over time sufficientiy to influence consumer behav
ior; (2) govemments enact strong policies to promote energy 
efficiency; and (3) research and development of energy-effi
cient devices is supported and continues to yield viable new 
products. A number of reference energy scenarios with such 
variations have been constiiacted (Alcamo et a l . , 1995). 

Second, unconstrained energy demands are likely to limit the 
suite of energy supply options that realistically would be avail
able to meet these demands at low emissions. This would lower 
the flexibility and may increase the vulnerability of the energy 
supply system. For example, the LESS projections include a 
"high-demand" variant based on demands similar to those in 
the median "nonintervention" IS92a scenario (Edmonds et a l . , 
1994). Conceivably, low-emissions supply systems still could 
be developed that meet IS92a demands for the year 2100 at 
annual emissions approximately half of the 1990 levels and 
one-fifth of the IS92a emissions projections for 2100. 
However, such low-emissions supply systems would need to 
rely on a substantial increase in coal production (e.g., coal pro
duction for LESS "high-demand" constractions for the year 
2100 in Chapter 19 is almost five times the 1990 levels) and 
require extensive COj sequestering in aquifers and natural gas 
fields—a situation that may not be sustainable as gas fields 
become filled to capacity. Besides, other energy sources, 
including biomass, are likely to be pushed close to the limits of 
their realizable potential to meet high demands. A more flexi
ble and possibly lower-cost energy future is likely to be one 
where energy supply and end-use mitigation options are used 
in conjunction to achieve low emissions. 

2 5 . 2 . 5 . Low Emissions Energy Supply and Land Use 

Many alternative energy supply futures require that a substan
tial portion of the world's future energy needs be met by 
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"modem" biomass. The biomass-intensive variant of LESS, in 
fact, targets almost 550 Mha of land for energy cultivation by 
the year 2100. This raises a number of concerns, including 
whether biomass plantations would conflict with land needed 
to meet regional food requirements for increasing populations, 
whether biomass cultivation on degraded lands would really 
be achievable at productivity levels assumed in the LESS con-
stmctions, and whether intensive cultivation practices would 
be needed that in tum might stress local water resources. As 
Section 25.3 shows, these concems further complicate the 
gamut of issues conceming planning for current and future 
uses of land and land cover. 

25.3. Issues Related to Land Use and Land Cover 

Many mitigation options depend upon changes in land man
agement, increasing carbon sequestration potential, and the 
use of renewable energy such as biomass (e.g.. Chapters 19, 
22, and 24). Many mitigation policies in the transportation 
sector also require changes in land-use patterns to reduce the 
need for goods, transport and travel. Al l of these mitigation 
options involve land, land use, and land cover. In the present 
context, "land" refers to the Earth's surface, including the soil 
and its geology and hydrology; the biosphere; and the lowest 
layer of the atmosphere. "Land cover" includes only the 
upper-soil layers and vegetation, while "land use" refers to the 
explicit purpose for which humans exploit land and its vege
tative cover and consists of a series of activities that alter eco
logical and physical properties of land (Turner et a l . , 1993). A 
clear distinction between land use and cover is important for 
assessing land-related mitigation options because the avail
ability of land, water, and related commodities is limited, and 
different land uses compete with each other. 

This section discusses issues related to competition for land. 
Although land required for human settiement, infrastracture, 
and other uses is important locally and regionally, the cumu
lative effect of these uses is of lesser importance globally. 
The following discussion focuses on land required for agri
culture—the most important land use worldwide. 

Land use and its changes are heterogeneous, both spatially and 
temporally. The global significance of land use arises as a 
result of the cumulative effects of local and regional changes in 
land cover. These changes are not necessarily land-cover con
versions. An altered management could change the properties 
of land cover (e.g., enhance plant growtii through fertilization) 
without changing the overall stmcture or vegetation category 
(Tumer et a l . , 1990). The consequences of such modifications 
seldom appear in regional and global environmental assess
ments but are important in altering emissions from land use 
(Leemans and Zuidema, 1995). Coarse land-cover pattems 
have been used most often to analyze historic and curtent land-
cover change. These assessments are sttongly Umited by the 
quality of the available land-cover data. Nonetheless, some 
insights have emerged. 

25.3.1. Patterns of Land Cover 

Potential usage of land is determined by the local climate, soil, 
and land cover. Climate is the major constraint and controls the 
global pattems of vegetation stmcture and (potential) species 
composition (Walter, 1985; Woodward, 1987). Temperature 
and precipitation define the major latitudinal zones (e.g., bore
al, temperate, and ttopical), whereas seasonality of these fac
tors largely defines the biomes (e.g., deserts, rangelands, and 
forests) within these zones. Variation between years, deviations 

Box 25-1. Land-Cover Classifications 

Research into many aspects of global change requires retiable, geo-referenced information on global land cover for a well-
defined time period (Townshend, 1992). Several classification schemes have been developed to describe land-cover pat
tems. Schemes have been based on stractural (e.g., trees vs. shrabs), physiognontic (e.g., deciduous vs. evergreen), floristic 
(e.g., oak-hickory forest), or bioclimatic (e.g., boreal forest) classes, or mixtures tiiereof. Imprecise terminology, such as 
"woodlands," is often used to label classes. Many classification schemes also include indices that are not directly related to 
land cover but to other environmental variables, such as cUmate (e.g., tropical rainforest). Such deficiencies are not prob
lematic when a unique classification is applied throughout an analysis, but many global data sets are mixtures from differ
ent sources, using similar terminology but largely different criteria (Leemans et a l . , 1995). One of the few globally com
prehensive classifications is the hierarchical UNESCO classification (1973). This hybrid classification (physiognomic and 
stractural characteristics at higher levels, species composition at lower levels) was specially developed for the description 
of natural vegetation at a climax stage; this is probably one of the reasons that it has never resulted in a global assessment 
of land cover. Despite their problems, UNESCO vegetation maps have been produced for several regions (e.g.. White, 
1983). Since the development of tiie UNESCO classification, no such generally accepted scheme for land cover has been 
developed, although several approaches are emerging, mainly based on technologies involving remote sensing (Running et 
a l . , 1994). These approaches have led already to more comprehensive regional estimates of deforestation pattems (e.g., 
Skole and Tucker, 1993) and land-cover classifications (Defries and Townshend, 1994). Several intemational organiza
tions, including UNEP and FAO, have recently formulated requirements for adequate land-use and land-cover classifica
tions (Mücher et a l . , 1993; UNEP/GEMS, 1993, 1994) and concluded that die implementiition of such schemes should be 
prioritized in order to assure consistent land-use evaluations (Fresco et a l . , 1994). 
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1993; Prentice et a l . , 1994), and parameterize land-surface 
properties in climate models (e.g.. Hummel and Reck, 1979; 
Wilson and Henderson-Sellers, 1985). However, Üiese data sets 
remain inadequate for describing local and regional properties 
of ecosystems fully, and consequently for assessing and evalu
ating mitigation potential accurately. 

2 5 . 3 . 2 . Societal Uses of Land 

Land and land cover provide many resources—including food, 
fodder, fiber, and biomass—and functions, including biodiver
sity conservation, water regeneration, waste accumulation, and 
flood buffering. Human activities have led to significant 
changes in land cover, and such changes are expected to con
tinue to change the land surface (Houghton, 1994; Table 25-1). 
On continental, regional, and local scales there are large differ
ences in the rate and nature of changes in land cover (Tumer et 
a l . , 1990; Meyer and Tumer, 1994). 

Approximately 11% of the land surface has been converted to 
cropland, and roughly 25% is occupied by pasture (FAO, 
1991); 6% is legally protected in conservation areas and 
reserves (Morris, 1995). About half of the remaining forests 
and woodlands are managed secondary forests or plantations. 
In addition to the readily apparent changes in land cover, much 
of the land has been degraded or is at risk of degradation, 
including topsoil loss, nutiient depletion, acidification, and 
compaction. Recent estimates are 750 Mha for light degrada
tion, 910 Mha for moderate degradation, and 310 Mha for 
severe degradation (World Resources Institute, 1992; 
Oldeman, 1993). Damaged and degraded lands can generally 
be rehabilitated to a productive state, but not always restored to 
their desired use (Barrow, 1991; Brown and Lugo, 1994). Al l 
of these transformations have had a large impact on natural 
processes, biodiversity, and the resiUence of ecosystems, and 
directly affect the potential for carbon storage and other miti
gation options involving land cover. 

How much land and water is needed to provide adequate food, 
fodder, and fiber? What are the competing demands on those 
resource bases? At what rate is land degradation reducing their 
availability? Such questions have to be considered when land-
focused mitigation options competé with existing land uses. 

Table 2 5 - 1 : Changes in land c o v e r and p o p u l a t i o n from 
1700 t o 1980 (from Houghton et a l . , 1983). 

Forests and Grassland 
Woodlands and Pastures Croplands Population 

Year (Mha) (Mha) (Mha) (millions) 

1700 6220 6860 270 680 
1850 5970 6840 540 960 
1920 5680 6750 910 1650 
1950 5390 6780 1170 2500 
1980 5050 6790 1480 4500 

In general, mitigation options in the agriculture and forestry 
sectors focus on moving toward a more sustainable use of 
available resources by enhancing the sequestration potential of 
the ecosystems involved. Many of these options could well 
have other positive side effects, including pollution reduction, 
slowing the rate of land degradation, and biodiversity conser
vation. The proposed increase in biomass utilization to offset 
fossil fuel use illusttates the potential for competing demands 
for land. The suggested quantities of biomass can theoretically 
be provided by ecosystems globally—for example, through 
biomass plantations that can be established on many types of 
lands (Hall and Overend, 1987). However, minimizing costs 
and energy used in tiansportation would favor growing bio
mass close to urban areas; it is in such places where the great
est demands on land will occur, creating a possible conflict 
between land for biomass plantations and for other uses. 

2 5 . 3 . 2 . 1 . Global Food Production 

Food security has long been a major concem, and several analy
ses have been conducted to evaluate whether the future food sup
ply will be adequate to feed the growing population (e.g., FAO, 
1993; Bongaarts, 1994; Dyson, 1994; Kendall and Pimentel, 
1994; Smil, 1994; Waggoner, 1994). Many of these shidies sug
gest that the land could provide food for the increasing popula
tion if curtent ttends in agricultural productivity driven by 
improved management, use of high-yielding varieties, and 
changed croppmg systems can be sustained. Other studies, how
ever, suggest tiiat increasing land degradation, limited water sup
ply, and dependence on energy-intensive fertilizers, combined 
with a growing population, have already started to lead to a 
decline in per capita food production and land availability (e.g., 
Kendall and Pimentel, 1994). Continued downward trends 
would render the global food supply much less secure than 
appears from many analyses (Kendall and Pimentel, 1994). 

The results of the above analyses are particularly sensitive to 
assumptions about dietary preferences. Different consumption 
pattems can lead to very different gross requirements. The 
amount of food consumed per capita differs significantly by 
country and region. Diets consisting mainly of grains and veg
etables (e.g., China; Table 25-2) require different quantities 
and types of agricultural land compared to diets containing 
more meat and dairy products (e.g.. United States, Table 25-2). 
A meat-based diet for the entire world population would clear
ly exceed curtent agricultural capabilities (Waggoner, 1994). A 
conceptually simple means to provide food for the increasing 
population would be to alter dietary habits. Although a slight 
shift from red meat toward poultry is occurring in the devel
oped world (thereby reducing total feed grain requirements), 
red meat consumption is increasing in many other parts of the 
world (World Resources Institute, 1992). Bringing about 
dietary changes may be difficult to implement. 

Land suitability for agriculture is dependent upon environmen
tal factors, including climate, terrain, soil, water resources, and 
nutiient availability. These suitabiUty pattems will shift under 
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Table 2 5 - 2 : Regional arui g l o b a l consumption of foods and 
g r a i n (from Kendall and Pimental, 1994). 

Food/Feeda USA China World 

Food Grains 77 239 201 
Vegetables 129 163 130 
Fruits 46 17 53 
Meat and Fish 88 36 47 
Dairy Products 258 4 77 
Eggs 14 7 6 
Fats and Oils 29 6 13 
Sugars and Sweeteners 70 7 25 

Food Total 711 479 552 
Feed Grains 663 126 144 

Grand Total 1374 605 696 

Caloriesb 3600 2662 2667 

4n kg capita' yr ' . 
bin capita-i day-i. 

climatic change. Although the consequences of climatic vari
ability are not always adequately addressed (if at all), the 
potential global distribution of crops is well-understood and 
can be modeled for current and changed climate and atmos
pheric composition (e.g., Brinkman, 1987; Leemans and 
Solomon, 1993; Rosenzweig and Parry, 1994). Such studies 
indicate that 65% of the land area is suitable for agriculture 
(Leemans and Solomon, 1993; Solomon et a l , 1993) but that 
the amount of land actually available is considerably lower 
because of unsuitable soils and terrain. As a result, the land 
potentially available for agricultural production is about 3000 
Mha (approximately 20% of total land area, of which about 
50% is already cultivated; see FAO, 1991). 

Potential biomass productivity and, consequentiy, yield (which 
is only a fraction of total biomass production) can be estimat
ed from growing-season characteristics and plant type (e.g., C3 
or C4 plants). These parameters help determine photosynthetic, 
respiratory, and direct C O 2 responses for a given land area. 
When suboptimal water and nutrient availability (mainly nitro
gen and phosphorus) are accounted for, the atiainable yield of 
biomass ranges from 60-90% of the theoretical potential yield 
(Figure 25-2). The attainable yield is further reduced by com
petition for resources (including light); weeds; diseases; pests; 
and local air, water, and soil pollution. Proper land manage
ment, however, can help alleviate some of these reductions. In 
most cases, less-efficient agricultural practices can explain the 
large differences in yield and potential increases therein for dif
ferent countries (see Plucknett, 1994). 

Considering tiiat agriculhiral productivity for many regions is 
stUl far below attainable yield levels, there is a large potential to 
enhance food production (e.g., FAO, 1993), but land degradation 

8 0 9 

stiongly affects attainable and achial productivities. The com
plex interactions among different environmental and manage
ment factors make it immensely difficuh to project long-term 
sustainable agricultural productivities. Unfortunately, many 
future food and biomass assessments strongly focus on potential 
productivity (e.g.. Hall and Overend, 1987; Waggoner, 1994), 
leading to overly optimistic conclusions. 

2 5 . 3 . 2 . 2 . Global Biomass Production for Energy 

Biomass production competes with land required for food pro
duction and for other uses. Food production requires the most 
productive lands, whereas biomass crops can probably be 
grown on less-productive lands as well (Hall and Overend, 
1987). However, growing these crops on less-productive land 
would lead (at least initially) to lower yields. It is often argued 
tiiat biomass plantations can assist in the rehabilitation or 
improvement of degraded agricultural land and that these lands 
could be used in a profitable and sustainable manner (e.g., 
Bongaarts, 1994; Hall et a l , 1994). Although this is probably 
true for regions with Ughtiy and moderately degraded soils 
(about 16.5 X 106 km2), plantations are unlikely to be useful in 
regions with severely degraded soils (about 3.1 x 10̂  km^). 
RehabiUtation in such regions is a long-term and difficult 
process, especially if the original functions of the system (i.e., 
biological productivity) are to be restored (Bartow, 1991; 
Brown and Lugo, 1994). 

Biomass crops have been demonstrated to be economically 
feasible in many different regions (e.g.. Hall, 1991; Cdipenúeti 
et a l , 1993). However, large increases in biomass requirements 
would require a significant quantity of additional land (Alcamo 
et a l , 1994). In many regions this would pose no problem— 
due to, for example, the use of existing biomass sources, such 
as municipal waste, and crop and forestiy residues. However, 
in regions where food supply already is stressed and wiU con
tinue to be stressed in the near future (e.g., sub-Sahelian zone: 
FAO, 1993), biomass probably is not a viable option. 

Whereas most emphasis in biomass energy has been directed 
toward tertestrial systems, proposed altemative sources include 
micro-algae, marine algae, and halophytes, which grow rapidly 
in saline lands. Micro-algae are single-celled, fast-growing 
plants that grow weU over a wide range of environmental con
ditions. In regions with inexpensive flatiands, shallow ponds 
can be constructed where these algae can reproduce (Wyman, 
1994), but this technique is curtently quite expensive. Because 
their productivity is usually high, the potential use of marine 
algae for the conversion of solar energy is large (Ort and 
Sarmiento, 1992), but their natural extent is limited to regions 
of high nutrients (i.e., areas of upwelling). Currently, cultivation 
of marine algae is commercially viable only for specific pur
poses (pharmaceutical, chemical, and food products), because it 
is too expensive for large-scale biomass production (Bird, 
1987). Saline lands in coastal zones and arid regions could pro
duce biomass using halophytes (Glenn et a l , 1993). Although 
halophytes could assist in slowmg or rehabilitating degraded 
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Figure 25-2: Different levels of agricultural productivity (after Rabbinge and van Ittersum, 1994). 

arid lands, their productivity is too low for them to be a signif
icant source of biomass in arid regions. 

2 5 . 3 . 3 . L a n d Use and Mitigation: A n Assessment 

Article 2 of the UN Framework Convention on Climate 
Change (ECCC) does not directly address the issue of mitiga
tion. Mitigation options, however, are primary means for meet
ing tiie first part of the objective of the Article (i.e., stabitiza
tion of GHG atmospheric concentrations). Mitigation options 
also can help address tiie second part of the objective (i.e., 
ecosystem adaptive capabilities, food security, and sustainable 

economic development). The land-use and land-cover conse
quences of mitigation options also are linked strongly with 
UNCED's Agenda 21 and international tteaties on desertifica
tion, forests, and biodiversity. 

The low quality of available land-use and land-cover data and 
the lack of understanding of the complex human driving forces 
behind changes in these properties limit the validity of analy
ses of curtent land uses and make future projections specula
tive (Riebsame et a l . , 1994). Discussions on land availability 
for biomass production are therefore not yet compelUng but are 
promising enough to support additional, more-comprehensive 
research. A preUminary conclusion is that if curtent trends in 
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agricultural production can be continued, competition for land 
is not likely to be a significant problem globally but could gen
erate serious problems locally and/or regionally. The biggest 
challenge is to increase agricultural productivity in the least-
productive regions and simultaneously to provide room for 
additional uses and functions for that land. 

Much of the scientific effort required to improve these assess
ments needs to be directed toward integrating important social, 
economic, and cultural driving forces of land use with physical 
and ecological (including agricultural) options for land use and 
land cover (Tumer et a i , 1993; Meyer and Tumer, 1994). For 
example, large-scale development of biomass plantations 
could limit degradation of dry lands (e.g., by desertification) 
and enhance С sequestration, but also could have negative 
impacts on biodiversity in other regions as a result of increased 
deforestation or restrictions on the types of afforestation that 
are feasible (Ramakrishnan et a l . , 1994). Unfortunately, such 
an integrated approach is only in the early stages of develop
ment (e.g., Alcamo, 1994; Edmonds et a l . , 1994; Morita et a l . , 
1994; Rotmans et a l . , 1994). 

25.4. Concepts for Counterbalancing Climatic Change 

Climate change induced by GHG emissions is an accidental 
result of human activities. The question, therefore, arises as 
to whether there are practical, large-scale, deliberate actions 
that might be taken to counterbalance these inadvertent 
changes. Such actions, sometimes referred to as "geoengi-
neering" the climate, differ from traditional mitigative 
actions—which attempt to reduce the causes of the perturbing 
influences—in that the geoengineering approaches allow the 
emissions but seek to negate or reverse their influence or 
effects. While some geoengineering options have been sug
gested, in general they would require significant efforts rela
tive to implementing altemative energy technologies or to 
moderating and avoiding the actions causing the greenhouse 
emissions. 

There are four fundamental approaches to geoengineering that 
have been suggested to limit the perturbing effects and 
impacts of GHG emissions: (1) accelerating the removal of 
greenhouse gases from the atmosphere; (2) altering the Earth's 
radiation balance to compensate for the effects of the increase 
in concenttations of GHGs; (3) moderating the climatic 
response to increasing GHGs by counteracting the positive 
feedback processes in the atmosphere-ocean-land surface sys
tem; and (4) counteracting the harmful effects of the changes 
that do occur. 

In reviewing these options, it should be recognized that analy
sis of these concepts is only schematic. For several of these 
ideas, effectiveness cannot yet be evaluated, leaving much for 
further exploration. Coupled to the rather significant costs and 
potential environmental side effects that are likely to be 
involved, starting down such a path is most appropriately con
sidered a "last resort" option. 

2 5 . 4 . 1 . Accelerating the Removal of Greenhouse Gases 
f r o m the Atmosphere 

Direct removal of GHGs from the atmosphere is generally 
impractical—the concenttations being so dilute that it would 
be comparatively more practical, although still quite costly, to 
remove GHGs from the emissions stream at their sources. As 
an example of the impracticality of such direct efforts, 
Viggiano et a l . (1995) analyzed a proposal to remove chloro
fluorocarbons (CFCs) already released to the atmosphere 
using negative-ion chemistty techniques and found that the 
energy requirements brought the cost of the proposal well 
above the costs of approaches such as limiting the uses and 
emissions of CFCs. 

Proposed approaches for accelerating the natural removal 
processes for CO2 include enhancing the storage of carbon by 
tire terrestrial biosphere and enhancing the pumping of carbon 
to the deep ocean by the oceanic biosphere. In these schemes, 
solar energy and photosynthesis would be used to power a 
removal process facilitated by human intervention. The advan
tages and disadvantages of possible approaches involving the 
enhancement of terrestrial carbon storage (e.g., in forests or 
soils), and the potential for deriving biomass fuels through 
these efforts, are covered in Chapters 23 and 24; approaches 
focusing on enhancing ocean removal are addressed here. 

The oceans cover more than twice as much area as the land, are 
uninhabited by humans, and contain much more carbon than 
the terrestiial biosphere (-40,000 vs. -2,200 Gt C, respective
ly)—making the potential for enhancing oceanic storage seem
ingly significant. In the oceans, the biosphere acts to slowly 
pump carbon into the deep ocean, while the net effect of the 
oceanic circulation is to bring carbon back to the surface to be 
released into the atmosphere. In preindustrial (but postglacial) 
times, these biological and circulation fluxes were aoparently 
in quite close balance, keeping the atmospheric concenttation 
nearly constant. With human activities releasing about 7 Gt С 
per year to the atmosphere, the net flux to the deep ocean is 
estimated to have increased by about 2 Gt С per year (primar
ily by increased downward transport of carbon). Enhancing 
this circulation-based removal process to accommodate a 
greater fraction of fossil-fuel carbon emissions would reduce 
the atmospheric burden, but such changes would be very diffi
cult to achieve (although the natural downward flux wül rise 
slowly as the CO2 concentration increases). 

Because of the chemical buffering of the atmospheric C O 2 
concenttation by the ocean, reduction of the atmospheric con
centration would require extensive fertilization of the ocean to 
promote biological carbon uptake. Studies indicate that iron 
fertilization of the Southern Ocean would lead to only modest 
additional oceanic uptake of carbon. A recent iron-fertilization 
experiment on an 8 x 8 km oceanic plot sought to enhance bio
logical carbon uptake but concluded that, although growth 
was initially enhanced, the net effect was negligible due to 
losses in the food chain (Martin et a l . , 1994). However, pre
liminary results from a more recent iron-fertilization study 
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found a 30- to 40-fold increase in chlorophyll in the eastem 
equatorial Pacific (Monastersky, 1995a, 1995b); die extent of die 
potential long-term effects and the consequences for nutrient 
cycles are not yet known. Even a major fertihzation effort might 
well be equivalent to only die increase in the CO2 concenttation 
occurring over about a 10-year period (Joos et a l . , 1991; Peng 
and Broecker, 1991). Such fertilization might also induce major 
side effects, further making this approach problematic. 

Because carbon dissolved in the ocean also is present in inor
ganic form, a second conceivable means of increasing oceaiüc 
uptake would be by increasing oceanic alkalinity. However, 
this could be a practical possibility only if the weathering of 
rocks and river mnoff were increased substantially (e.g., by a 
factor of 30: Flannery et a l , 1995)—a solution that is unlikely 
to be feasible. 

2 5 . 4 . 2 . A l t e r i n g the E a r t h ' s R a d i a t i o n Balance 

Several approaches have been suggested to counterbalance the 
additional trapping of infrared radiation of GHGs by reducing 
the available solar energy. A number of analyses (e.g., Manabe 
and Wetherald, 1980; Hansen and Lacis, 1990) have suggested 
an approximate equivalence in the influence of changes in 
radiative forcing by infrared and solar radiation; however, 
more-recent simulations that include the effects of the oceans 
show that the equivalence is less than perfect in terms of the 
latitudinal and seasonal pattems of the climatic response 
(Hansen et a l , 1994). Nonetheless, at least some of the solar-
reduction schemes could be latitudinally and perhaps seasonal
ly tailored to achieve essential equivalence, so that the result
ing radiative change would be nearly equal and opposite. 
Comparisons described below generally assume the need for a 
reduction in solar radiation of 1%, which would roughly coun
terbalance a 50% increase in COj concentration. Note, howev
er, that to be effective over time, the intensity of the counter
balancing effort would have to increase continuously to match 
the increasing GHG effect, requhing a continually increasing, 
and major, societal commitment. 

Reducing solar radiation reaching the top of the atmosphere 
is conceptually possible by putting mirrors either in Sun-
synchronous or near-Earth orbits. The first approach would 
involve placing a 2,000 km-diameter solar radiation deflector 
at the first Sun-Earth Lagrange point (1.5 million km from 
Earth), as suggested by Early (1989). Although this would 
require significant initial efforts—possibly including a con
straction base on the Moon—it would be relatively easy to sus
tain, would have few inadvertent consequences, and could be 
incrementally controlled or removed in the event of unexpect
ed side effects. The National Academy of Sciences (1992) 
explored a near-Earth option involving orbiting mirrors. They 
estimated that counterbalancing the effects of a 50% increase 
in the CO2 concentration would require placing about 55,(КЮ 
mirrors, each measuring 10 x 10 km, into orbit; such objects— 
in addition to being difficult to control—would eclipse the Sun, 
the Moon, and the stars roughly 1% of the time from the view 

of a person looking upwards. Placing reflecting or absorbing 
aerosols in orbit also would be possible, but the amounts would 
need to be continuously replenished to make up for relatively 
rapid removal by the solar wind and atmospheric reentry. 

In addition to other disadvantages, these exttaterrestrial geo
engineering options would require significant up-front funding 
that could be used altematively to develop various renewable 
energy sources. For example, the funding could be used to 
develop extraterrestrial technologies such as solar-power satel
lites (NAS, 1981) or to locate solar collectors on the Moon that 
would beam energy to Earth to provide a substitute for fossil 
energy; the cost likely would be comparable to lofting satellites 
that would simply dintinish incoming solar energy. 

Within the atmosphere, several concepts have been suggested 
for reducing solar radiation by the requisite amount; each 
approach has its advantages and disadvantages (National 
Academy of Sciences, 1992; Flannery et al., 1995). About a 
trillion reflective balloons—each several meters in diameter 
and floating in the upper sttatosphere—would neither create 
partial eclipses nor significantly affect sttatospheric chemistry 
but likely would be hard to design and hard to keep near the 
equator. The multitude of injected aluminum particles from 
rocket exhaust and the bum-up of reentering spacecraft may 
already be having a very minor influence of this type; see 
Brady et a l (1994) and TRW (1994) for an evaluation of their 
effects on the ozone layer. Continuous injection of sulfate 
aerosols into tiie stratosphere could be carried out to create the 
equivalent of a very large volcanic eraption. While this could 
be achieved at low cost using large artillery pieces for injection 
(see National Academy of Sciences, 1992), volcanic aerosols 
have tended to deplete sttatospheric ozone. The aerosols would 
also whiten the skies because they scatter radiation forward 
more effectively than they reflect it. Injection of sufficient 
amounts of sooty aerosols into the stratosphere would cause 
warming in the stratosphere while cooling the ttoposphere— 
much like a suggested "nuclear winter" (Turco et a l , 1983; 
Pittock et a l , 1989). Due to the infrared effects resulting from 
stratospheric warming, the amount of soot injected would need 
to be quite significant. In this case, the sky would dim rather 
than whiten. Even though direct effects on ozone chemistry 
might be avoided because pure soot particles can be made 
unreactive to sttatospheric ozone, the increased temperatures 
in the sttatosphere might tend to decrease ozone concentta
tions. Other inadvertent environmental consequences of such 
measures remain poorly researched. 

As appears to be happening inadvertently as a result of sulfur 
dioxide emissions from fossil fuel combustion (Charlson et a l , 
1991; Kiehl and Briegleb, 1993; Taylor and Penner, 1994), 
injection of sulfate aerosols into the ttoposphere can lead to a 
counterbalancing effect to GHGs (National Academy of 
Sciences, 1992; IPCC, 1995; Flannery et a l , 1995). Such 
aerosols act in the clear sky by reflecting and scattering radia
tion (creating the white haze so evident over industrial 
regions). They also may have an effect in cloudy regions by 
brightening the clouds or enhancing cloud extent or hfetime. 
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Due to the short lifetimes of tropospheric aerosols, this 
approach would require injection of sulfate aerosols in 
amounts much greater than those currently emitted by fossil 
fuel power plants—leading to acid deposition, visibility 
impairttient, ecosystem damage, and structural damage. 

Increases in the albedo of the surface could be used to increase 
reflection of solar radiation back to space. While this may be 
practical in cooling residences and urban areas (see Chapter 
22), countering the effect of a 50% increase in CO2 would 
require covering roughly 10% of the Earth's land area or 5% of 
the ocean with a substance as reflective as new snow; such a 
change would be virtually impossible and highly disruptive of 
the surface climate. 

2 5 . 4 . 3 . Altering Climatic Feedback Mechanisms 

Much of the predicted climatic response to GHGs is due to the 
amplifying effects of positive climatic feedback mechanisms, 
particularly the increase in the atmospheric water-vapor con
centration. If these feedback mechanisms could be countered, 
the extent of global warming could be greatly reduced. 

Possible approaches have not been carefully considered, but 
might include reducing the rate of evaporation of water (e.g., by 
coating or covering water surfaces) to reduce the intensity of 
water vapor feedback; increasing die extent and reflectivity of 
clouds (e.g., adding sulfates to decrease cloud-droplet size); 
enhancing the intensity of the oceanic thermohaline ckculation 
(which would cool low latitudes and might promote increased 
heat loss in high latitudes); or altering atmospheric chemistry 
(e.g., by reducing tropospheric ozone to reduce its positive 
greenhouse effect). These proposed ideas have not been studied 
in even a preliminary way; however, each of these concepts like
ly has important side effects (e.g., altering precipitation patterns) 
that are as significant as the inadvertent perturbation to be avoid
ed. Moreover, die positive feedbacks that Üiey are intended to 
counteract have been poorly quantified; therefore, it is not yet 
possible to assess the effectiveness of these approaches. 

25.4.4. Countering Harmful Effects 

Means to counter at least some of the harmful consequences of 
greenhouse warrrting also have been suggested. For example, 
tiie predicted sea-level rise could be reduced by coating the 
polar ice caps to reduce melting or by pumping sea-water up 
onto East Antarctica as part of a giant snow-making operation; 
however, such projects would create enormous energy 
demands. Alternatively, it might be possible (e.g., by manipu
lating sea ice cover) to redirect Southern Ocean storms to 
increase snowfall onto East Antarctica; in fact, such a snow 
build-up may happen naturally (see Chapter 7, Changes in Sea 
L e v e l , in the Working Group I volume). 

If warmer oceans increase typhoon intensity or frequency, it 
may be possible to alter their tracks or reduce their sttength by 

cloud seeding or by limiting evaporation via releasing oil slicks 
on the ocean. Locally, increasing the reflectivity of the surface 
(urban whitening) can reduce warming influences. Overall, 
however, acting after nature has amplified the original direct 
forcing of the GHGs is a relatively difficult and very inefficient 
option, and one that could well lead to unintended side effects. 

25.4.5. Assessment of Climate Adjustment Options 

There are at least as many uncertainties and comptications 
involved in pursuing geoengineering options as in projecting 
the inadvertent climatic change of GHGs. In addition to scien
tific uncertainties, the UN Convention on the Prohibition of 
Military or Any Other Hostile Use of Environmental 
Modification Techniques, which entered into force 5 October 
1978, may inteoduce complications if some countries may be 
negatively impacted while others benefit. Geoengineering, 
therefore, should be considered a viable response option only 
if imminent and especially rapid or threatening inadvertent 
change be found as a result of projected greenhouse warming 
(e.g., if collapse of the polar ice caps and concomitant sea-level 
rise are imminent). For this reason, exploring the advantages 
and shortcomings of the range of approaches and alternatives 
is a useful precaution but is not justified at the expense of the 
development of more practical and economical approaches. 

If undertaken as a complement to reducing or slowing an unex
pectedly rapid onset of inadvertent influences, geoengineering 
activities might be required only for a few decades. However, 
if undertaken as an altemative to actions to limit increasing 
emissions of greenhouse gases, geoengineering options would 
have to continue for many centuries—^becoming a new, formi
dable, and quite possibly very costly societal responsibility. 
Assumption of this responsibility would need to be considered 
very carefully because suddenly halting such actions, even 
unintentionally, would, at least for most approaches, cause a 
rapid climatic readjustment toward the higher temperature state 
projected as a consequence of the inadvertent activities (i.e., 
the Earth would face the "climatic shock" of sudden green
house warming). Such a situation might well lead to more 
dettimental impacts than the slower warming projected if geo
engineering options were not undertaken. 

25.5. Integrated Assessment of Mitigation Potential 

A number of evaluations of the effectiveness of various miti
gation options and strategies have been published (e.g., 
Nakicenovic et a l . , 1994). Many of these mitigation assess
ments are based on models with limited scope, often with a 
stiong emphasis on the energy sector (e.g., Dowlatabadi, 
1994). Although some of these models include radimentary 
simulations of global biogeochemical and physical processes 
and are suited for the evaluation of specific sectoral mitiga
tion options, they remain of littie use for evaluating combi
nations of mitigation options and the relations with major 
cross-sectoral issues, such as land use and water availability. 
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Many of these assessments also focus only on CO2, neglecting 
other GHGs. Such partial assessments can be misleading 
because— t̂hrough well-established linkages with other biolog
ical, chemical, and physical processes— r̂eduction of C O 2 
emissions could lead to enhanced emissions of other trace 
gases such as C H 4 (e.g., Dacey et a l . , 1994). Furthermore, 
competing land uses often are neglected or poorly evaluated. 
Determination of the effectiveness of mitigation options and 
strategies should be based on an approach involving the simul
taneous evaluation of several trace gases, in which the diverse 
aspects of land use are guaranteed, and in which important 
physical and biogeochemical processes, linkages, and feed
backs are included (Leemans, 1995). This requirement should 
result in die combined analysis of the Earth system (Ojima, 
1993), including technological and socioeconomic miodels 
(Meyer and Tumer, 1994). 

Such integration can be successful only if the relevant proper
ties and dimensions of each domain (e.g., geosphere, biosphere, 
anthroposphere) are addressed. For example, early carbon-cycle 
models aggregated all land covers into a few classes character
ized by globally averaged parameters (e.g., Goudriaan and 
Ketner, 1984). Although such an approach is sttaightforward to 
implement, it does not allow assessment of local and regional 
consequences of global change (see Chapter 24) and is therefore 
unsuitable for evaluation of the efficacy of mitigation options. 
In current assessment models, continental-scale regions are 
assumed to be homogeneous. Thus, these models are not capa
ble of representing the wealth of socioeconomic components 
and market forces that cause and react to change at the conunu-
nity, state, and national level. Similar arguments can be devel
oped for all other domains. To address the heterogeneous 
response of biogeochemical processes, a georeferenced 
approach has to be adopted. More-recent models have taken 
such an approach (e.g., Melillo et a l . , 1993; bQein Goldewijk et 
a l . , 1994). The integrated models required to evaluate mitiga
tion options and sttategies should be robust and convey confi
dence in thehr simulation of local to regional processes, while 
simultaneously considering regional to global characteristics. 

2 5 . 5 . 1 . Components of Integrated Assessment Models 

Integrated Assessment Models (lAMs) can in principle 
serve three purposes: (1) They can help assess potential 
responses to climate change, either by comparing the costs 
of response options to the benefits of avoided impacts or by 
comparing the relative effectiveness and costs of alternate 
response options; (2) they provide an overview of the cross-
sectoral linkages and tradeoffs that can facilitate a more sys
tematic evaluation of policy options; and (3) they can help 
evaluate the importance of climate change relative to other 
socioeconomic concerns. 

As discussed in Chapter 10, Integrated Assessment of Climate 
Change: A n Overview arui Comparison of Approaches and 
Results, of the Working Group HI volume, a number of LAMs 
have been developed that are integrated over different dimensions 

and to different degrees. "Full-scale" lAMs seek to address the 
linkages and feedbacks among human activities, managed and 
unmanaged ecosystems, emissions and atmospheric composition, 
and cUmate change and sea level. The various models differ in the 
level of detail and complexity considered both within and 
between the modules, the underlying socioeconomic assumptions 
used, and the marmer in which physical and socioeconomic 
uncertamties are addressed. 

2 5 . 5 . 2 . Illustrative Examples and Results 

lAMs can be used to evaluate the implications of extensive 
biomass plantations on land use and availability. This section 
discusses simulation results using two very different lAMs as 
examples: IMAGE 2.0 (Alcamo et a i , 1994) and MiniCAM 
2.0 (Edmonds et a l . , 1995). The basic stractures of the models 
are described in Boxes 25-2 and 25-3, respectively. IMAGE 
2.0 is a targets-based l A M with considerable regional and sec
toral detail of potential physical impacts. These impacts, how
ever, are not given economic values. Also, the model does not 
include explicit representations of uncertainty. It does, howev
er, account for land use and changes in land cover through 
physical and biogeochemical feedbacks, such as changes in 
albedo, terrestiial carbon storage, and enhanced plant growth. 
MiniCAM 2.0, on the other hand, is designed to balance the 
costs and benefits of climate-change pohcies. In tiiis model, 
consttaints on human activities are explicitly represented and 
costed out. However, the model has a more aggregated repre
sentation of climate-change impacts. 

The IMAGE 2.0 baseline scenario uses the population and 
economic growth assumptions from the IPCC IS92a scenario 
(Leggett et a l . , 1992); other scenario input variables come 
from a variety of sources (Alcamo et a l , 1994). As part of this 
basehne, it is assumed that biomass is used for the generation 
of 208 EJ energy woridwide in 2100 (and 74 EJ in 2050), 
thereby reducing the dependence on fossil fuels. The basic 
assumption for this baseline is that most of this biomass would 
be taken from readily available sources, such as agricultural 
and forestry residues, municipal waste, and so forth. A second 
scenario assumes that only 60% of this demand is readily 
available, while the remaining 40% has to come from specific 
biomass crops. This "biomass crop scenario" results globally 
in an increased demand for agricultural land. A third scenario 
assumes that no modern biomass is used and that an equiva
lent amount of the energy demand would be satisfied by oil 
instead. This "no biomass scenario" does not alter land-cover 
patterns. The three scenarios differ in their regional and glob
al patterns of fluxes, sources, and sinks of greenhouse gases 
(Table 25-3). 

The three scenarios illustrate different possibilities for 
increases in the emissions of individual GHGs to the atmos
phere as a consequence of interactions of land-use and ener
gy options (Table 25-3). The biomass crop scenario would 
lead to a large increase in agricultural land cover, although 
there would be large regional differences in area and timing 
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Box 25-3. The MiniCAM 2.0 Model 

MiniCAM 2.0 is an integrated assessment model with four major components: Human Activities, Atmospheric 
Composition, Climate and Sea Level, and Ecological Systems. The model considers energy and land-use change both 
explicitly and interactively. The energy system model is the Edmonds-Reilly-Barns (ERB) model (Edmonds and Reilly, 
1985), while the agriculture land-use model (ALM) was developed explicitly for MiniCAM 2.0. A L M partitions land 
into managed and less-managed systems. The managed lands are used intensively for human settiement and infrastruc
ture and extensively for growing crops, raising livestock, managed forests, or biomass cultivation for energy use. Less-
managed lands are partitioned into ecological categories. The allocation of lands to human settlement and infrastructure 
is determined by population and income, and this use of land takes precedence in the model over all other uses of man
aged land. Extensive land uses are determined by expected profitability—which in tum depends on plant productivities, 
product prices, technology, fertilization, atmospheric COj concenttations, climate, population, income, taxes, tariffs, and 
subsidies. Less-managed lands include those that are "parked" (i.e., excluded from use for managed activities) and those 
that are potentially available for managed uses. 

The boundary between the managed and less-managed systems is determined by the expected profitability of managed 
lands in general. Within A L M , global markets are established for each of the major traded commodities—crops, live
stock, and forest products—and a world price is estabUshed that clears intemational markets. Biomass for energy use is 
determined interactively with the ERB. Because biomass is used as an energy resource, its demand and price are deter
mined in the ERB while its supply is determined in the A L M . Changes in land allocations determine net ttace-gas fluxes 
from the terrestrial biosphere, while the ERB determines energy-related emissions. Other emissions, such as those from 
cement manufacture and from CFCs and their substitutes, are handled exogenously. 

(Alcamo et a l . , 1994). This increase would take up less car
bon than the land cover the biomass crops replace. This 
would limit carbon sequestration in ecosystems and enhance 
emissions of C H 4 and other GHGs. The realized climate 
change does not necessarily differ significantiy for these 
three scenarios. 

The MiniCAM 2.0 model also has been used to address issues 
of conflicting land use in cases where low fossil fuel emissions 
objectives are pursued (Edmonds et a l . , 1995). The model was 
used to examine the implications for land-use competition 

resulting from the technologies described in the LESS con-
shiictions in Chapter 19. The principal finding of the analysis 
was that with biomass productivities as high as that considered 
in LESS, negative impacts from the competition for land use 
are minimal. That is, increases in emissions from land-use 
change are likely to be less than 10%, and per capita consump
tion of crops and livestock also are likely to be within 10% of 
their reference values. The results, however, are sensitive to 
several assumptions, such as the productivity of biomass ener
gy plants, the rate of technological progress in agriculture, and 
the rates of population and income growtii. 

Table 2 5 - 3 : Globally averaged summary of IMAGE 2.0 results for the baseline, biomass crops, and no-biomass s c e n a r i o s . The 
s c e n a r i o s differ in the assumptions regarding the source of 74 or 208 EJ of energy in 2 0 5 0 and 2100, respectively (after 
A l c a m o et a i , 1994). 

Year and 
Scenario 

Change in 
Atmospheric 

Concentration (%) 
CO, C H 4 

Change in Change in 
Agricultural Agricultural Change in 
Productivity Area Forest Area 

(% ha-i) (%) (%) 

Change in 
Average Surface 
Temperature fC) 

N. Hemisphere S. Hemisphere 

1990 358 ppm 1.7 ppm 100 2670 Mha 4720 Mha 14.2 13.0 

2050 
Baseline -1-46 +47 +72 +9 -26 +1.4 +1.0 
Biomass Crops +49 +53 +72 +30 -32 +1.5 +1.0 
No Biomass +57 +41 +72 +9 -26 +1.4 +1.0 

2100 
Baseline +117 +35 +108 +14 -27 +2.4 +1.8 
Biomass Cnps +129 +41 +108 +65 -31 +2.7 +2.0 
No Biomass +139 0 +108 +15 -27 +2.4 +1.9 
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2 5 . 6 . Concluding Remarks 

A number of cross-sectoral linkages become evident only when 
an integrated analysis of climate and socioeconomic systems is 
used to complement sectoral analyses. The field of integrated 
assessment modeling is still under development, with various 
models being used to investigate different plausible ways to 
integrate across various disciplines. At present there is no sin
gle "right" approach to integrated assessment modeling, and 
models often have to make ttadeoffs between the level of sec
toral detail they can include and the level of complexity and 
data requirements that can be handled realistically. Further, 
Integrated Assessment Models are only as good as the under
lying socioeconomic assumptions and information on sectoral 
impacts, adaptation, and mitigation stiategies. As discussed 
throughout this report, there are key gaps in the understanding 
of the climate system, how climate change would impact the 
various sectors, and the feasibility and possible ancillary 
impacts of various adaptation and mitigation options. Across 
tiiese issues, information from developing countries is particu
larly lacking. 

The discussion in this chapter is, at best, a roadmap of the types 
of cross-sectoral issues and tradeoffs decisionmakers will need 
to consider in evaluating the various mitigation options. While 
the analysis has focused on energy and land use—which are tvvo 
key arteries cutting across the various sectors—issues relating 
to society's demands for water and how water resources would 
be affected by different mitigation strategies have not yet been 
addressed in the same level of detail. Further, many cross-cut
ting impacts of ntitigation policies also would be ttansmitted 
through ttade and market forces. An analysis of these, however, 
falls beyond the mandate of this Working Group. 
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EXECUTIVE SUMMARY 

Working Group II of IPCC has prepared Guidelines to assess the 
impacts of potential climate change and to evaluate appropriate 
adaptations. They reflect current knowledge and will be updat
ed as improved methodologies are developed. The Guidelines 
outiine a study framework which will allow comparable assess
ments to be made of impacts and adaptations in ddferent 
regions/geographical areas, economic sectors, and countiies. 
The Guidelines are intended to help contracting parties meet, in 
part, their commitments under Article 4 of the UN Framework 
Convention on Climate Change. 

Impact and adaptation assessments involve several steps: 

• Definition of the problem 
• Selection of the method 
• Testing the method 
• Selection of scenarios 
• Assessment of biophysical and socioeconomic impacts 
• Assessment of autonomous adjustments 
' Evaluation of adaptation strategies. 

can range from the quahtative and descriptive to the quantitative 
and prognostic. 

Testing the method(s), including model validation and sensi
tivity studies, before undertaking the full assessment is neces
sary to ensure credibility. 

Development of the scenarios requires, firstiy, the projection of 
conditions expected to exist over the study period in the 
absence of climate change and, secondly, the projection of con
ditions associated with possible future changes in climate. 

Assessment of potential impacts on the sector(s) or area(s) of 
interest involves estimating the differences in environmental 
and socioeconomic conditions projected to occur with and 
without climate change. 

Assessment of autonomous adjustments implies the analysis of 
responses to climate change that generally occur in an auto
matic or unconscious manner. 

Definition of the problem includes identifying the specific 
goals of the assessment; the ecosystem(s), economic sector(s), 
and geographical area(s) of interest; the time horizon(s) of the 
study; the data needs; and the wider context of the work. 

The selection of analytical method(s) depends upon the availabil
ity of resources, models, and data. Impact assessment analyses 

Evaluation of adaptation strategies involves the analysis of dif
ferent means of reducing damage costs. The methodologies 
outiined in the Guidelines for analyzing adaptation strategies 
are meant as a tool only to compare alternative adaptation 
strategies and thereby identify the most suitable strategies for 
minimizing the effects of climate change were they to occur. 
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26.1. Objectives 

These Guidelines, which are a further development of those 
previously published (Carter et a l , 1992), provide a means for 
assessing the impacts of potential climate change and of eval
uating appropriate adaptations. They reflect curtent knowl
edge and will be updated as improved methodologies are 
developed. They do not aim to prescribe a single preferted 
method, but provide an analytical outline composed of a num
ber of steps. A range of methods is identified at each step. 
Where possible, the merits and drawbacks of different meth
ods are briefly discussed, with some suggestions on their 
selection and use. 

The ultimate purpose of the Guidelines is to enable estimations 
of impacts and adaptations, which will allow comparable 
assessments to be made for different regions/geographical 
areas, sectors, and countries. The Guidelines are intended to 
help contracting parties meet, in part, commitments under 
Article 4 of the UN Framework on Climate Change. 

26.2. Approaches 

A general framework for conducting a climate impacts and 
adaptations assessment contains seven steps: 

• Definition of the problem 
• Selection of the method 
• Testing the method 
• Selection of scenarios 
• Assessment of biophysical and socioeconomic impacts 
• Assessment of autonomous adjustments 
• Evaluation of adaptation strategies. 

At each step, a range of study methods is available. These are 
described and evaluated in the following sections. For reasons 
of brevity, however, only the essence of each method is intro
duced, along with references to sources of further information. 

26.3. Step One—Defiidtion of the Problem 

This involves identifying the goals of the assessment, the expo
sure unit of interest, the spatial and temporal scope of the study, 
the data needs, and the wider context of the work. 

2 6 . 3 . 1 . Goals of the Assessment 

It is important to be precise about the specific objectives of a 
study, as these will affect the conduct of the investigation. For 
example, an assessment of the hydrological impacts of future 
climatic change in a river catchment would have quite differ
ent requirements for data and expertise if the goal is to estimate 
the capacity for power generation than if it is to predict 
changes in agricultural income as a result of changes in the 
availability of water for irrigation. 

2 6 . 3 . 2 . Exposure Unit to be Studied 

The exposure unit (i.e., the impacted object) to be assessed 
determines, to a large degree, the type of researchers who will 
conduct the assessment, the methods to be employed, and the 
data required. Studies can focus on a single sector or activity 
(e.g., agriculture, forestry, energy production, or water 
resources), several sectors in parallel but separately, or several 
sectors interactively. 

2 6 . 3 . 3 . Study A r e a 

The selection of a study area is guided by the goals of the study 
and by the consttaints on available data. Some options are rea
sonably well-defined, including governmental units, geograph
ical units, ecological zones, and cUmatic zones. Other options 
requiring more subjective selection criteria include sensitive 
regions and representative units. 

26.3.4. Time Frame 

The selection of a time horizon for study is also influenced 
by the goals of the assessment. For example, in studies of 
industrial impacts the planning horizons may be 5-10 
years, while investigations of tree growth may require a 
100-year perspective. However, as the time horizon 
increases, the ability to accurately project future trends 
declines rapidly. Most climate projections and scenarios 
rely on general circulation models (GCMs), which are sub
ject to uncertainties. Projections of socioeconomic factors 
such as population, economic development, and technolog
ical change need to be made for periods exceeding 15-20 
years. 

2 6 . 3 . 5 . D a t a Needs 

The availabUity of data is probably the major limitation in most 
impact and adaptation assessment studies. The collection of 
new data is an important element of some studies, particularly 
for monitoring purposes regarding expected climate changes, 
but most rely on existing sources. Thus, before embarking on 
a detailed assessment, it is important to identify the main fea
tures of the data requirements—namely, the variables for 
which data are needed, the time period, spatial coverage and 
resolution of the required data, the sources and format of the 
data and their quantity and quality, and the data availabiUty, 
cost, and delivery time. 

26.3.6. Wider Context ofthe Work 

In order to assist policymakers in evaluating the wider signifi
cance of an assessment, it is important to place it in the context 
of similar studies and of the poUtical, economic, and social sys
tem of the region. 
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2 6 . 4 . Step Two—Selection of tlie Metliod 

A variety of analytical methods can be adopted ranging from 
qualitative descriptive studies, dirough more diagnostic and 
semi-quantitative assessments, to quantitative and prognostic 
analyses. Any single impact assessment may contain elements 
of one or more of these types. Four general methods can be 
identified: experimentation, impact projections, empirical ana
log studies, and expert judgment. 

26.4.1. Experimentation 

In the physical sciences, a standard method of testing hypothe
ses or of evaluating processes of cause and effect is through 
dkect experimentation. In the context of climate impact and 
adaptation assessment, however, experimentation has only a lim
ited application. Clearly it is not possible physically to simulate 
large-scale systems such as the global climate. Only where the 
scale of impact is manageable, the exposure unit measurable, 
and the environment conttollable can experiments be usefully 
conducted (e.g., gas enrichment experiments witii plants). 

26.4.2. Impact Projections 

One of the major goals of climate impact assessment, especial
ly concerning aspects of future climatic change, is the predic
tion of future impacts. A main focus of much recent work has 
been on impact projections, using an array of mathematical 
models to extiapolate into the future. First-order effects of cli
mate are usually assessed using biophysical models, and sec
ond- and higher order effects using a range of biophysical, eco
nomic, and qualitative models. Finally, attempts also have 
been made at comprehensive assessments using integrated sys
tems models. 

26.4.2.1. Biophysical Models 

Biophysical models may be used to evaluate the physical inter
actions between climate and an exposure unit. There are two 
main types: Empirical-statistical models and process-based 
models. Empirical-statistical models are based on the statisti
cal relationships between climate and the exposure unit. 
Process-based models make use of established physical laws 
and theories to express the dynamics of the interactions 
between climate and an exposure unit. 

26.4.2.2. E c o n o m i c Models 

Econontic models of several types can be employed to evalu
ate the implications of fhrst-order impacts for local and region
al economies. The main types of models are firm-level (which 
depict a single fhm or enterprise), sectoral (which simulate 
behavior within a specific economic sector), and macroeco
nomic (which simulate entire economies). 

26.4.2.3. Integrated Systems Models 

Integrated systems models represent an attempt to combine 
elements of the modeling approaches described above into a 
comprehensive model of a given regionally or sectorally 
bounded system. Two main approaches to integration can be 
identified: the aggregate cost-benefit approach, which is more 
economically oriented, and the regionahzed process-based 
approach, which focuses more on biophysical effects. 

26.4.3. Empirical A n a l o g Studies 

Observations of the interactions of climate and society in a 
region can be of value in anticipating future impacts. The most 
common method employed involves the transfer of informa
tion from a different time or place to an area of interest to serve 
as an analogy. Four types of analogy can be identified: 
Historical event analogies, historical trend analogies, regional 
analogies of present climate, and regional analogies of future 
climate. 

26.4.4. Expert Judgment 

A useful method of obtaining a rapid assessment of the state-
of-knowledge concerning the effects of climate on given expo
sure units is to solicit the judgment and opinions of experts in 
the field. Literature is reviewed, comparable studies identified, 
and experience and judgment used in applying all available 
information to the current problem. 

26.5. Step Three—Testing the Method 

Following the selection of the assessment methods, it is impor
tant that these are tested in preparation for the main evaluation 
tasks. Three types of activity may be useful in evaluating the 
metiiods: feasibility studies, data acquisition and compilation, 
and model testing. 

2 6 . 5 . 1 . Feasibility Studies 

These usually focus on a subset of the study region or sector to 
be assessed. Such case studies can provide information on the 
effectiveness of alternative approaches, of models, of data 
acquisition and monitoring, and of research collaboration. 

26.5.2. D a t a Acquisition and Compilation 

Data must be acquired both to describe the temporal and spa
tial patterns of climate change and their impacts and to devel
op, test, and calibrate predictive models. Data collection may 
rely on existing information obtained and compiled from dif
ferent sources, or require the acquisition of primary data 
through survey methods, direct measurement, or monitoring. 
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2 6 . 5 . 3 . Model Testing 

The testing of predictive models is, arguably, the most critical 
stage of an impact assessment. Most studies rely almost exclu
sively on the use of models to estimate future impacts. Thus, it 
is crucial for the credibility of the research that model perfor
mance is tested rigorously. Standard procedures should be used 
to evaluate models, but these may need to be modified to 
accommodate climate change. Two main procedures are recom
mended: validation and sensitivity analysis. Validation involves 
the comparison of model predictions with real world observa
tions to test model performance. Sensitivity analysis evaluates 
the effects on model performance of altering its structure or 
parameter values, or the values of its input variables. 

26.6. Step Four—Selection of the Scenarios 

Impacts are estimated as the differences between two states: 
environmental and socioeconomic conditions expected to exist 
over the period of analysis in the absence of climate change, 
and those expected to exist with climate change. 

26.6.1. Establishing the Present Situation 

In order to provide reference points with which to compare 
future projections, Üiree types of "baseline" conditions need to 
be specified: the climatological, environmental, and socioeco
nomic baselines. 

2 6 . 6 . 1 . 1 . Climatological B a s e l i n e 

The climatological baseline is usually selected according to the 
following criteria: 

• Representativeness of the present-day or recent aver
age chmate in the study region 

• Of sufficient duration to encompass a range of cli
matic variations 

• Covering a period for which data on all climatological 
variables are abundant, adequately distributed, and 
readily available 

• Including data of sufficient quality for use in evaluat
ing impacts. 

It is recommended that tiie current standard World Meteorological 
Organization (WMO) normal period (1961-90) be adopted in 
assessments where appropriate. 

2 6 . 6 . 1 . 2 . Environmental Baseline 

The environmental baseline refers to the present state of other 
nonclimatic environmental factors that affect the exposure unit. 
Examples include groundwater levels, soil pH, extent of wet
lands, and so on. 

2 6 . 6 . 1 . 3 . Socioeconomic Baseline 

The socioeconomic baseline describes the present state of all 
the nonenvironmental factors that influence the exposure unit. 
The factors may be geographical (e.g., land use), technological 
(e.g., pollution contiol), managerial (e.g., forest rotation), leg
islative (e.g., air quality standards), econontic (e.g., commodi
ty prices), social (e.g., population), or political (e.g., land 
tenure). All of these are liable to change in the future, so it is 
important that baseline conditions of the most relevant factors 
are noted. 

26.6.2. Time Frame of Projections 

A critical consideration for conducting impact experiments 
is the time horizon over which estimates are to be made. 
Three elements influence the time horizon selected: the lim
its of predictability, the compatibility of projections, and 
whether the assessment is continuous or considers discrete 
points in time. 

2 6 . 6 . 2 . 1 . Limits of Predictability 

The time horizon selected depends primarily on the goals of 
the assessment. However, there are obvious limits on the 
ability to project into the future. Climate projections, since 
they are a key element of climate impact studies, define one 
possible outer limit on impact projections. GCM estimates 
seldom extend beyond about 100 years, due to the uncertain
ties attached to such long-term projections and to constraints 
on computational resources. This fixes an outer horizon at 
about 2100. In many economic assessments, on the other 
hand, projections may not be reliable for more than a few 
years ahead. 

2 6 . 6 . 2 . 2 . Compatibility of Projections 

It is important to ensure that future climate, environment, and 
socioeconomic projections are mutually consistent over space 
and time. It is important to be clear about (i) the relative tim
ing of increases in greenhouse gas concentrations and climate 
change, and (ü) the relative timing of a 2 x C O 2 compared to 
a 2 X C O 2 "equivalent" atmosphere.' With regard to the for
mer, there is a lag time of several decades in the response of 
the climate system to increases in greenhouse gas concentra
tions. With regard to the latter, a 2 x CO2 "equivalent" atmos
phere occurs earlier than a 2 x C O 2 atmosphere because gases 
such as C H 4 , NjO, and tropospheric O3 also contribute to 
radiative forcing. 

1 A 2 x CO2 "equivalent" atmosphere is one where the radiative 
forcing due to changes in all greenhouse gases (COj, CH4, NjO, 
O3, halocarbons) is the same as that of an atmosphere where the 
concentration of CO2 has doubled with the concentration of other 
greenhouse gases remaining unchanged. 
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2 6 . 6 . 2 . 3 . Point in Time o r Continuous Assessment 

A distinction can be drawn between considering impacts at dis
crete points in time in the future and examining continuous or 
time-dependent impacts. The former are characteristic of 
many climate impact assessments based on doubled-COj 
equivalent scenarios. In contrast, transient climatic scenarios 
allow rime-dependent phenomena and dynamic feedbaclc 
mechanisms to be examined and socioeconomic adjustments to 
be considered. 

2 6 . 6 . 3 . Projecting EnvironmenUil Trends in the 
Absence of Climate Change 

The development of a baseline describing conditions without 
chmate change is crucial, for it is this baseline against which 
all projected impacts are measured. It is highly probable that 
future changes in other environmental factors will occur even 
in the absence of climate change, which may be of importance 
for an exposure unit. Examples, as appropriate, include 
changes in land use, changes in groundwater level, and 
changes in air, water, and soil pollution. Most factors are relat
ed to, and projections should be consistent with, trends in 
socioeconomic factors. Greenhouse gas concentrations may 
also change, but these would usually be hnked to climate 
(which is assumed unchanged here). 

2 6 . 6 . 4 . Projecting Socioeconomic Trends in the 
Absence of Climate Change 

Global climate change is projected to occur over time periods 
that are relatively long in socioeconomic terms. Over that peri
od it is certain that the economy and society will change, even 
in the absence of climate change. Official projections exist for 
some of these changes, as they are required for planning pur
poses. These vary in their time horizon from several years 
(e.g., economic growth, unemployment), through decades 
(e.g., urbanization, industrial development, agricultural pro
duction), to a century or longer (e.g., population). 

2 6 . 6 . 5 . Projecting Future Climate 

In order to conduct experiments to assess the impacts of cli
mate change, it is first necessary to obtain a quantitative repre
sentation of the changes in chmate themselves. No method yet 
exists of providing confident predictions of future climate. 
Instead, it is customary to specify a number of plausible future 
climates. These are referred to as "climatic scenarios," and 
they are selected to provide cUmatic data that are spatially 
compatible, mutually consistent, freely available or easily 
derivable, and suitable as inputs to impact models. 

There are three basic types of scenario of future climate: syn
thetic scenarios, analog scenarios, and scenarios from general 
circulation models. 

2 6 . 6 . 5 . 1 . Synthetic Scenarios 

A simple metiiod of specifying a future chmate is to adjust the 
baseline chmate in a systematic, though essentially arbittary, 
manner. Adjustments might include, for example, changes in 
mean annual temperature of ±1,2, 3°C, etc., or changes in annu
al precipitation of ±5, 10, 15%, etc., relative to the baseline cli
mate. Adjustments can be made independently or in combina
tion. In tills way information can be obtained on die following: 

• Thresholds or discontinuities of response that might 
occur under a given magnitude or rate of change. These 
may represent levels of change above which the nature 
of the response alters (e.g., warmmg may promote plant 
growth, but very high temperatures cause heat stiess). 

• Tolerable climate change, which refers to the magnitude 
or rate of climate change that a modeled system can tol
erate without major disruptive effects (sometimes 
termed tiie "critical load"). This type of measure is 
potentially of value for poUcy, as it can assist in defin
ing specific goals or targets for limiting future clhnate 
change. 

One of the main drawbacks of the approach is that adjustments 
to combinations of variables may not to be physically plausible 
or internally consistent. 

2 6 . 6 . 5 . 2 . A n a l o g Scenarios 

Analog scenarios are constructed by identifying recorded cli
matic regimes that may serve as analogs for the future cUmate 
of a given region. These records can be obtained either from 
the past (temporal analogs) or from another region at the pre
sent (spatial analogs). 

Temporal analogs are of two types: those based on past instiii-
mental observations (usually withm die last century) and those 
based on proxy data, using paleocUmatic indicators such as plant 
or animal remains and sedimentary deposits (from the more dis
tant past geological records). The main problem with tins tech
nique concems the physical mechanism and boundary conditions 
tiiat would almost certainly be different between a warmer ch
mate in the past and a future greenhouse gas-induced warming. 

Spatial analogs require the identification of regions today hav
ing a climate analogous to the study region in the future. This 
approach is severely restricted, however, by frequent lack of 
cortespondence between other noncUmatic features of two 
regions that may be important for a given impact sector (e.g., 
daylength, tertain, soils, or economic development). 

2 6 . 6 . 5 . 3 . S c e n a r i o s from General Circulation Models 

Three-dimensional numerical models of the global climate sys
tem (including atmosphere, oceans, biosphere, and cryosphere) 
are the only credible tool curtently available for simulating the 



830 Technical Guidelines f o r Assessing Climate Change Impacts and Adaptations 

physical processes that determine global climate. Although 
simpler models also have been used to simulate the radiative 
effects of increasing greenhouse gas concentrations, only 
GCMs, possibly in conjunction with nested regional models, 
offer the possibility to provide estimates of regional climate 
change, which are required in impact analysis. 

GCMs produce estiniates of climatic variables for a regular net
work of grid pomts across the globe. Results from about 20 
GCMs have been reported to date (e.g., see IPCC, 1990, 1992). 
However, these estimates are highly uncertam because of some 
important weaknesses of GCMs. These include poor model rep
resentation of cloud processes; a coarse spatial resolution (at best 
employing grid cells of some 250-km horizontal dimension); 
generalized topography, disregarding some locally important 
features; and a simplified representation of land-atmosphere and 
ocean-atmosphere interactions. As a result, GCMs are currently 
unable to reproduce accurately even the seasonal pattern of pre
sent-day cUmate at a regional scale. Thus, GCM outputs repre
sent, at best, broad-scale sets of possible future climatic condi
tions and should not be regarded as predictions. 

GCMs have been used to conduct two types of experiments for 
estimating future climate: equilibrium-response and transient-
forcing experiments. The majority of experiments have been 
conducted to evaluate the equilibrium response of the global 
climate to an abrupt increase (commonly, a doubling) of atmos
pheric concentrations of CO2. A measure that is widely used in 
the intercomparison of various GCMs is the climate-sensitivi
ty parameter. This is defined as the global mean equiUbrium 
surface air temperature change that occurs in response to an 
increase in radiative forcing due to a doubling of atmospheric 
CO2 concentration (or equivalent increases in other greenhouse 
gases). Values of the parametei obtained from climate model 
simulations generally fall in the range 1.5^.5°C (IPCC, 1992). 
Knowledge of the climate sensitivity can be useful in con
structing climate change scenarios from GCMs. 

Recent work has focused on fashiorting more realistic experiments 
with GCMs—specifically, simulations of the response of climate 
to a ttansient forcing. These simulations offer several advantages 
over equiUbrium-response experiments. First, flie specifications 
of tiie atmospheric perturbation are more reaUstic, involving a 
continuous (tiansient) change over time in greenhouse gas con
centrations. Second, tiie representation of the oceans is more real
istic, tiie most recent simulations coupling atinospheric models to 
dynamic ocean models. Finally, tiansient simulations provide 
information on die rate as weU as the magnittide of climate 
change, which is of considerable value for hnpact stiidies. 

The following types of information are currently available 
from GCMs for constructing scenarios: 

• Outputs from a "control" simulation, which assumes 
fixed greenhouse gas concenttations, and an "experi
ment," which assumes future concenttations. In the 
case of equilibrium-response experiments, these are 
values from multiple-year model simulations for the 

conttol and 2 x CO2 (or equivalent increases in other 
greenhouse gases) equilibrium conditions. Transient-
response experiments provide values for the control 
equilibrium conditions and for each year of the tran
sient model run (e.g., 1990 to 2100). 

• Values of surface or near-surface climatic variables 
for model grid boxes characteristically spaced at 
intervals of several 100 km around the globe. 

• Values of air temperature, precipitation (mean daily 
rate), and cloud cover, which are commonly supplied 
for use in impact studies. Data on radiation, wind-
speed, vapor pressure, and other variables are also 
available from some models. 

• Data averaged over a monthly time period. However, 
daily or hourly values of certain climatic variables, 
firom which the monthly statistics are derived, may 
also be stored for a number of years within the full 
simulation periods. 

26.6.6. Projecting E n v i r o n m e n t a l Trends 
with Climate Change 

Changes in envhronmental conditions not due to clmiatic factors 
already should have been incorporated m tiie development of the 
environmental ttends m tiie absence of cUmate changes; the only 
changes hi tiiese ttends to be incorporated here are those due sole
ly to climate change. The two factors most commonly required in 
assessments are greenhouse gas concenttations and sea-level rise. 
Futtire changes in tiiese are stiU under discussion, but tiie esthnates 
reported by the IPCC may serve as a useful basis for constructing 
scenarios (IPCC, 1990). Other factors that are directiy affected by 
clmiate (such as river flows, runoff, erosion) would probably 
require fuU impact assessments of their own, altiiough some might 
be incorporated as "automatic adjustments" in projections. 

26.6.7. Projecting Socioeconomic Trends 
with Climate Change 

The changes in environmental conditions that are atttibutable 
solely to climate change serve as inputs to economic models 
that project the changes in socioeconomic conditions due to 
climate change both within the study area and, where relevant 
and appropriate, outside it over the study period. Al l other 
changes in socioeconomic conditions over the period of analy
sis are attiibutable to nonclimatic factors and should have been 
included in the estimation of socioeconomic changes in the 
absence of climate change. 

26.7. Step Five—Assessment of Impacts 

Impacts are estimated as the differences over the study period 
between the environmental and socioeconontic conditions pro
jected to exist without climate change and those that are pro
jected with climate change. Assessments may include the ele
ments described in the following subsections. 
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26.7.1. Qualitative Description 

The success of this method rests on the experience and inter
pretive skills of the analyst, especially the analyst's ability to 
consider all factors of importance and their interrelationships. 
Formal methods of organizing qualitative information also 
exist (e.g., cross-impact analysis). 

26.7.2. Indicators of Change 

These are particular regions, activities, or organisms that are 
intrinsically sensitive to climate, and that can provide an early 
or accurate indication of effects due to climate change. 

26.7.3. Compliance to Standards 

This may provide a reference or an objective against which to 
measure the impacts of climate change. For example, the 
effect on water quality could be gauged by reference to current 
water quahty standards. 

26.7.4. Costs and Benefits 

These should be estimated quantitatively to the extent possible 
and expressed in economic terms. This approach makes 
explicit the expectation that a change in resources and resource 
allocation due to climate change is likely to yield benefits as 
well as costs. It can also examine the costs or benefits of doing 
nothing to mitigate potential cUmate change. 

26.7.5. Geographical Analysis 

Impacts vary over space, and this pattern of variation is of con
cem to policymakers operating at regional, national, or inter
national scales because these spatial differences may have con
sequent policy and planning implications. The geographical 
depiction of the effects of climate change using geographical 
information systems is one method of describing impacts. 

26.7.6. Dealing with Uncertainty 

Uncertainties pervade all levels of a climate impact assess
ment, including the projection of future greenhouse gas emis
sions, atmospheric greenhouse gas concentrations, changes in 
climate, their potential impacts, and the evaluation of adjust
ments. There are two methods that attempt to account for these 
uncertainties: uncertainty analysis and risk analysis. 

26.7.6.1. Uncertainty Analysis 

Uncertainty analysis comprises a set of techniques for antici
pating and preparing for the impacts of uncertain future events. 

It is used here to describe an analysis of the range of uncer
tainties encountered in an assessment study. 

26.7.6.2. R i s k Analysis 

Risk analysis deals with uncertainty in terms of the risk of 
impact. Risk is defined as the product of the probability of an 
event and its effect on an exposure unit. Since extieme events 
produce the most significant impacts, there is value in focusing 
on the changing probability of climatic exttemes and of their 
impacts. Another form of risk analysis—decision analysis—is 
used to evaluate response strategies to climate change. It can 
be used to assign likelihoods to different climatic scenarios, 
identifying those response strategies that would provide the 
flexibility, at least cost (minimizing expected annual damages), 
that best ameliorates the anticipated range of impact. 

26.8. Steps Six and Seven—Assessment of Autonomous 
Adjustments and Evaluation of Adaptation Strategies 

Impact experiments are usually conducted to evaluate the 
effects of climate change on an exposure unit in the absence of 
any responses that might modify these effects and that are not 
already automatic or built in to future projections. Two broad 
types of response can be identified: mitigation and adaptation. 

2 6 . 8 . 1 . Mitigation and Adaptation 

Mitigation or "limitation" attempts to deal with the causes of cU
mate change. It achieves tiiis through actions that prevent or 
retard the increase of atmospheric greenhouse gas concentta
tions by limiting curtent and future emission from sources of 
greenhouse gases and enhancing potential sinks. The evaluation 
of mitigation policies is outside the scope of these Guidelines. 

Adaptation is concemed with responses to both the adverse and 
positive effects of climate change. It refers to any adjustment— 
whether passive, reactive, or anticipatory—that can respond to 
anticipated or actual consequences associated with cUmate 
change. It thus implicitly recognizes that future climate 
changes wiU occur and must be accommodated in policy. 

26.8.2. Steps in Evaluation of a n Adaptation Strategy 

A broad framework for the evaluation of adaptation sttategies to 
cope with climate change can be identified: 

1) Define the objectives 
2) Specify the climate impacts of importance 
3) Identify the adaptation options 
4) Examine the constraints 
5) Quantify measures and formulate altemative sttategies 
6) Weigh objectives and evaluate ttadeoffs 
7) Recommend adaptation measures. 
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2 6 . 8 . 2 . 1 . Defining the Objectives 

Any analysis of adaptation must be guided by some agreed over
all goals and evaluation principles. TXvo examples of general 
goals commonly propounded are (i) the promotion of sustam-
able development and (ii) die reduction of vulnerabiUty. These 
are open to various interpretations however, so specific objec
tives need to be defined that complement the goals. Objectives 
are usually derived either from public involvement, from stated 
public preferences, by legislation, through an inteфretation of 
goals such as those stated above, or any combination of tiiese. 

2 6 . 8 . 2 . 2 . Specifying the Climatic Impacts of Importance 

This step involves an assessment, following the methods out
lined elsewhere above, of the possible impacts of climate vari
ability or change on the exposure unit. Where climatic events 
are expected that will cause damage, these need to be specified 
in detail so that the most appropriate adaptation options can be 
identified. 

2 6 . 8 . 2 . 3 . Identifying the Adaptation Options 

The main task of assessment involves the compilation of a 
detailed list of possible adaptive responses that might be 
employed to cope with the effects of climate. The list can be 
compiled by field survey and interviews with relevant experts, 
and should consider all practices currently or previously used, 
as well as possible altemative sttategies that have not been 
used, and newly created or invented strategies. 

Six types of sttategy for adapting to the effects of climate have 
been identified: 

• P r e v e n t i o n of loss, involving anticipatory actions to 
reduce the susceptibility of an exposure unit to the 
impacts of climate 

• Tolerating loss, where adverse impacts are accepted 
in the short term because they can be absorbed by the 
exposure unit without long-term damage 

• Spreading o r sharing loss, where actions distribute the 
burden of impact over a larger region or population 
beyond those dttectly affected by the climatic event 

• Changing use or activity, involving a switch of activ
ity or resource use to adjust to the adverse as well as 
positive consequences of climate change 

• Changing l o c a t i o n , where preservation of an activity 
is considered more important than its location, and 
migration occurs to areas that are more suitable under 
the changed climate 

• R e s t o r a t i o n , which aims to restore a system to its 
original condition following damage or modification 
due to climate. 

Numerous options exist for classifying adaptive measures; but 
generally, regardless of the resources of interest (e.g., forestry, 

wetlands, agriculture, water), the prospective list may include 
among other management measures the following: 

• Legal 
• Financial 
• Economic 
• Technological 
• Public education 
• Research and ttaining. 

2 6 . 8 . 2 . 4 . Examining the Constraints 

Many of the adaptation options identified in the previous step 
are likely to be subject to legislation or to be influenced by pre-
vaUing social norms, which may encourage, restrict, or totally 
prohibit their use. Thus, it is important to examine closely, 
possibly in a separate study, what these consttaints are and how 
they might affect the range of feasible choices available. 

2 6 . 8 . 2 . 5 . Quantifying the Measures arul 
Formulating A l t e r n a t i v e Strategies 

The next step is to assess the performance of each adaptation 
measure with respect to the stated objectives. It may be pos
sible, if appropriate data and analytical tools exist, to use 
siinulation models to test the effectiveness of different mea
sures under different climatic scenarios. Historical and doc
umentary evidence, survey material, or expert judgment 
are some other alternative sources of this information. 
Uncertainty analysis and risk assessment are also considered 
at this stage. This step is a prelude to developing strategies 
that maximize the level of achievement of some objectives 
while maintaining baseline levels of progress toward the 
remaining objectives. 

2 6 . 8 . 2 . 6 . Weighing Objectives and Evaluating Tradeoffs 

This is the key evaluation step, where objectives must be 
weighted according to assigned preferences, then compar
isons made between the effectiveness of different sttategies 
in meeting these objectives. Standard impact accounting sys
tems can be used in the evaluation. For example, a four-cate
gory system might consider (i) national economic develop
ment, (ii) environmental quality, (iii) regional economic 
development, and (iv) other social effects. Selection of pre
ferred strategies then requires the determination of ttadeoffs 
among the categories. 

2 6 . 8 . 2 . 7 . Recommending Adaptation Measures 

The results of the evaluation process should be compiled in 
a form that provides policy advisors and decisionmakers 
with information on the best available adaptation strategies. 
This should include some indication of the assumptions and 
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uncertainties involved in the evaluation procedure, and the 
rationale used (e.g., decision rules, key evaluation princi
ples, national and international support, institutional feasi
bility, technical feasibility) to narrow the choices. 

26.9. Obtaining a Copy of the Guidelines 

Contact information to obtain the complete IPCC Technical 
G u i d e l i n e s f o r Assessing C l i m a t e C h a n g e Impacts and 
Adaptations foUows: 

National Institute for Environmental Studies 
Center for Global Environmental Research 
16-2 Onogawa, Tsukuba 
Ibaraki 305 
Japan 
+81.298.58.2645 (fax) 
snishiok@nies.go.jp (e-mail) 
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Methods f o r Assessment of M i t i g a t i o n Options 

27.1. Introduction 

TMs chapter is substantially different in focus from most of the 
preceding chapters on greenhouse gas (GHG) mitigation 
options. The preceding chapters focus on characterizing, from a 
global perspective, tiie full array of available ntitigation options. 
This chapter instead addresses the analytical methods and 
processes for selecting and analyzing those mitigation options 
that best suit the specific needs, conditions, and national goals 
of individual countries. Its purpose is to help policy analysts and 
decisionmakers, especially in developing countries and coun
tries with econonties in tiansition, to obtain the objective infor
mation they need on mitigation options and to assist them in 
developing coherent national plans and stiategies.' 

This chapter is a summary of a broader set of mitigation guideUnes 
entitied Methods for Assessment of Mitigation Options, which is 
being published as a separate appendix to tins report. The chapter 
summarizes several key points from these guidelmes: 

• The broad chaUenges facing decisionmakers and ana
lysts in conducting an effective mitigation options 
assessment 

• The mitigation assessment process, including organi
zational issues and analytical steps 

• Some of the key cross-cutting issues involved in the 
mitigation assessment process 

• The range of analytical methods available to meet 
most countries' needs and capabilities. 

The full guidelines in Methods f o r Assessment of M i t i g a t i o n 
Options contain the following documents: 

• Technical Report—A detailed examination of the 
methods and issues involved in an assessment of miti
gation options and the development of national mitiga
tion plans and sttategies 

• Appendix I: Technical Methods—A catalog of analyt
ical methods, describing m detail their purpose, appro
priate applications, potential drawbacks, and references 
for further information 

• Appendix П: Resources Guide—A detailed reference 
guide to other climate-related studies and programs, 
including a guide to databases and analytical models 
commonly used for mitigation options assessments 

• Appendix III: Case Studies—^A set of case studies 
illusttating mitigation assessment processes and key 
analytical methods and approaches employed by dif
ferent developing and transition countties 

• Appendix IV: Mitigation Assessment Handbook— 
Detailed descriptions of a hmited set of basic models 
that most countries could use in assessing their miti
gation options. 

As mentioned, the chapter focuses on the analytical needs of 
developing countries and countries with economies in transi
tion. Because these countries have many other pressing 
national issues that take precedence over global-environment 
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concerns, they often lack basic information and analytical 
capabilities for assessing mitigation options or organizing 
them into coherent national plans and strategies. For that rea
son, this chapter and its accompanying guidelines emphasize 
simple, readily available analytical methods and procedures 
(while not ignoring more sophisticated methods). 

It should be pointed out that this chapter and the accompany
ing guidelines do not prescribe particular analytical methods or 
approaches to assessing ntitigation options. Rather, the materi
al presents a range of methods and approaches from which 
countries can select to meet their own needs and conditions. 
Developing countries and countries with economies in transi
tion that need more practical assistance and support selecting 
and using these methods may be able to obtain such support 
through one of several multilateral and bilateral climate coun
try-study programs being conducted.̂  

Before proceeding, it is worth defining a few key terms as they 
are used in this chapter: 

• Mitigation option: A technology, practice, or policy 
that reduces or limits emissions of GHGs or increases 
their sequesttation (This chapter does not consider 
measures to adapt to climate change.) 

• Mitigation options assessment: The analytical process 
of identifying, selecting, and organizing mitigation 
options into a coherent national plan 

• Mitigation methods: Analytical tools used to assess 
the impact and performance, costs and benefits, and 
social/political/institutional desirability of a mitigation 
option. 

27.2. Challenges in a Mitigation Options Assessment 

Before discussing specific methods or analytical steps, some of 
the broad challenges that analysts and policymakers face in 
organizing an assessment of mitigation options are worth not
ing. We have organized these into three broad categories: 

• Strategic challenges: Sttategic challenges affect the 
overall objectives of a mitigation options assessment 
and the process of selecting and implementing pre
ferred options. Four sttategic challenges stand out: 
- Integrating ctimate-change mitigation with other 

key national objectives which can require a clear 
set of national priorities, along with an analytical 

' More specific information on methods for analyzing options that 
involve land-use changes—espeuially in the forestry and agricul
ture sectors, including biomass energy—is provided in Chapter 25. 

2 CUmate country-study programs support developing countries and 
countries with economies in transition in developing national cli
mate responses. A few examples include the UNEP/RIS0 Climate 
Country Studies effort, the Asian Development Bank ALGAS pro
ject, and bilateral activities including those of the United States, 
Germany, Japan, and the Nordic countries. 
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process that consistently assesses options in light 
of these priorities 

- Recognizing institutional constraints and decid- 
ing whether to fit a mitigation assessment process 
within these constraints or to seek additional 
institutional resources 

- Relying on regional cooperation to address trans- 
boundary issues and to pool resources to lead to 
more effective assessments. 

- Planning for future financing of mitigation options, 
particularly for developing and transition countries, 
and the role that the Global Environment Facility 
and others will play in providing these resources. 

Analytical challenges: Analytical challenges are 
those directly related to assessing mitigation options. 
Much of this chapter is about specific analytical issues, 
but analysts may face at least three broad challenges: 
- Employing the appropriate analytical methods 

effectively to address the specific needs, condi- 
tions, and capabilities of a country 

- Accommodating particularly dynamic economies 
and economies in transition in order to apply spe- 
cific methods, especially forecasting, effectively 

- Accounting for ancillary costs and benefits and 
efficiency and equity issues to enhance the 
acceptability of options. 

Informational challenges: Several informational 
challenges often must be addressed in conducting 
comprehensive mitigation options assessments: 
- Gaining access to sources of information about 

technologies, costs, and country specific perfor- 
mance factors 

- Extracting useful data or information from the 
sources that are available 

- Accurately converting "imported" data or other 
information to properly reflect the operating 
conditions of the country in which the informa- 
tion is used. 

27.3. Analytical Framework and Levels of Decisionmaking 

We have chosen to organize the discussion of methods by 
national, cross-sectoral, sectoral, program, project, and tech- 
nology decisionmaking levels, as illustrated in Figure 27-1. 
This framework is intended to reflect the links between dif- 
ferent levels of an economy, the types of decisions made at 
those different levels, the information required to make those 
decisions, and, finally, the methods needed to obtain that 
information. Different organizational approaches are possi- 
ble, but this framework highlights the importance of under- 
standing the types of decisions to be made when selecting 
methods. 

purview of this report, although clear priorities and policies 
contribute to the effectiveness of a mitigation options assess- 
ment. Additional information on methods and issues associat- 
ed with setting national priorities and policies can be found in 
the IPCC Working Group I11 volume of the Second 
Assessment Report. The technology assessment level is cov- 
ered by the other mitigation chapters in this report and the 
Technology Characterization Inventory appendix. The deci- 
sionmaking levels of direct concern are described below 
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The four shaded levels in Figure 27- 1 (i.e., the cross-sectoral, 
sectoral, program, and project levels) are the primary fotus of 
this chapter. The national goals level-which addresses a 
country's national priorities and policies-is outside the Figure 27-1: Levels of decisionmaking for assessing mitigation options. 
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(more specific discussion of die methods themselves is con
tained in Section 27.6): 

• Cross-sectoral level: At the cross-sectoral level, 
alternative sectoral and cross-sectoral (e.g., recycling) 
mitigation options are compared to determine their 
impact on an economy and other national interests or 
goals. Typically this involves compiling information 
on sectoral activities that produce GHGs, such as 
energy production, or sequester those emissions, such 
as forestry activities. This information is integrated 
with national goals and priorities, and resources and 
responsibilities are allocated to produce a comprehen
sive, workable plan. The types of methods used to 
assess and compare options at this level include 
macroeconomic models, decision-analysis tools, cost
ing methods, and forecasting tools. 

• Sectoral level: The sectoral level involves analysis to 
compare the impacts of individual programs or large-
scale projects within a specific sector principally for 
the рифове of prioritizing options and determining 
sectoral resource requirements. For example, the emis
sion reduction potential and cost per ton of carbon 
dioxide (CO2) reduced might be compared for options 
such as energy-efficiency standards, building codes, 
and rebates on high-efficiency appliances. As in the 
cross-sectoral level, costing and forecasting tools are 
important, although they focus on more detailed pro
gram and project information. In addition, integrated 
analytical tools are becoming available for certain sec
tors such as energy and forestry that can compare rel
atively disparate options on a more common basis. 

• Program level: Program-level analysis compares the 
costs and impacts of individual projects or bundles of 
projects for the purpose of developing mitigation pro
grams. A program might consist of a series of projects 
to introduce improved forestry-management practices 
into a region. As in cross-sectoral and sectoral analysis, 
project costing and forecasting tools are important. 
Technology costing and performance, market research, 
and monitoring and evaluation tools also are important. 

• Project level: At the project level, the puфose of 
analysis is typically to identify and characterize spe
cific project options in terms of their financial costs, 
technical performance, environmental characteristics, 
and so forth. Identifying options may involve litera
ture reviews, case studies, and expert judgment. 
Characterizing options often relies extensively on 
engineering estimates, performance assessments, and 
project evaluations, for example. 

27.4. Organizing a Mitigation Options Assessment 

27.4.1. Organizational Steps 

A systematic approach to organizing an assessment process can 
contiibute significantly to tiie quahty and effective communication 
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of results and effective unplementation of recommended options. 
The approach can be developed by addressing four key questions: 

• How should assessment objectives be prioritized 
and who should be involved? Mitigation options 
should be measured not only on the basis of their 
effectiveness in reducing GHGs but also on the basis 
of their contribution to other national objectives, such 
as sustainable development, rural development, or 
local environmental protection. Multiple stakeholders 
will be affected by these choices, so involving them in 
the process can be important. 

• What are the questions being answered by the 
analysis? Effective decisionmaking requires the 
proper information; thus, mitigation analysis must 
focus on tiie proper questions. These questions will be 
defined broadly by national objectives but will vary 
depending on the decisionmaking level. 

• Which organizations will have institutional 
responsibility for the analysis? Institutional capabil
ities are needed to gather data, select options to ana
lyze, apply the necessary analytical methods, and 
communicate results. Key tasks involved in assigning 
the appropriate institutions to the assessment include 
identifying the available institutional resources, 
matching institutions to the research questions to be 
asked, coordinating among institutions, linking the 
analysis to the decisionmaking process, and designing 
feedback on the process to possible stakeholders. 

• Which organizations will have responsibility for 
implementing results? Although the focus of this 
chapter is on methods for analysis of mitigation 
options, implementation issues cannot be completely 
separated in the discussion. Four factors to consider in 
the selection of options include the adequacy of 
implementation capabilities, institutional support for 
implementation, coordination of implementation, and 
evaluation and accountability. 

27.4.2. Analytical Steps 

Typically, a mitigation assessment process will follow a series 
of steps, each of which produces information for decisionmak
ers at different levels. The manner in which these steps are per
formed will reflect each country's resources, objectives, and 
decisionmaking process. Generally, these steps can be charac
terized as follows: 

• Baseline development: Baselines, or "business-as-
usual" scenarios, describe the growth in emissions 
expected as a result of economic growth, population 
growth, and other factors, assuming that no expUcit 
mitigation policies are adopted. 

• Identification and characterization of alternative 
technologies and policies: This may include ranking 
options with respect to costs, energy consumption, car
bon sequestered, and ancillary impacts, among others. 
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• Development of alternative scenarios: Altemative 
scenarios include future projections of emissions 
[usually based on the global warming potential 
(GWP) of all GHGs] and costs, assuming that mitiga
tion actions are taken. 

• Estimation of incremental costs and benefits of 
options: Incremental costs and benefits are the differ
ence between the baseline and altemative scenarios. 

• Assessment of the impacts of alternative GHG mit
igation scenarios: Impacts to consider could include 
macroeconomic, social, and environmental costs and 
benefits, and equity. 

• Sensitivity analysis: The sensitivity of resuhs to 
uncertainties in data or altemative assumptions is 
often assessed to ensure that the results are reliable 
and credible. 

27.5. Key IVIethodological Issues 

The choice and use of most analytical methods involve a num
ber of methodological issues that decisionmakers and analysts 
should be aware of when considering a mitigation options 
assessment. Some of these issues are unique to certain meth
ods, while others cut across many methods. This section out
lines nine key methodological issues that span a number of 
methods: 

1) Top-down versus bottom-up analysis: Significant 
controversy has existed between top-down and bot
tom-up approaches to estimating the costs of mitiga
tion options. Each approach estimates mitigation costs 
differentiy, often with significantly different results. 
The top-down approach generally looks at macroeco
nomic impacts of altemative mitigation scenarios on 
income, consumption, or gross domestic product 
(GDP). A key assumption in the top-down approach is 
that economies are in equilibrium and that mitigating 
GHGs, therefore, generally entails some net cost to an 
economy. This assumption is often questioned by bot
tom-up analysts. Top-down models also have had 
problems accounting for different rates of technologi
cal change. The bottom-up approach looks at the 
microeconomic costs of and changes in demand due to 
individual mitigation options. It generally assumes 
that there are inefficiencies in the marketplace that 
allow for cost-effective mitigation options. Bottom-up 
models have had problems accounting for consumer 
behavior and administiative costs. In general, the top-
down approach yields higher cost estimates for GHG 
mitigation than the bottom-up approach. Both 
approaches can serve important purposes, however, 
and improvements in both approaches are leading to 
more balanced results (Borero et a l . , 1991; Krause et 
a l , 1993; UISIEP, 1992). See IPCC Working Group Ш 
volume. Chapter 8, Estimating Costs of Mitigating 
Greenhouse Gases, Section 8.3.3., for a more thorough 
description of this issue. 

2) IMatching method to objective: Choosing the appro
priate method for the analytical task depends on 
matching methods to objectives. For example, one 
objective for an expanding economy may be mini
mizing the impacts of GHG mitigation on the indus
trial sector. Sectoral impacts may be more appropri
ately measured using a macroeconomic analysis of 
options rather than an engineering cost approach. 
Altematively, if an objective is to identify all tech
nologies or policies that are cost-effective, a combi
nation of engineering and cost-effectiveness methods 
may provide the best approach. 

3) Specifying the baseline and alternative scenarios: 
Scenarios are used to portray future GHG emissions 
and economic activity without mitigation options in 
place (baseline or business-as-usual scenarios) or with 
policies in place (mitigation scenarios). Several issues 
in developing scenarios include the degree to which all 
sources and sinks are covered; the reasonableness of 
assumptions on economic growth, technology change, 
and market imperfections; tiie consistency of assump
tions across analytical steps; and the capacity to incor
porate feedbacks. Clearly defined scenarios are impor
tant for providing decisionmakers with useful guid
ance on the allocation of national resources. Scenarios 
also can play a sigttificant role in the allocation of 
intemational funding for chmate mitigation projects— 
for example, tiirough the Global Environment Facility 
and through joint implementation projects. 

4) Accounting for uncertainty: ]VIost analyses are 
affected by uncertainty due to poor data quality, 
dynamic economies, economies with littie historical 
market data, and so forth. Taking this uncertainty 
into accoiint in estimating costs and impacts may be 
more practical than trying to achieve complete accu
racy. This can be done by using "range" rather than 
"point" estimates, using expert judgment where 
good quantitative data are lacking, use of sensitivity 
analyses, and so on. Using these approaches will not 
eliminate uncertainty but will allow decisionmakers 
to attach greater confidence to those options and 
policies that yield favorable results (Stokey and 
Zeckhauser, 1978). 

5) Defining a common measure for comparing 
options: A comprehensive and intemally consistent 
assessment requh-es a common measure or "metric" 
for option comparison where different types of costs 
are involved or relevant impacts extend beyond the 
direct GHG reductions. 

6) Accounting for time in the analysis of costs and 
benefits: The flows of costs and benefits from differ
ent mitigation options over time are often discounted 
to their present values so that they can be compared in 
consistent, present-value terms. The choice of dis
count rates has important impUcations but can be dif
ficult to make in practice. Selection of a discount rate 
may depend on how displaced private uses are esti
mated, how imperfections in caphal markets are 
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accounted for, and, perhaps most importantly, to what 
extent a country is willing to forgo current consump
tion and investment in favor of future environmental 
protection. Higher discount rates generally favor cur
rent consumption, while lower discount rates general
ly favor fiiture environmental protection. Sensitivity 
analyses with different discount rates often are 
employed to estimate their different impacts (Stokey 
and Zeckhauser, 1978). 

7) Accounting for externalities and ancillary impacts: 
Virtually every mitigation option will produce some 
positive or negative externality and/or ancillary 
impact. Whether quantifiable or not, these impacts 
represent real costs or benefits and should be factored 
into the assessment process. 

8) Data requirements: A comprehensive mitigation 
assessment can require detailed information on liter
ally hundreds of options. Few industrialized countries 
have access to all the data that would be required, but 
data availability is an even more serious constraint on 
developing countries. The cost of data collection is an 
important factor to weigh in developing a mitigation 
assessment. 

9) Understanding the limits of models: Quantitative 
models, from simple spreadsheet costing models to 
sophisticated macroeconomic models, can be very 
useful for managing complex analytical tasks. 
However, the accuracy of the results from these mod
els depends on the quality of data, the choice of 
assumptions, the appropriateness of the model to the 
analytical task, and so forth. Al l of these require good 
judgment and skill on the part of the analyst. The sim
ple conclusion is that models are not a substitute for 
good analysis. 

27.6. Analytical Methods 

Table 27-1 illustrates the relationship between analytical meth
ods and the different decisionmaking levels at which they are 
used. As shown, the same types of methods often are used at 
various decisionmaking levels (although the way methods are 
applied may be different at different levels). This section pro
vides an overview of key analytical methods, including a brief 
description of the types of information the methods provide: 

• Macroeconomic analysis: Macroeconomic analysis 
often is used to describe the current structure of an 
economy, to predict future economy-wide conditions 
and tiieir impact on GHG emissions, and to analyze 
changes in these conditions that could arise from tak
ing actions to mitigate GHG emissions (Borero et a l . , 
1991; Cline, 1992). 

• Decision analysis: Decision-analysis methods pro
vide a structure for integrating sectoral and cross-sec
toral GHG mitigation objectives with other national 
priorities. Basic decision analysis involves identifying 
potential options, measuring the potential impacts of 

those options (i.e., valuing the outcomes of various 
policy scenarios), and, based on this information, 
selecting the best options. 

• Costing analysis: Mitigation costing methods esti
mate and compare costs and benefits of mitigation 
options to identify the set of actions that maximizes 
economic, social, and environmental benefits or min
imizes the analogous costs of reducing GHGs. Four 
basic costing methods for ranking mitigation options 
are cost-benefit, cost-effectiveness, financial, and cost 
or supply curve analysis. More advanced methods 
include simulation and optimization models (Beaver 
and Huntington, 1991; Borero et a l . , 1991; Cline, 
1992; NAS, 1991; Stokey and Zeckhauser, 1978; 
UNEP, 1992, 1993). See the IPCC Working Group III 
volume for a detailed discussion of costing issues. 

• Forecasting: The acceptability of a mitigation strate
gy, program, or project is determined by calculating 
the difference between "what would happen anyway" 
and "what would happen if mitigation measures were 
undertaken." The definition and development of 
these scenarios play a significant role in mitigation 
assessment. Forecasting is used here as a general 
term applied to methods used in developing time-
dependent scenarios, such as econometric, time-series 
analysis, and end-use forecasting models. 

• Integrated planning: Integrated planning approaches 
provide a stiiichire for complex regional or sectoral 
assessments of multiple mitigation options. These meth
ods typically are process or decision analytic-based and 

Table 2 7 - 1 : Matching methods t o decisionmaking levels. 

Cross-
Sectoral/ Sectoral Program Project 

Method/Level Regional Level Level Level 

Macroeconomic X 

Decision Analysis К n К Ж 

Forecasting n n 

Costing Analysis ж n n Ж 

Integrated Planning n 

Market Research n 

Monitoring and 
Evaluation H ж 

Options 
Identification ж 

Options 
Characterization ж 
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can be designed to produce both quantitative and quah-
tative results. A variety of quantitative methods can be 
used to support mtegrated planning. Integrated planning 
mediods mclude mtegrated resource planning (IRP), 
used increasingly m die power sector; integrated ttans
portation plannmg (ПР); and mtegrated forestty and 
agriculttire planning (ПЕС, 1994; Sathaye et a l . , 1994). 
(For more information on integrated planning in 
forestty and agriculttire, see Chapter 25.) 

• Market research: Marlcet research is an important 
analytical method in program design. Marlcet research 
gathers information from prospective consumers of a 
particular product or service through focus groups, 
survey techniques, product testing, and so forth. 

• Monitoring and evaluation: Mitigation programs 
and projects should be monitored and evaluated for 
their actual costs and impacts. The methods used 
often are the same used to assess a program or project 
in the first place, such as cost-effectiveness analysis 
and surveys. The Icey difference is the need to estab
hsh a monitoring and evaluation system during pro
gram or project design. This information can help 
determine whether initial objectives or targets are 
being achieved, how the program or project can be 
redesigned to improve resuhs, and how future pro
jects should be designed. 

• Options identification: Many different mitigation 
options are available, as this report demonstrates. The 
analyst needs to identify those options that are most 
likely to suit the needs and conditions of his or her 
countty. Typically, options are screened against a 
series of criteria such as technological maturity, com
mercial availability, and technical performance. 
Information on potentially suitable options can come 
from case studies, literature reviews, general opportu-
lüty studies, and the judgment of speciaUzed experts. 

• Options characterization: Once data have been 
obtained on specific mitigation options, a system is 
needed for characterizing options to ensure that the 
data obtained can provide usable information. A vari
ety of methods are available to analysts, including 
cost curve analysis, estimates of tons of GHG avoid
ed, and engineering assessments. 

27.7. Conclusions 

The information in this chapter and the accompanying techni
cal documents provide a cross-section of the large body of 
knowledge and experience available to analyze mitigation 
options. The information demonsttates that: 

• Methods are available to analysts and decisionmakers 
at different levels of govemment to assess technology 
and policy options to mitigate GHGs from all signifi
cant sources, as well as their sequestration by sinks. 
These methods address the energy, industiy, ttans
portation, agriculture, and forestry sectors. 

• Analytical, techtücal, and institutional resources are 
available from many multilateral and bilateral orga
nizations to assist developing countties and countries 
with economies in transition in assessing mitigation 
options and strategies. Other economic development 
assistance programs that support investment deci
sions in energy production and end-use efficiency, 
forestry management, ttansportation, and agriculture 
also may demonstrate ancillary GHG emission miti
gation benefits. 

• Mitigation analyses have been and are being applied 
in developed, developing, and ttansitional-economy 
countries. These experiences demonsttate that appro
priate mitigation assessment methods can be applied 
to meet the individual needs and conditions of all 
countries. 

As a resuh of the available information and the many mtema-
tional and national efforts to assess projects, programs, and 
national mitigation strategies—as described in more detail 
below—it is possible to conclude that: 

• The availability of mitigation methods and assis
tance enables all countries to develop strategies 
and evaluate programs and projects that support 
national economic, social, and institutional devel
opment goals and can slow the rate of growth in 
GHG emissions. The process of conducting a mit
igation options assessment presents challenges to 
all countries. Projects identified in assessments 
may be difficult to implement because of a variety 
of economic, social, and institutional barriers in all 
countries. 

• Development and application of mitigation assess
ment methods in all sectors and at all levels is an 
ongoing effort that will result in further improvements 
in the tools and the capabilities of countries to assess 
mitigation options. The IPCC, in coordination with 
other multilateral institutions, could accelerate the 
dissemination of selected information on assessment 
methods through seminars, workshops, and educa
tional materials. 

Methods are available for assessing mitigation options: The 
total body of information and other resources available inter
nationally on analytical methods is indeed extensive: 

• The technical report accompanying this chapter iden
tifies more than 40 often-used methods for analyzing 
mitigation options. Many more exist that can address 
specific issues or adapt to different levels of analyti
cal capability. The technical report also provides 
countries with approaches for organizing a mitigation 
options assessment, from identifying national goals to 
estimating the costs of specific technology options. 
As with specific analytical methods, assessment 
processes can take many different forms, depending 
on the country's needs and conditions. 
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• From the accompanying appendices, countries also 
can obtain: 
- More detailed information on the actual applica

tion of many of the key methods, including infor
mation on appropriate uses for the different 
methods, potential pitfaUs, and where to obtain 
further assistance 

- See how mitigation options analyses have been 
conducted in four case studies, ranging from 
actual experiences with mitigation costing tech
niques to the ntitigation planning process of an 
individual developing country 

- Obtain step-by-step instructions in developing a 
mitigation plan using a well-defined set of ana
lytical tools and planning approaches 

- Learn about the many mitigation assessment 
activities being conducted by other countries and 
international institutions. 

Analytical and technical resources are available to support 
mitigation analysis. Experience, demonstrates that methods 
are available and appropriate: The fact that mitigation analy
ses are being conducted in many types of countries and that 
resources are available to assist countries with their needs is 
demonstiated by the following: 

• The United Nations Environment Programme 
(UNEP) and the United Nations Development 
Programme (UNDP) provide support to about twenty-
nine developing countries to coordinate climate coun
try studies that include mitigation options assess
ments. Additional countries are expected to be added. 
The assessments developed through these studies will 
provide models of different mitigation strategies, 
including least-cost mitigation sttategies, that other 
countries will be able to follow. 

• The UK, Germany, the Netherlands, and the United 
States together will have supported more than seventy-
five climate country studies in developing countties 
and countries with economies in ttansition. (The total 
number of countiies involved is somewhat fewer due to 
overlap.) Many of these studies are developing mitiga
tion sttategies as one component. It is also noteworthy 
that a number of the studies place significant emphasis 
on developing local institutional and analytical capabil
ities to assess and implement ntitigation options. 

• The pilot phase of the Global Environment Facility 
aUocated about $250 miltion for more than thirty 
global-warming mitigation projects. These funds 
were leveraged with additional World Bank and bilat
eral assistance funds. These projects will soon begin 
to yield a wealth of information and practical experi
ence with different approaches to mitigating GHGs. 

27.8. Obtaining a Copy of the Guidelines 

Means to obtain the full guidetines appendix follow: 

U.S. Environmental Protection Agency 
Climate Policy and Programs Division 
401 M Stteet, NW 
Suite 2122 
Washington, DC 20460 
Attention: Michael Adler 
202.260.9013 (voice) • 202.260.6405 (fax) 
adler.michael @ epamail.epa.gov (e-mail) 
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28.1. Introduction 

The inventory is a database containing information on tech
nologies, methods, and practices that can help to limit emissions 
of greenhouse gases. The inventory contains information on 
performance characteristics and applications, capital and oper
ating costs, envh-onmental characteristics (including emissions 
of greenhouse gases), and infrastructure requirements. The 
information is compiled in a two-page, standardized format for 
each technology. The inventory contains information on 105 
technologies, including energy supply technologies (44), ener
gy end-use technologies (47), agricultural and forestry practices 
(12), and other techniques (2). Table 28-1 hsts all the technolo
gies in the inventory. The inventory is pubhshed as an appendix 
volume to the Second Assessment Report. 

The rationale for the inventory is straightforward. As the glob
al climate change debate shifts toward studying the need for 
action, it is increasingly important for energy and environmen
tal planners to have access to technical and economic informa
tion on the options that are available to reduce emissions and 
mitigate chmate change. This information should be current, 
consistent, reliable, and widely available. In some countries, 
very good technology data and sophisticated analytical tools 
already exist. Often, however, information available from 
national or regional studies cannot be directly compared or 
adapted to new conditions because it has been collected in dif
ferent formats or is based on different assumptions. Some 
countries, particularly developing and newly industriahzing 
countries, lack sufficient resources to explore the benefits of 
these technologies on their own. In these cases, planners may 
rely on data of uncertain provenance, which can lead to unbal
anced assessments of technology options, questionable data 
quality, and, ultimately, poorly informed investments. The 
need for wide access to a standardized data set drove the 
assembly of this inventory. 

The inventory is designed for use by planners and analysts 
needing to evaluate options for reducing greenhouse gas emis
sions that are potentially attractive for near- and medium-term 
apphcations (say, the next 5-15 years). Some applications for 
which the inventory would be well suited are: 

• Selection of technological options for use in different 
parts of the world 

• National or regional economic development planning 
• National or regional studies of greenhouse-gas emis

sion reduction policies 
• Macroeconomic analyses of large-scale climate change 

mitigation policies. 

Although the inventory can be of value in prescreening tech
nological options for specific applications, it is not intended to 
support the following types of studies: 

• Engineering design or installation studies 
• Site-specific applications 
• Detailed technology transfer evaluations. 

The inventory does not make any recommendations concem
ing specific types of technological systems or vendors. 

Information on experience with advanced technologies in 
industriahzed countries has been supplemented with informa
tion on applications of these technologies in developing coun
tries. As the inventory develops, the aim is to increasingly 
make it a global resource and make its ownership world-wide. 
In the interim, users may replace inappropriate data elements 
with countty-specific information that meets their local needs. 
In the longer term, the inventory will be made available to 
users in a computerized version. The software will provide 
guidance and data to permit conversion of data elements, espe
cially costs, to local conditions. The inventory will be 
improved and extended in the future as a result of applications 
studies, such as the U.S. Country Studies Program, and gov
emment reviews of the material presently included. These 
additional items will include greater regional discrimination of 
data ranges, efficiencies achieved in recent practice, and com
parative indications of development status. 

The following section includes three examples illustrating the 
type of information contained in the inventory. The format of 
information for each technology in the inventory follows the 
outiine provided in Table 28-2. 

28.2. Emission Reduction Technologies 

Carbon dioxide is emitted in large quantities by human activi
ties, mostly as a resuh of combustion of fossil fuels and vege
tation. Many techniques have been demonstrated to Umit emis
sions of carbon dioxide from fuel-buming activities by improv
ing the efficiency with which stored energy is converted to use
ful energy. The inventory characterizes many such approaches 
that have higher energy supply efficiencies than conventional 
systems. These approaches cover direct energy production in 
the industrial sector, as well as electricity generation, transmis
sion, and distribution. Some of the technologies described are 
particularly suitable for the kinds of fuel resources, energy 
demands, and infrastmcture found in developing countties. 
Appropriate technologies for developing countries, such as 
efficient cook stoves, are included in the inventory. 
Additionally, energy supply technologies that can replace fuel-
buming technologies and essentially eliminate the direct pro
duction of carbon dioxide are described. Emphasis is placed on 
renewable energy suppUes (biomass, solar, hydro, and wind 
energy). However, because some industtializing countries are 
considering nuclear energy as an option to meet electricity 
demand without adding to carbon dioxide emissions, several 
advanced nuclear energy options are included. 

A range of technologies can improve the efficiency with which 
energy is consumed in various applications. Energy end-use 
technologies for buildings, transportation, and industty are 
included. Many of these technologies can provide substantial 
improvements in energy efficiency over conventional 
approaches, and the capital investments often can be recovered 



848 Inventory of Technologies, Methods, and P r a c t i c e s 

Table 28-1: List of technologies contained in the inventory. 

A. Energy Supply—Fossil Fuel Technologies 
A. 1 Atmospheric Fluidized-Bed Combustion (AFBC) 
A.2 Coal Beneficiation 
A.3 Coal-Water Mixtures 
A.4 Combined Cycle 
A.5 Combustion Turbines 
A.6 Diesel Cogeneration 
A.7 Fuel Cells 
A.8 Industrial Cogeneration 
A.9 Gas/Oil-Fired Steam Units 
A. 10 Integrated Gasification Combined Cycle (IGCC) 
A. 11 Inter-cooled Steam Injected Gas Turbine (ISTIG/STIG) 
A. 12 Pressurized Fluidized-Bed Combustion (PFBC) 
A. 13 Pulverized Coal-Fked Power Plant 
A. 14 Slagging Combustors 
A.15 Oil and Natural Gas: Reduced Venting and Flaring of 

Gas during Production 
A. 16 Oil and Natural Gas: Improved Compressor Operations 
A. 17 Oil and Natural Gas: Improved Leak Detection and 

Pipeline Repair 
A. 18 Oil and Natirral Gas: Low-Emission Technologies and 

Practices 
A. 19 Coal Mining: Enhanced Gob Well Recovery 
A.20 Coal Mining: Pre-Mining Degasification 
A. 21 Coal Mining: Integrated Recovery 

B. Energy Supply—Renewable Energy Technologies 
B . l Biomass-Fired Power Generation 
B.2 Flat-Plate Photovoltalcs 
B.3 Geothermal Electric 
B.4 Municipal Solid Waste (MSW) Mass Bum 
B.5 Pelletized Biomass Combustion 
B.6 Biogas by Anaerobic Digestion 
B.7 Small-Scale Hydro 
B.8 Solar Ponds 
В .9 Solar Thermal Electric-Parabolic Trough 
В. 10 Solar Thermal Electiic-Central Receiver 
В. 11 Solar Thermal Electiic-Parabolic Dish/Stirling Engine 
B.12 Wind Energy Conversion Systems 
B.13 Tidal Energy 
В. 14 Ocean Wave Energy 
B. l5 Landfills: Gas Recovery and Utilization Techniques 

C. Energy Supply—Nuclear Technologies 
C. 1 Light Water Reactors 
C.2 Heavy Water Reactors 
C.3 Liquid Metal Fast Reactors 
C. 4 Gas-Cooled Reactors 

D. Energy Supply—^Energy Transfer Technologies 
D. 1 Efficient Electrical Transformers 
D.2 Electric Transmission and Distribution Systems 
D.3 Thermal Energy Storage Systems 
D. 4 High-Voltage Dtiect-Current Transmission 

E. Energy End-Use—Transportation Technologies 
E. l Advanced Signalization 
E.2 Battery Electric Vehicles (EVs) 
E.3 Compressed Natural Gas (CNG) Vehicles 
E.4 Continuously Variable Transmission (CVT) 
E.5 Direct-Injection Diesel Engines 
E.6 Efficient Jet Aircraft 
E.7 Efficient Tires 
E.8 Ethanol Vehicles 

E.9 Fuel-Cell Electric Vehicles (FCVs) 
E.IO Two-Sttoke Spark-Ignition Engines 
E. 11 Urban Transit Systems 

F. Energy End-Use—Buildings Technologies 
F. 1 Adjustable Speed Elechic Motor Drives 
F.2 Advanced Insulation: Gas Filled Panels 
F.3 Compact Fluorescent Lights 
F.4 Electtonic Ballasts 
F.5 Efficient Electiic Motors 
F.6 Efficient Refrigerators 
F.7 Energy Management Systems (EMS) 
F.8 Glazing: Daylight Conttol 
F.9 Glazing: Insulating 
F.IO Glazing: Solar Conttol 
F . l l Glazing: Switchable 
F. 12 Heat Pump Water Heaters 
F. 13 High-Albedo Materials 
F.14 Landscaping 
F.15 Lighting Controls 
F. 16 Room Air Conditioners (Window-Type) 
F. 17 Solar Domestic Water Heaters 
F. 18 Efficient Cooking Stoves 

G. Energy End-Use—Industrial Technologies 
G. 1 Anaerobic Biological Treatment of Waste 
G.2 Biofilttation of Gases 
G.3 Cement Particle High-Efficiency Air Classifiers 
G.4 Cerantic Recuperators 
G.5 Continuous Pulp Digesters 
G.6 Continuous Steel Casters 
G.7 Distillation Control Systems 
G.8 Electiic Motors Variable Speed Drives—Industrial 
G.9 Gas Membrane Separators 
G. 10 Heat Exchanger Enhancement Techniques 
G. 11 High-Efficiency Welding Power Supply 
G. 12 Mechanical Dewatering 
G. 13 Metal Parts Cleaning 
G. 14 Pinch Technology 
G. 15 Pipe Cross Reactors 
G. 16 Plating Waste Concenttators 
G.17 Pulse Combustion Boilers 
G. 18 Textile Dyeing Vacuum System 

H. Agricultural and Forestry Practices 
H.1 
H.2 
H.3 
H.4 
H.5 

H.6 
H.7 

H.8 
H.9 
H.IO 
H . l l 
H.12 

Reduction in Use of Nittogen Fertilizer and Animal Manure 
Reduction in Tillage of Agricultural Soils 
Reforestation/Afforestation and Prevention of Deforestation 
Increasing EfficiencyAntensity of Forest Management 
Substitution of Fossil Fuels with Sustainably-Grown 
Fuelwood 
Increasing Agroforestry Endeavors 
Livestock: Improved Nutrition/Mechanical and 
Chemical Feed Processing 
Livestock: Improved Nutrition/Sttategic Supplementation 
Livestock: Production-Enhancing Agents 
Livestock Manure: Covered Lagoons 
Livestock Manure: Small-Scale Digesters 
Livestock Manure: Large-Scale Digesters 

I. Other Techniques 
1.1 Landfills: Reducing LandfiUing of Waste 
1.2 Wastewater Treatment 
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Table 28-2: Data elements contained in the inventory. 

General Characteristics 
Sector 
Apphcations 
Typical Size 
Design Fuels 
Performance Measure 
Design Lifetime 
Construction Time 
Development Status 

Cost Information 
Source and Year 
Capital and Installation Cost 
Nonfuel Operating Cost 
Fuel Cost 

Environmental Characteristics 
Waste Streams 
Air Emissions 
Greenhouse Gas Emissions 
Site-Specific Issues 
Retrofit Potendal 

Infrastructure Requirements 
Operating Personnel 
Maintenance Personnel 
Infrastructure Needs 

References 

rapidly through energy cost savings and lower operating and 
maintenance costs. Improved products or better energy ser
vices often are ancillary benefits. In many cases, the technolo
gies are easily transferred to developing countries and simple 
to install and use. The reduction in greenhouse gas emissions 
that can be gained through the use of higher efficiency end-use 
technologies depends on the type of fuel used to produce the 
displaced energy and the efficiency of die primary energy con
version process. 

Although research is underway on a variety of techniques for 
capturing carbon dioxide once it has been produced and then 
utilizing it or disposing of it, such systems are not included in 
this inventory because they are not hkely to be of significant 
commercial potential in the near- to medium-term time frame 
of this inventory. 

Methane is emitted from a diverse set of human-related activi
ties that currentiy represent about 70% of global emissions. 
Importantiy, methane emissions from these activities represent 
the waste of a valuable fuel; the methane often can be recovered 
under conditions where the saved fuel justifies the investment. 
Sixteen currently available technologies and practices are iden
tified and characterized in the inventory. These technologies 
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and practices have been demonstrated to use otherwise wasted 
methane profitably, have been implemented to some extent 
already, and could be implemented on a much more widespread 
basis. They are economically viable under a range of condi
tions, represent different levels of technical complexity and cap
ital needs, and should be adaptable to a wide variety of country 
conditions. Furthermore, these technologies and practices are 
generally attiactive options because of the many other benefits 
that they provide—benefits that are consistent with the devel
opment goals of many countries. 

The inventory contains characterizations for a range of major 
methane sources that spans energy and agricultural activities 
covering about 70% of anthropogenic emissions: natural gas 
systems, coal mining, waste disposal, wastewater ti-eatment, 
and domesticated hvestock. Efforts still are required to devel
op and demonstrate options for reducing methane emissions 
from rice cultivation and biomass buming, and therefore these 
methane sources are not reflected in the inventory at present. 
The latest research efforts in these areas have been document
ed by the U.S./Japan Working Group on Methane (1992). 

28.2.1. Example I : Energy Supply—Fossu Fuel Technohgies 

Pressurized Fluidized-Bed C o m b u s t i o n 

Pressurized fluidized-bed combustion (PFBC) is an advanced 
technology for buming coal that offers high thermal efficiency 
and low environmental emissions. The system operates at pres
sures of 6-16 atmospheres and typically utilizes smaller combus
tion chambers than a conventional fumace because of its more 
efficient steam production. Due to its high thermal efficiency, 
PFBC can reduce the quantity of carbon dioxide emitted per unit 
of energy produced. Therefore, it is a potentially useful technolo
gy for mitigating emissions generated m the production of elec
tricity. The inventory identifies the anticipated size of commercial 
PFBC units (200-400 MW^), dieh application (electiic power 
generation), and the fuels tiiat can be used. Performance mea
sures of the technology are provided m terms of the operating 
thermal efficiency of curtent demonsttation plants (33-42%) and 
of projected second-generation plants (45-50%). 

The capital cost of current demonstration plants ($1900-
$32(Ю/kW) is compared with the expected costs of a mature, 
commercial unit (about $15(Ю/kW) and a second-generation 
plant (about $1000/kW). Nonfuel operating and maintenance 
costs range between 2.0 and 2.50/kWh. Fuel costs can range 
anywhere between 2.2 and 34(i/kWh, depending on the type of 
fuel chosen. The environmental performance of PFBC is very 
good; it generates relatively small quantities of solid waste, 
which can be safely landfilled or sold as a byproduct, and it pro
duces low emissions of sulfur dioxide and nittogen oxides. Most 
importantiy for global climate change, entissions of carbon diox
ide are estimated to be in the range of 930-1060 g C02/kWh, 
lower than conventional pulverized coal plants. Labor require
ments to operate a PFBC plant (25-89, dependmg on size) and 
to maintain it (40-60) are presented, together with relevant 
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information on infrastracture requirements, such as the need for 
connection to an electricity transmission grid. 

2 8 . 2 . 2 . Example 2: Energy End-Use Technologies 

Compact Fluorescent Lights 

Compact fluorescent lights are three to four times more energy 
efficient than incandescent bulbs and last ten times as long. 
They can therefore reduce the amount of electricity required to 
deliver a given amount of lighting. The reduction in carbon 
dioxide emissions will depend on the fuel used to generate the 
electticity. Compact fluorescent units are available with screw-
in adaptors for use in incandescent lamp fixtures or as dedicat
ed fixtures. Compact fluorescents also are available as inte
grated lamp/ballast/adapter units; however, since the ballasts 
typically outiive the lamps, integration of baUast and lamp 
results in the ballast being discarded before the end of its use
ful life. Lower wattage twin tubes cost about $5 per lamp. The 
more luminous quad tubes cost about $9 per lamp. Integrated 
units cost about $15-25 per lamp. Utility rebates in the range 
of $4-15 per lamp typically are available in the U.S. 

Compact fluorescent lights are slightly bigger and heavier than 
incandescent bulbs. Thus, they may not be a suitable replace
ment in every application. Performance suffers in tight fix
tures, and under-Ut spaces may result if thermal effects are not 
considered in system planning. Preheat lamps have a 1- to 2-
second delay before lighting, although rapid-start systems are 
becoming available. 

2 8 . 2 . 3 . Example 3: Energy Supply—Renewable 
Energy Technologies 

Landfills: Gas Recovery and Utilization Techniques 

Recovering gas from landfills reduces methane emissions and 
allows the energy value of the recovered methane to be used 
profitably. The recovery technologies are relatively sttaightfor-
ward: Gas wells are drilled into an area of disposed waste, and 
collection systems are installed. These systems typically recov
er 50-85% of the gas generated. The recovered gas is about 
50% methane, a medium-Btu fuel. It typically requires some 
processing to remove particulate matter, water, and corrosive 
compounds. The costs of the technology depend on the costs 
for recovery systems, labor, and utilization systems. Landfill 
gas recovery provides additional benefits in the form of 
reduced explosion hazard and protection of local air and water 
quality. The best opportunities are for large waste-disposal 
sites that have a nearby demand for medium-quality fuel. 

28.3. Other Technology Inventories 

Several other initiatives are under way aimed at gathering and dis
seminating mformation on technologies for limitmg greenhouse 

gas emissions or increasing greenhouse gas uptake. Efforts will be 
made to coordinate this inventory with these other systems. 

The Environmentally Compatible Energy Strategies (ECS) 
Project at the International Institute for Applied Systems 
Analysis in Laxenburg, Austria, has developed a comprehen
sive inventory of technological options for mitigating and 
adapting to possible global warming (Schafer et a i , 1992). The 
supporting data base, C02DB, contains detailed descriptions 
of the technical, economic, and environmental performance of 
approximately four hundred technologies. Efficiency improve
ments, conservation, enhanced use of low-carbon fuels, car
bon-free sources of energy, afforestation, and enhancement of 
carbon sinks are included. 

At the Forschungszentram Julich GmbH in Germany, the 
IKARUS Project has been involved in the development of 
computer models and a database for comparing strategies for 
reducing the energy-related emissions of greenhouse gases, 
particularly carbon dioxide (Katscher, 1993). The technology 
database in the IKARUS system contains basic technical, eco
nomic, and environmental data on individual technologies that 
can be used to constract technology chains and feed to sector-
specific simulation models. The goal is to be able to assess mit
igation possibilities for the German energy system in 1989, 
2005, and 2020. 

The Intemational Energy Agency (lEA) has two related activi
ties. The lEA established the Centre for the Analysis and 
Dissemination of Demonstrated Energy Technologies (CAD-
DET), an Implementing Agreement that offers an international 
network to exchange information on demonstrations of energy-
saving end-use technologies for all energy consumers (lEA, 
1991). CADDET maintains The CADDET Register, a comput
erized database providing information on intemational energy 
demonstiation projects. Also, the lEA has implemented the 
Energy Technology Systems Analysis Programme (ETSAP), 
an Implementing Agreement that also distributes technology 
information to lEA member countries (lEA, 1992). 

An interagency joint project on databases and methodologies 
for comparative assessment of different energy sources for 
electiicity generation (DECADES) has been estabhshed by the 
Intemational Atomic Energy Agency (IAEA), in collaboration 
with several other intemational organizations, with the objec
tive of enhancing capabilities for incorporating health and 
environmental issues in the comparative assessment of differ
ent electricity generation chains and sttategies (IAEA, 1995). 
The DECADES project includes a technology inventory that 
characterizes energy chains for electricity generation from fuel 
exttaction to waste management, as well as an information sys
tem that provides user-oriented access to electtonic databases. 

28.4. Obtaining a Copy of the Inventory 

Copies of the inventory may be obtained by contacting the 
Convening Lead Author or through the U.S. Country Studies 
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Program. The Convening Lead Author may be contacted at the 
following address: 

Argonne National Laboratory 
Decision and Information Sciences Division, DIS/900 
9700 South Cass Avenue 
Argonne, Illinois 60439-4832 
USA 
708.252.3448 (voice) • 708.252.3206 (fax) 
stieetsd@smtplink.dis.anl.gov (e-mail). 
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Appendix В 

GLOSSARY OF TERMS 

acclimatization 

physiological adaptation to climatic variations 

active layer 
the top layer of soil in permafrost that is subjected to 
seasonal freezing and thawing 
adaptability 
the degree to which adjustments are possible in practices, 
processes, or structures of systems to projected or actual 
changes of climate; adaptation can be spontaneous or 
planned, and can be carried out in response to or in 
anticipation of changes in conditions 

afforestation 
forest stands established artificially on lands that previously 
have not supported forests for more than 50 years 

agroclimatic 
climatic conditions as they relate to agricultural production; 
discrete set of zones each of which identifies areas capable 
of like types and levels of agricultural production 

airshed 
the mass of air associated with a usually enclosed or 
otherwise bounded area, like a cove or valley 

albedo 

the surface reflectivity of the globe 

algal blooms 

a reproductive explosion of algae in a lake, river, or ocean 

alpine 
the biogeographic zone made up of slopes above timberline 
and characterized by the presence of rosette-forming 
herbaceous plants and low shrubby slow-growing woody 
plants 
anaerobic 

living, active, or occurring in the absence of free oxygen 

anaerobic digestion 

fermentation processes conducted in the absence of oxygen 

anthropogenic 
caused or produced by humans 

anticyclone system 
a system of winds that rotates about a center of high atmos
pheric pressure (clockwise in the Northem Hemisphere and 
counterclockwise in the Southem Hemisphere) 

aquifer 

a stratum of permeable rock that bears water 

arbovirus 
any of various vhuses transmitted by arthropods and includ
ing the causative agents of dengue fever, yellow fever, and 
some encephalitis 
arid lands 

ecosystems with <250 mm precipitation per year 

autonomous adaptation 

adaptation that occurs without specific human intervention 

bagasse 
the dry, fibrous residue remaining after the extraction of 
juice from the crashed stalks of sugar cane; used as a source 
of cellulose for some paper products and as a source of 
energy 
ballast 
a device that takes electricity from the line and transforms 
that electricity to the proper current and voltage for starting 
and operating a fluorescent lamp 
baseline scenario 
the set of predicted levels of economic growth, energy 
production and consumption, and greenhouse gas emissions 
assumed as the starting point for an analysis of mitigation 
options 

baseload 
that part of total energy demand that does not vary over a 
given period 

biodiversity 
the number of different species or functional groups of flora 
and fauna found in an area or ecosystem 

biofuels 
fuels obtained as a product of biomass conversion (e.g., 
alcohol or gasohol) 
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biogas 
a gas composed principally of a mixture of methane and 
carbon dioxide produced by anaerobic digestion of biomass 

biogeography 

the study of the geographical distribution of living organisms 

biomass 
the total quantity of hving matter in a particular habitat; 
plant and organic waste materials used as fuel and feedstock 
in place of fossil fuels 
biome 
a grouping of similar plant and animal communities into 
broad landscape units that occur under similar 
environmental conditions 

bottom-up modeling 
a modeling approach diat arrives at economic conclusions 
from an analysis of the effect of changes in specific parame
ters on narrow parts of the total system 

breeder reactor 
a reactor that produces from a non-fissile material a fissile 
material (e.g., plutonium) identical to the one it consumes 
and in greater quantity (i.e., the ratio of fissile material by 
material consumed is greater than unity) 

building stocI( 
the residential and/or commercial structures extant in a 
society or a geographic area 

busbar 
conductor for collecting and distributing electric current; 
frequently used to denote electricity generation output, 
capacity, or generating costs of power plants at output or 
capacity rates of electricity delivered to the busbar 

C3 plants 
plants that produce a three-carbon compound during photo
synthesis, including most tiees and agricultural crops such 
as rice, wheat, soybeans, potatoes, and vegetables 

C4 plants 
plants that produce a four-carbon compound during photo
synthesis; mainly of tropical origin, including grasses and 
the agriculturally important crops maize, sugar cane, millet, 
and sorghum 

calcining 
the heating of calcium carbonate to high temperatures to 
thermally decompose it into carbon dioxide and calcium 
oxide 

calving 
the breaking away of a mass of ice from a floating glacier, 
ice front, or iceberg 

CAM 
variant of the C4 photosynthetic pathway in which most gas 
exchange occurs at night; occurs primarily in succulents 
(e.g., cacti) 

carbon intensity 

C O 2 emissions per unit of energy or economic output 

carbon sequestration 
the biochemical process through which carbon in the atmos
phere is absorbed by biomass such as tiees, soils, and crops 
carbon sinlcs 

chemical processes that absorb carbon dioxide 

carbon stoclcs 

the amount of carbon that is stored in carbon sinks 

carbon tax 
a levy exacted by a govemment on the use of carbon-
containing fuels for the рифове of influencing human 
behavior (specifically economic behavior) to use less fossil 
fuels 
carrying capacity 
the number of individuals in a population that the resources 
of a habitat can support 
catchment 

area having a common outlet for its surface ranoif 

catotelm 
the layers of peat generally not subjected to oxic conditions; 
also called peat proper 
Chagas' disease 
a parasitic disease caused by the Trypanosoma cruzi and 
ttansmitted by ttiatomine bugs in the Americas, with two 
clinical periods: Acute (fever, swelling of the spleen, 
edemas) and chronic (heart disorder that may produce high 
fatality, or digestive syndrome) 

CO2 fertilization 
the enhancement of plant growth as a result of elevated 
atmospheric C O 2 concentration 

coefficient of performance 
the ratio of useful thermal energy output per unit of energy 
input; a measure of the thermal efficiency of an energy-
conversion device 

cogeneration 
production of electricity and heat, both as main output, 
by a combined process (combined heat and power) from 
energy sources (e.g., from coal, oil, gas, or nuclear power) 
in an installation such as a thermal plant or block heating 
station 
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combined cycle 
electricity generation using one or more gas-turbine genera
tor units whose exhaust gases are fed to a waste-heat boiler, 
which may or may not have a supplementary burner; the 
steam raised by the boiler is used to drive one or more 
steam-turbine generator units 

communicable disease 
infectious disease caused by transmission of an infective 
biological agent (virus, bacterium, protozoan, or multicellu
lar macroparasite) 

consumer surplus 
a measure of the value of consumption beyond the price 
paid for the goods 

converter reactor 
a device in which a self-sustaining nuclear fission chain 
reaction can be maintained and controlled (fission reactor) 

cryosphere 

all global snow, ice, and permafrost 

decarbonization 

reduction of carbon intensity of an energy process or a system 

demand-side management 
any activity designed to alter the customer's timing or use 
of electricity, natural gas, or other energy form; such actions 
are designed to control the demand upon that utility by 
manipulating the consumers' use of electricity to limit elec
tricity usage during peak periods, shift usage from demand 
peaks to demand valleys, build load, conserve overall ener
gy usage, and/or otherwise change the demand placed upon 
the utility 
dematerialization 
decreasing the amount of a material employed in a product 
by employing a design that exercises economy in material 
usage or by substituting a lighter material for the original 
Dengue fever 
an infectious viral disease spread by mosquitoes, the first 
infection of which is often called breakbone fever and is 
characterized by severe pain in joints and back, fever, and 
rash; a subsequent infection is usually characterized by 
fever, bleeding from bodily orifices, and sometimes 
death 

desert 

an ecosystem with <100 mm precipitation per year 

diapause 
period of suspended growth or development and reduced 
metaboUsm in the Ufe cycle of many insects, when organism 
is more resistant to unfavorable environmental conditions 
than in other periods 

digestor 
a tank designed for the anaerobic fermentation of biomass; a 
vessel in which substances are softened or decomposed, 
usually for furtiier processing 

disposable income 
the amount of income available for consumers to spend on 
discretionary items 

dissolved load 
the amount of particles in a stieam or other water source 
that arises as a result of erosion 

district heat 
thermal energy transmitted through pipelines in the form of 
heated water or steam to point of consumption 

diurnal climate 
a climate with uniform amplitudes of temperature through
out the year 

econometric 
an approach to studying a problem through use of mathe
matical and statistical methods in the field of economics to 
develop and verify theories 

economies in transition 
national economies that are moving from a period of heavy 
government control toward lessened intervention, increased 
privatization, and greater use of competition 

ecotax 
a levy exacted by a government for the риф08е of influenc
ing human behavior (specifically economic behavior) to fol
low an ecologically benign path 

ecotone 
transition area between adjacent ecological communities 
(e.g., between forests and grasslands), usually involving 
competition between organisms common to both 

ecotopic 

tendency or involving adjustinent to specific habitat conditions 

edaphic 

of or relating to the soil; factors inherent in the soil 

El Niño 
an irregular variation of ocean current tiiat, firom January to 
February, flows off the west coast of South America, carrymg 
warm, low-salinity, nutrient-poor water to die south; does not 
usuaUy extend farther than a few degrees south of die Equator, 
but occasionaUy it does penétrate beyond 12°S, displacing die 
relatively cold Peruvian current; usuaUy short-Uved effects, but 
sometimes last more Üian a year, raisuig sea-surface temperatures 
along die coast of Реш and in die equatorial eastem Pacific 
Ocean, having disastious effects on marine Ufe and fishing 
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embodied energy 
the energy (natural gas, oil, coal, etc.) that is required to 
produce a manufactured good and that is thereby included in 
the finished product or service 

emission factor 
a coefficient that relates actual emissions to activity data as 
a standard rate of emission per unit of activity 

endemic infection 
a sustained, relatively stable, pattern of infection within a 
specified population 

energy conversion 

energy transformation with a change in the form of energy 

energy efficiency 
ratio of energy output of a conversion process or of a system 
to its energy input; also known as first-law efficiency 
energy intensity 
ratio between the consumption of energy to a given quanti
ty; usually refers to the amount of primary or final energy 
consumed per unit of gross domestic or national product 

energy service 
the application of useful energy to tasks desired by the con
sumer such as transportation, a warm room, or light 

energy transformation 
production of energy involving no change in the physical 
state of the form of energy 

engineering cost 
the direct materials and labor costs associated with projects; 
these estimates are used in assessments of the economic fea
sibility of mitigation projects 

enhanced oil recovery 
advanced methods for recovering oil from reservoirs in 
addition to that recoverable by conventional primary and 
secondary recovery methods; enables larger proportion of 
oil in s i t u to be exploited from a reservoir 

enthalpy 

energy content per unit mass 

epidemic 
appearance of an abnormally high number of cases of infec
tion in a given population; can also refer to noninfectious 
diseases (e.g., heart disease) or to acute events such as 
chemical toxicity 
eutrophication 
the process by which a body of water (often shallow) 
becomes (either naturally or by pollution) rich in dissolved 
nutrients with a seasonal deficiency in dissolved oxygen 

évapotranspiration 
loss of water from the soil both by evaporation from the sur
face and tianspiration from the plants growing thereon 

exergy 
the maximum amount of energy that under given (ambient) 
thermodynamic conditions can be converted into any other 
form or energy; also known as availability or work potential 

exergy efficiency 
the ratio of (theoretical) minimum exergy input to actual input 
of a process or a system; also known as second-law efficiency 

fallow 

land left unseeded after plowing; uncultivated 

fast ice 
sea or lake ice that remains tied to the coast (usually less 
than 2 m above sea level) 
feedbaclc 
when one variable in a system triggers changes in a second 
variable that in turn ultimately affects the original; a posi
tive feedback intensifies the effect, and a negative reduces 
the effect 

feedstoclt 
raw material (e.g., oil products or natural gas) used as input 
into industrial processes for manufacturing of materials or 
consumer goods (e.g., plastics, fertilizer, etc.); energy feed
stocks are often included in total energy consumption even 
though they represent so-called non-energy consumption 

final energy 
the energy supplied to the consumer to be converted to useful 
energy (e.g., electricity at the socket, gasoline at die service 
station, or fuelwood in the bam); sometimes also called avail
able energy, but the term should be avoided due to possible 
confusion with availability or exergy 

first-law efficiency 
see energy efficiency 

fiuidized bed 
a bed of fuel and non-combustible particles set in vigorous, 
turbulent motion by the combustion ah- blowmg upward 
throughout the bed; tiie non-combustible particles are general
ly coal ash or a sulfur-absorbent (acceptor) such as limestone 

fluidized bed combustion 
a method of buming a fuel with non-combustible particles 
in a state of suspension by the upward flow of die combus
tion air through the fluidized bed 

fly-ash 
the mineral content of coal released as particulate matter 
upon its combustion 
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food calorie 
1000 (technical) calories 

forest 
an ecosystem m which the dominant plants are trees; woodlands 
are distinguished from forests by their lower density of trees 

forestation 
generic term for establishing forest stands by reforestation 
and afforestation 

forest decline 

premature, progressive loss of free and stand vigor and health 

frazil ice 

fine spicules or plates of ice in suspension in water 

fuel cells 
devices for the conversion of chemical energy to electrical 
energy 
general equilibrium analysis 
an approach that considers simultaneously all the markets in 
an economy, allowing for feedback effects between individ
ual markets 
geomorphic 

of or related to the form of the Earth or its surfaces 

germ plasm 
the reproductive cells of an organism, in particular the por
tion of the cells involved in heredity 
greenhouse gas 

any gas that absorbs infrared radiation in the atmosphere 

gross primary production 

the amount of carbon fixed in photosynthesis by plants 

ground ice 

ice present within rock, sediments, or soil 

groundwater recharge 
process by which external water is added to the zone of sat
uration of an aquifer, either directiy into a formation or indi
rectly by way of another formation 
halocarbons 
chemicals containing carbon and members of the halogen 
family 
heat cascading 
process integration aimed at effectively utUizing thermal 
energy at aU temperature levels by successively using waste 
heat from higher temperature processes as heat sources for 
lower temperature ones; also applicable to cold sources at 
below-ambient temperatures, if reversed 

heat content 
the amount of heat per unit mass released upon complete 
combustion 

heath 
any of the various low-growing shrubby plants of open 
wastelands, usually growing on acidic, poorly drained 
soils 

heat island 
an area within an urban area characterized by ambient tem
peratures higher than those of the surrounding area 
because of the absorption of solar energy by materials like 
asphalt 

heat pump 
a device capable of extracting heat from a lower tempera
ture source (e.g., the external environment) and releasing 
thermal energy to a higher temperature heat sink (e.g., an 
installation requiring heating); this temperature lift is 
achieved by using an internal fluid loop that undergoes 
changes in phase (evaporation and condensation) and oper
ating pressure (expansion and compression) 

herbaceous 

flowering, non-woody plants 

herbivore 

an animal that feeds on plants 

higher heating value 
quantity of heat liberated by the complete combustion of a 
unit volume or weight of a fuel assuming that the produced 
water vapor is completely condensed and the heat is recov
ered; also known as gross calorific value 
hydroperiod 
the depth, frequency, duration, and season of wetiand 
flooding 
ice cap 
a dome-shaped glacier covering a highland area (consider
ably smaller in extent than ice sheets) 

ice jam 
an accumulation of broken river or sea ice caught in a nar
row channel 

ice sheet 
a mass of snow and ice of considerable thickness and large 
area greater than 50,000 km^ 

ice shelf 
a floating ice sheet of considerable thickness attached to a 
coast (usually of great horizontal extent with a level or gen
tly undulating surface); often a seaward extension of ice 
sheets 
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icing 
a sheet-like mass of layered ice formed by the freezing of 
water as it emerges from the ground or through fractures in 
river or lake ice 

immunosuppression 

reduced functioning of an individual's immune system 

incidence 
the number of cases of a disease commencing, or of persons 
falling i l l , during a given period of rime within a specified 
population 
incinerator 

a furnace or container for burning waste materials 

income elasticity 
die expected percentage change in the quantity demand for a 
good given a 1% change in income 
industrial ecology 
the set of relationships of a particular industiy with its envi
ronment; often refers to the conscious planning of industrial 
processes so as to minimize their negative interference with 
the surtounding environment (e.g., by heat and materials 
cascading) 

industrialization 
the conversion of a society from one based on manual labor 
to one based on the application of mechanical devices 

infiltration 

flow of water through the soil surface into a porous medium 

infrastructure 
the basic installations and facilities upon which the opera
tion and growth of a community depend, such as roads; 
schools; electric, gas, and water utilities; ttansportation and 
communications systems; and so on 
inoculation 
the inttoduction of a pathogen or antigen into a living 
organism to stimulate the production of antibodies 

integrated resource planning 
a system in which a utility considers all means of meeting 
the energy-service needs of its customers (on both the sup
ply and demand sides) and to select the mix of actions that 
meets those needs at the least cost to the consumers, possi
bly including extemal costs like environmental degradation 

isohyet 

a line on a map or chart indicating equal rainfall 

joule 
unit of energy; 1 joule (J) is the work done when the point of 
application of a force of 1 newton (1 N = 1 kg m/ŝ ) is dis
placed through a distance of 1 m in the dttection of the force 

land use 
the purpose an area of the Earth is put to (e.g., agriculture, 
forestty, urban dwellings, or transportation corridors) or its 
character (e.g., swamp, grassland, or desert) 

lapse rate 

the rate of temperature decrease with increase in altitude 

leaching 
the removal of soil elements or applied chemicals through 
percolation 
legume 
plants that through a symbiotic relationship with soil bacte
ria are able to fix nitrogen from the air (e.g., peas, beans, 
alfalfa, clovers) 

lichen 
symbiotic organisms consisting of an alga and fungus 
important to the weathering and breakdown of rocks 

life-cycle cost 

the cost of a good or service over its entire lifetime 

lignite 
brown coal; a low-grade coal having a heat content shghtiy 
higher than peat 
low emissivity 
a property of materials that hinders or blocks the ttansmission 
of a particular band of radiation (e.g., that in die infrared) 

lower heating value 
quantity of heat liberated by the complete combustion of .a 
unit volume or weight of a fuel assuming that the produced 
water remains as a vapor and the heat of the vapor is not 
recovered; also known as net calorific value 

macroeconomic 
pertaining to a shidy of economics in terms of whole systems, 
especially with reference to general levels of output and 
income and to tiie interrelations among sectors of the economy 

maglev 
a mode of ttansport that uses magnetic force to suspend a 
vehicle above its supporting stmcture, thereby limiting or 
eliminating friction between the vehicle and the ground 

malaria 
endemic or epidemic parasitic disease caused by species of 
tiie genus Plasmodium (protozoa) and ttansmitted by mosqui
toes of the genus Auopheles; produces high fever attacks and 
systemic disorders, and kills ~2 million people every year 

marlcet equilibriimi 
the point at which demand for goods and services equals the 
supply; often described in terms of the level of prices, deter
mined in a competitive market, that "clears" the market 
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market penetration 
the percentage of all its potential purchasers to which a 
good or service is sold per unit time 

materials cascading 
successive downgrading of a material's use into applications 
requiring lower quality 

methanogenesis 

the creation of methane from its constituent molecules 

mitigation 
an anthropogenic intervention to reduce the emissions or 
enhance the sinks of greenhouse gases 
monsoon 
the season of the southwest wind in India and adjacent areas 
that is characterized by very heavy rainfall 

montane 
the biogeographic zone made up of relatively moist, cool 
upland slopes below timberline and characterized by the 
presence of large evergreen trees as a dominant life form 

moraine 
an accumulation of Earth and stones carried and finally 
deposited by a glacier 

morbidity . 
the rate of occurrence of disease or other health disorder 
within a population, taking account of the age-specific mor
bidity rates; health outcomes include, for example, chronic 
disease incidence or prevalence, rates of hospitalization, pri
mary care consultations, disability-days (e.g., of lost work), 
and prevalence of symptoms 

mortality 
the rate of occurrence of death within a population within a 
specified time period; calculation of mortality takes account 
of age-specific death rates, and can thus yield measures of 
life expectancy and the extent of premature death 

net ecosystem production 

the net gain or loss of carbon from an ecosystem or region 

net primary production 
the increase in plant biomass or carbon of a unit of a land
scape; gross primary production (all carbon fixed through 
photosynthesis) minus plant respiration equals net primary 
production 
newton 

the unit of force required to accelerate 1 kg of mass 1 m/ŝ  

nitrification 
the oxidation of ammonium salts to nitrites and the further 
oxidation of nitiites to nitiates 

NO, 

any of several oxides of nitiogen 

non-tidal wetlands 
areas of land not subject to tidal influences where the 
water table is at or near the surface for some defined peri
od of time, leading to unique physiochemical and biologi
cal processes and conditions characteristic of water-logged 
systems 
northern wetlands 
wetiands in the boreal, subarctic, and arctic regions of the 
northem hemisphere 

orography 
the branch of physical geography that deals with mountains 
and mountain systems 

pack ice 

any area of sea, river, or lake ice other than fast ice 

paleoecology 
the branch of ecology concemed with identifying and inter
preting the relationships of ancient plants and animals to 
their environment 
pancake ice 
new ice about 0.3 to 3-m in diameter, with raised rims about 
the circumference from striking other pieces 

peat 
unconsolidated soil material consisting largely of partially 
decomposed organic matter accumulated under conditions 
of excess moisture or other conditions that decrease decom
position rates 

perfluorocarbons 
organic chemicals containing only carbon and fluorine (e.g., 
carbon tettafluoride and hexafluoroethylene) 

permafrost 
perennially frozen ground that occurs wherever the tempera
ture remains below 0°C for several years 

phenology 
the study of natural phenomena that recur periodically (e.g., 
blooming, migrating) and their relation to climate and sea
sonal changes 

photochemical smog 
a mix of photochemical oxidant air pollutants produced by 
the reaction of sunlight with primary air pollutants, especial
ly hydrocarbons 

photoperiodic response 
response to the lengths of altemating periods of light and 
dark as they affect the timing of development 
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photosynthate 
the product of photosynthesis 

photovoltaic 
capable of producing a voltage when exposed to radiant 
energy, especially light 

physiographic 
of, relating to, or employing a description of nature or natur
al phenomena 

phytophagous insects 
insects that feed on plants 

potential évapotranspiration 
maximum quantity of water capable of being evaporated in 
a given climate from a continuous stretch of vegetation (i.e., 
includes evaporation from the soil and transpiration from 
the vegetation of a specified region in a given time interval, 
expressed as depth) 

potential production 
esthnated production of a crop under conditions when nutrients 
and water are available at opthnum levels for plant growth and 
development; otíier conditions such as daylength, temperature, 
soil characteristics, etc., determined by site characteristics 

prevalence 
the proportion of persons within a population who are cur
rentiy affected by a particular disease 

price elasticity 
the responsiveness of demand to the cost for a good or ser
vice; specifically, the percentage change in the quantity con
sumed of a good or service for a 1% change in the price for 
that good or service 

primary energy 
the energy that is embodied in resources as they exist in 
nature (e.g., coal, crude oil, natural gas, uranium, or sunlight); 
the energy tiiat has not undergone any sort of conversion 

producer surplus 
returns beyond the cost of production that provide compen
sation for owners of skills or assets that are scarce (e.g., 
agriculturally productive land) 

radiative forcing 
a change in average net radiation at the top of the tropos
phere resulting from a change in either solar or infrared 
radiation due to a change in atmospheric greenhouse gases 
concenttations; perturbance in the balance between incom
ing solar radiation and outgoing infrared radiation 

rangeland 
unimproved grasslands, shrublands, savannas, and 
tundra 

redox potential 
the relative capacity of an atom or compound to donate or 
accept electtons, expressed in volts; higher numbers denote 
more powerful oxidizers 

reference scenario 
the set of predicted levels of economic growth, energy pro
duction and consumption, and greenhouse gas emissions 
(and underlying assumptions) with which other scenarios 
examining various policy options are compared 

reforestation 
forest stands established artificially on lands that have sup
ported forests within the last 50 years 

regenerative bralcing 
a process wherem the motion of a vehicle is slowed or stopped, 
and die energy of motion is captiired and stored for future reuse 

reserves 
those occurrences of energy sources or minerals that are 
identified and measured as economically and technically 
recoverable with curtent technologies and prices 

resources 
those occurtences of energy sources or minerals witii less cer
tain geological and/or economic/technical recoverabihty charac
teristics, but that are considered to become potentially recover
able with foreseeable technological and economic development 

respiration 
the metabolic process by which organisms meet their 
internal energy needs and release CO2 

rotary Idln 
a rotating cylinder heated to dry or chemically transform 
its contents 

runoff 
water (from precipitation or irrigation) that does not evapo
rate or seep into the soil but flows into rivers, stteams, or 
lakes, and may carry sediment 

ruderal 

pertaining to or inhabiting highly disturbed sites; weedy 

salinization 

the accumulation of salts in soils 

saltation 
the ttansportation of particles by curtents of water or wind 
in such a manner that they move along in a series of short 
intermittent leaps 
seasonal climate 
a climate characterized by both warm and cold periods 
tiirough the year 
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second-law efficiency 
see exergy efficiency 

semi-arid lands 
ecosystems that have >250 mm precipitation per year, but 
are not highly productive; usually classified as rangelands 

sensitivity 
the degree to which a system will respond to a change in 
climatic conditions (e.g., the extent of change in ecosystem 
composition, stinicture and functioning, including net prima
ry productivity, resulting from a given change in tempera
ture or precipitation) 

sequestration 
to separate, isolate or withdraw; usually refers to removal of 
CO2 from atmosphere by plants or by technological measures 

set-aside program 
a generic term covering a variety of government programs— 
primarily in the U.S., Canada, and Europe that require farm
ers to remove a portion of their acreage from production for 
purposes of controlling yield, soil conservation, etc. 

shelterbelt 
a natural or artificial forest maintained for protection against 
wind or snow 

silt 
unconsolidated or loose sedimentary material whose con
stituent rock particles are finer than grains of sand and 
larger than clay particles 

slip faces 
the lee side of a dune where the slope approximates the 
angle of rest of loose sand (usually -33°) 

snowpacks 

a seasonal accumulation of slow-melting snow 

soil erosion 
the process of removal and transport of the soil by water 
and/or wind 
southern oscillation 
a large-scale atmospheric and hydrospheric fluctuation cen
tered in the equatorial Pacific Ocean; exhibits a nearly annual 
pressure anomaly, alternatively high over the Indian Ocean 
and high over die South Pacific; its period is slightly variable, 
averaging 2.33 years; the variation in pressure is accompanied 
by variations in wind sttengths, ocean currents, sea- surface 
temperatures, and precipitation in the surrounding areas 

sphagnum moss 
a genus of moss that covers large areas of wetiands in the 
northem hemisphere; sphagnum debris is usually a major 
constituent of the peat in these areas 

stakeholders 

the entities that will be affected by a particular action or policy 

stomata 
the minute openings in the epidermis of leaves through 
which gases interchange between the atmosphere and the 
intercellular spaces within leaves 
succession 
ttansition in the composition of plant communities follow
ing disturbance 

superconduction 
the flow of electric curtent without resistance in certain 
metals, alloys, and ceramics at temperatures near absolute 
zero degrees Kelvin, and in some cases at temperatures 
hundreds of degrees above absolute zero (high-temperature 
superconduction) 

susceptibility 
probabitity for an individual or population of being affected 
by an extemal factor 

sustainable 
a term used to characterize human action that can be under
taken in such a manner as to not adversely affect environ
mental conditions (e.g., soil, water quality, climate) that are 
necessary to support those same activities in the future 

symbionts 
organisms that live together to mutual benefit [e.g., nitrogen-
fixing bacteria that live with a plant (legume)] 

synoptic 
relating to or displaying atmospheric and weather conditions 
as they exist simultaneously over a broad area 

taiga 

coniferous forests of northem North America and Eurasia 

talik 
a layer of unfrozen ground occurring between permafrost 
and the active layer 
technological calorie 
the amount of heat needed to raise the temperature of 1 g.of 
water \°C at 15°C 

thermodynamic free-energy limit 
the minimum possible amount of energy required for pro
ducing a substance from its components, cortesponding to 
the energy required to break down and/or create chemical 
bonds between molecules; the stronger the bond, the more 
energy is required to synthesize or break down a sub
stance, which limits the possibility of lowering energy 
consumption by industrial process energy-efficiency 
improvements 
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thermohaline circulation 
circulation driven by density gradients, which are controlled 
by temperature and salinity 

thermolcarst 
irregular, hummocky topography in frozen ground caused 
by melting of ice 

timberline 

the upper limit of tree growth in mountains or high latitudes 

transpiration 
the emission of water vapor from the surfaces of leaves or 
other plant parts 
tsunami 
a large tidal wave produced by a submarine earthquake, 
landslide, or volcanic eraption 

unexploited energy 
energy (usually thermal, at near-environmental temperature) 
that is discarded in spite of its potential for use; often existing 
in large amounts, but with a low heat value/work potential 

upwelling 
ttansport of deeper water to the surface, usually caused by 
horizontal movements of surface water 

urbanization 
the conversion of land from a natural state or managed nat
ural state (such as agriculture) to cities 

useful energy 
the energy drawn by consumers such as heat from their own 
appliances after conversion of final energy (e.g., mechanical 
energy at the crankshaft of an automobile engine or an 
industrial electtic motor; the heat of a household radiator or 
an industrial boiler, or die luminosity of a light bulb) 

usufruct 
the legal right of using and enjoying the fraits or profits of 
something belonging to another 

vector 
an organism, such as an insect, that transmits a pathogen 
from one host to another 

vulnerability 
tiie extent to which climate change may damage or harm a 
system; it depends not only on a system's sensitivity, but 
also on its ability to adapt to new climatic conditions 

wadi 
a water course that is dry except during the rainy season; the 
stteam or flush that rans through it 

waste heat 
excess heat from industrial or other processes that is either 
discarded or used in other processes requiring lower temper
ature heat sources 

water use efficiency 
carbon gain in photosynthesis per unit water lost in évapo
transpiration; can be expressed on a short-term basis as the 
ratio of photosynthetic carbon gain per unit ttanspirational 
water loss, or on a seasonal basis as tiie ratio of net primary 
production or agricultural yield to the amount of available 
water 

winter dormancy 
period without biochemical activity in plant tissues 
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ACRONYMS AND ABBREVIATIONS 

AAAS American Association for the Advancement CBD Central Business District 
of Science CGC Canadian CUmate Centre 

AAC Annual Allowable Cut CCIRG Climate Change Impact Review Group 
ABI Association of British Insurers CCN Cloud Condensation Nuclei 
AC Alternating Current CDC Centers for Disease Control and Prevention 
ACBE Advisory Committee on Business and the CDIAC Carbon Dioxide Information Analysis 

Environment Center 
ACOE Army Corps of Engineers CEC Commission of the European Communities 
ADB Asian Development Bank CECA Consumer Energy Council of America 
AECI Agenda Española de Cooperación CEFE Centte d'Ecologie FonctioneUe et Evolutive 

Internacional CERES Clouds and Earth's Radiant Energy System 
AES Applied Energy Services GEL Compact Fluorescent Lamp 
AES Atmospheric Environment Service CHP Combined Heat and Power 
AFBC Atmospheric Fluidized-Bed Combustion CI Coal-Intensive 
AFC Alkaline Fuel Cell CIAB Coal Industry Advisory Board 
AFV Altemative Fuel Vehicle CIESIN Consortium for Intemational Earth Science 
AGTD Allison Gas Turbine Division, General Information Network 

Motors Corporation CNG Compressed Natural Gas 
AID Agency for Intemational Development COP Coefficient of Performance 
AIM Asian Pacific Integrated Model CPA Centtally Planned Asia, including China 
AIP American Institute of Physics CRESTA Catasttophe Risk Evaluating and 
AIRAC Al l Industry Research Advisory Council Standardized Target Accumulations 
A L M Agriculture Land-Use Model CSIRO Commonwealth Scientific and Industrial 
ALS Area Licensing Scheme Research Organization 
A M C M Metropolitan Area of Mexico City CVT Continuously Variable Transmission 
ANFP Aboveground Net Primary Productivity CZM Coastal Zone Management 
AOS Atmosphere Ocean System CZMS Coastal Zone Management Subgroup 
AP Accelerated Policies DC Direct Curtent 
APS American Physical Society DDE Direction Départementale de 
ASCE American Society of Chemical Engineers l'Environnement 
AVHRR Advanced Very High-Resolution Radiometer DENR-ADB Department of Environment and Natural 
BCC Basal Cell Carcinoma Resources-Asian Development Bank 
BEST Board on Environmental Studies and DEPE Chinese Department of Environmental 

Toxicology Protection and Energy 
BI Biomass-Intensive DH District Heating 
BIG/FC Biomass-integrated Gasifier/Fuel Cell DMS Dimethyl Sulfide 
BIG/GT Biomass-integrated Gasifier/Gas Turbine DNA Deoxyribonucleic Acid 
BLS Basic Linked System DOC Dissolved Organic Carbon 
BMRC Bureau of Meteorology Research Center DOE U.S. Department of Energy 
BNL Brookhaven National Laboratory DSM Demand-Side Management 
BP Before Present DTI Dattish Technological Institute 
BWEA British Wind Energy Association E Evaporation 
CADDET Centte for the Analysis and Dissemination EC European Community 

of Demonstrated Energy Technologies ECS Environmentally Compatible Energy 
CAFE Corporate Average Fuel Efficiency Strategies 
C A M Crassulacean Acid Metabolism ECU European Curtency Unit 
GARB Califomia Air Resources Board EDS Ecologically-Driven Scenario 
CAST Council for Agricultural Science and EEZ Exclusive Economic Zone 

Technology EIA Energy Information Administtation 
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EIS Energy Industry System 
ELA Equilibrium Line Altitude 
ELA Experimental Lakes Area 
EMF Energy Modeling Forum 
EMI Eemian Interglacial Period 
EMS Energy Management System 
ENSO El Nino-Southern Oscillation 
EOR Enhanced Oil Recovery 
EPRI Electric Power Research Institute 
EPS Energy Performance Systems, Inc. 
ERB Edmonds-ReUly-Barns Model 
ERS European Space Agency Remote Sensing 

SatelUte 
ESCAP U.N. Economic and Social Commission for 

Asia and the Pacific 
ETH Swiss Federal Institute of Technology 
ETSAP Energy Technology Systems Analysis 

Programme 
EU European Union 
EV Electric Vehicle 
FACE Forest Absorbing Carbon Dioxide 

Emissions (Foundation) 
FACE Free-Air COj Enrichment 
FAO Food and Agriculture Organization 
FBSC Fiji Building Standards Committee 
FC Fluorocarbon 
FCCC Framework Convention on Climate Change 
FCV Fuel CeU Vehicle 
FEMA Federal Emergency Management Agency 
FFES FossU Free Energy System 
FLORAM Florestales Amazonia 
ESI Forest Survey of India 
FSU Former Soviet Union 
FSU/EE Former Soviet Union/Eastern Europe 
F Y M Farmyard Manure 
G A i l General Agreement on Tariffs and Trade 
GCC Global Climate Coalition 
GCIP GEWEX Continental-Scale Intemational 

Project 
GCM General Circulation Model 
GCOS Global Climate Observing System 
GCR Gas-Cooled Reactor 
GCTE Global Change and Terrestrial Ecosystems 
GDP Gross Domestic Product 
GEA Group for Efficient Appliances 
GED Global Ecosystem Database 
GEEI Global Energy Efficiency Initiative 
GEF Global Environment Facility 
GEMS Global Environmental Monitoring System 
GEWEX Global Energy and Water Cycle Experiment 
GFDL Geophysical Fluid Dynamics Laboratory 
GFDLH High-Resolution GFDL Model 
GHG Greetihouse Gas 
GISS Goddard Institute for Space Studies 
GLOBEC Global Ocean Ecosystem Dynamics 
GLOSS Global Sea Level Observing System 
GNP Gross National Product 
GOOS Global Ocean Observation System 

GPP Gross Primary Production 
GRIP Greenland Icecore Project 
GT Gross Tons 
GTOS Global Terrestrial Observing System 
GVA Global Vulnerability Assessment 
GWP Global Warming Potential 
HD High Demand 
НЕС Herbaceous Energy Crops 
HHV Higher Heating Value 
HID High-Intensity Discharge 
HIV Human Immunodeficiency Vims 
HMSO Her Majesty's Stationery Office 
HVAC Heating, Ventilating, and Air Conditioning 
HWR Heavy Water Reactor 
IAEA Intemational Atomic Energy Agency 
lAHS Intemational Association of Hydrological 

Sciences 
l A M Integrated Assessment Model 
IBSNAT Intemational Benchmark Sites Network for 

Technology Transfer 
ICAO Intemational Civil Aviation Organization 
ICEV Internal-Combustion Engine Vehicle 
ICSB Innoprise Corporation Sdn Bhd 
ICZM Integrated Coastal Zone Management 
IDNDR International Decade for Natural Disaster 

Reduction 
lEA Intemational Energy Agency 
IFPRI International Food PoUcy Research Institute 
IFREMER Institut Français de Recherche pour 

l'Exploration de la Mer 
IGBP Intemational Geosphere-Biosphere 

Programme 
IGCC Integrated Gasification Combined Cycle 
IIASA Intemational Institute for AppUed Systems 

Analysis 
IIPLR Insurance Institute for Property Loss 

Reduction 
IMAGE Integrated Model to Assess the Greenhouse 

Effect 
IMO Intemational Maritime Organization 
INEL Idaho National Engineering Laboratory 
IOC Intergovemmental Océanographie 

Commission 
IPCC Intergovemmental Panel on CUmate 

Change 
IPCC-EIS Intergovemmental Panel on Climate 

Change, Energy and Industry Subgroup 
IRC Insurance Research Council 
IRP Integrated Resource Planning 
IRRI Intemational Rice Research Institute 
ISIC Intemational Standard Industrial 

Classification 
ISO Insurance Services Office 
ISOS Impacts of Sea-Level Rise on Society 
ISRIC Intemational Sod Reference and 

Information Centie 
ISTIG Inter-Cooled Steam Injected Gas Turbine 
ITCZ Inter-Tropical Convergence Zone 
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ITP Integrated Transportation Planning NINR 
ITQ Individual Transferable Quota NMSC 
lUCN Intemational Union for the Conservation of 

NatureAVorld Conservation Union 
NOAA 

JGOFS Joint Global Ocean Flux Study NPP 
JV Joint Venture NPT 
KIER Korean Institute of Energy Research 
LAI Leaf Area Index NRC 
LAIA Lung and Asthma Information Agency NRSA 
L A M Limited Area Model NSR 
LANL Los Alamos National Laboratory NUE 
LEC Levelized Energy Cost OECD 
LERTS Laboratoire d'Etudes et de Recherches en 

Télédétection Spatiale OIES 
LESS Low C02-Emitting Energy Supply Systems OMNR 
LHV Lower Heating Value ORNL 
LLNL Lawrence Livermore National Laboratory OSTP 
LMR Liquid Metal-Cooled Reactor OSU 
LNG Liquid Natural Gas OTA 
LOICZ Land-Ocean Interactions in the Coastal Zone OTEC 
LPG Liquefied Petroleum Gas OTP 
LWR Light Water Reactor P 
MAE Ministère de l'Agriculture et de l'Elevage PAFC 
MAI Mean Annual Increment PAN 
MAPSS Mapped Atmosphere-Plant-Soil System PAO 
MCFC Molten Carbonate Fuel Cell PAR 
MHE-DFPP Ministère de l'Hydraulique et de PCS 

Г Environnement-Direction de la Faune, de РЕМ 
la Pêche et de la Pisciculture PET 

MINK Missouri, lowa, Nebraska, and Kansas PFBC 
MITI Ministry of Intemaüonal Trade and Industry PET 
MMT Molten Metal Technologies PIC 
MOPU Ministerio de Obras y Urbanismo PIC 
MUX Mixed Oxide PNGV 
MPI Max-Planck Institut fur Météorologie PNUMA 
MSW Municipal Solid Waste 
MT Million Tons P:PET 
MTBE Methyl Tertiary Butyl Ether 
MTSJ Marine Technology Society Joumal P:R 
MVA Megavolt-Amps PURPA 
NAS National Academy of Sciences PV 
NASA National Aeronautics and Space RAS 

Administration RCW 
NBR National Biofuels Roundtable R&D 
NCAR National Center for Atmospheric Research RD&D 
NCC Nature Conservancy Council RIGES 
NCPI National Committee on Property Insurance RIVM 
NEA Nouvelle Entieprise Agricole 
NEERI National Environmental Engineering RMIB 

Research Institute RSC/CAE 
NEP New England Power 
NEP Net Ecosystem Productivity RSWG 
NFIP National Flood Insurance Program RTI 
NGI Natural Gas-Intensive SCC 
NHMRC National Healdi and Medical Research Council SCOPE 
N1 Nuclear-Intensive 
NIEHS National Institute of Environmental Health SCOR 

Services ses 

Norwegian Institute for Nature Research 
Nonmelanocytic Skin Cancer 
National Oceanic and Atmospheric 
Administration 
Net Primary Productivity 
Treaty on the Non-Protiferation of Nuclear 
Weapons 
National Research Council 
National Remote Sensing Agency 
Not Satisfactorily Restocked 
Nitrogen-Use Efficiency 
Organisation for Economic Cooperation 
and Development 
Office for Interdisciplinary Earth Studies 
Ontario Ministty of Natural Resources 
Oak Ridge National Laboratory 
Office of Science and Technology Policy 
Oregon State University 
Office of Technology Assessment 
Ocean Thermal Energy Conversion 
Ozone Trends Panel 
Precipitation 
Phosphoric Acid Fuel Cell 
Peroxyacetal Nitrate 
Pacific OECD 
Photosynthetically Active Radiation 
Property Claims Services 
Proton Exchange Membrane 
Potential Evapottanspiration 
Pressurized Fluidized-Bed Combustion 
Plant Functional Type 
Pacific Island Countties 
Products of Incomplete Combustion 
Partnership for a New Generation of Vehicles 
Programa de Naciones Unidas para el 
Medio Ambiente 
Precipitation to Potential 
Evapottanspiration Ratio 
Production to Respiration Ratio 
Public Utilities Regulatory Policy Act 
Photovohaic 
Russian Academy of Sciences 
"Rapidly Changing World" Scenario 
Research and Development 
Research, Development, and Demonstration 
Renewables-intensive Global Energy Scenario 
Institute of Public Health and 
Environmental Protection 
Royal Meteorological Institute of Belgium 
Royal Society of Canada/Canada Academy 
of Engineering 
Response Sttategies Working Group 
Research Triangle Institute 
Squamous Cell Carcinoma 
Scientific Committee on Problems of the 
Environment 
Scientific Committee on Ocean Research 
Soil Conservation Service 



876 A c r o n y m s and Chemical Symbols 

SCW "Slowly Changing World" Scenario UNDP UN Development Progranune 
SDSIDS Global Conference on the Sustainable UNEP UN Environment Programme 

Development of Small Island Developing UNESCO UN Educational, Scientific and Cultural 
States Organization 

SERI Solar Energy Research Institute UNIDO UN Industrial Development Organization 
SFWMD South Florida Water Management District UNFPA UN Population Fund 
SI International System of Units UNSCEAR UN Scientific Committee on the Effects of 
SMR Small- and Medium-Size Reactors Atomic Radiation 
SNL Sandia National Laboratories UNSEGED UN Solar Energy Group on Environment 
SO Southern Oscillation and Development 
SOC Soil Organic Carbon USDA U.S. Department of Agriculture 
SOFC Solid Oxide Fuel Cell USDC U.S. Department of Сопмпегсе 
SPEFC Solid Polymer Electrolyte Fuel Cell USEPA U.S. Environmental Protection Agency 
SPEC Solid Polymer Fuel Cell USGCRP U.S. Global Change Research Program 
SRWC Short Rotation Woody Crops USGS U.S. Geological Survey 
SST Sea-Surface Temperature USEE Universal Soil Loss Equation 
STIG Steam Injected Gas Turbine UVR Ulttaviolet Radiation 
TERI Tata Energy Research Institute VAV Variable Air Volume 
TES Tertestrial Environment System VBD Vector-Borne Disease 
TRW Thompson, Ramo, and Wooldridge VOC Volatile Organic Compound 
TSU Technical Support Unit WCC World Coast Conference 
T V M Terrestrial Vegetation Model WCRP World CHmate Research Programme 
UBC University of British Columbia WEC World Energy Council 
UCAR Universtiy Corporation for Atmospheric WEC Weigel Engineering Company 

Research WEE Wind Erosion Equation 
UKMO United Kingdom Meteorological Office WGI Working Group I 
UKMOH High-Resolution UKMO Model WGMS World Glacier Monitoring Service 
UN United Nations WHO World Health Organization 
UNCED UN Conference on Environment and WMO World Meteorological Organization 

Development WRI World Resources Institute 
UNCHS UN Center for Human Settlements WRR Wetenschappelijke Raad voor het 
UNCNRSEED UN Committee on New and Renewable 

Sources of Energy and on Energy for 
Regeringsbeleid (The Netherlands 
Scientific Council for Govemment PoUcy) 

Development WUE Water-Use Efficiency 
UNCTAD UN Conference on Trade and Development WWF World Wide Fund for Nature 

CHEMICAL SYMBOLS USED IN THE WORKING GROUP II VOLUME 

a-Si Amorphous Silicon H C O 3 Bicarbonate Ion 
С Carbon HFC Hydrofluorocarbon 
CF4 Tetrafluoromethane, CFC-14 К Potassium 
C2F6 Hexafluoroethane, CFC-116 MeOH Methanol 
CEC Chlorofluorocarbon N Atomic Nittogen 
C H 4 Methane N2 Molecular Nitrogen 
C H 3 O H Methanol N H 3 Ammonia 
CO Carbon Monoxide N2O Nitrous Oxide 
CO2 Carbon Dioxide NO Nitric Oxide 
CaO Calcium Oxide NOx Nittogen Oxide 
СаСОз Calcium Carbonate 0 Atomic Oxygen 
CdTe Cadmium Telluride O2 Molecular Oxygen 
CuInSCi Copper Indium Selenide O3 Ozone 
EthOH Ethanol Pu Plutonium 
H Atomic Hydrogen SOx Sulfur Oxide 
H2 Molecular Hydrogen SO2 Sulfur Dioxide 
HCFC Hydrochlorofluorocarbon 



Appendix D 

UNITS USED THROUGHOUT THE WORKING GROUP П VOLUME 

5/ (Système Internationale) Units 

Physical Quantity Name of Unit Symbol 

length meter m 
mass kilogram kg 
time second s 
thermodynamic temperature kelvin К 
amount of substance mole mol 

Fraction Prefix Symbol Multiple Prefix Symbol 

10-1 deci d 10 deca da 
10-2 centi с 102 hecto h 
10-3 milli m 103 kilo к 
10-6 micro И 106 mega M 
10-5 nano n 109 giga G 
10-12 pico P 1012 tera T 
10-15 femto f 1015 peta P 
10-18 atto a 1018 exa E 

Special Names and Symbols f o r Certain S i - D e r i v e d Units 

Physical Quantity Name of SI Unit Symbol for SI Unit Definition of Unit 

force newton N kg m s-2 
pressure pascal Pa kg m-i s-2 (= Nm-2) 
energy joule J kg m2 s-2 
power watt W kg m2 s-3 (= Js-i) 
frequency hertz Hz s-i (cycle per second) 

Decimal Fractions and Multiples of SI Units Having Special Names 

Physical Quantity Name of Unit Symbol for Unit Definition of Unit 

length angstrom Â 10-10 m = io-8cm 
length micrometer pm 10-6m = pm 
area hectare ha 104 m2 
force dyne dyn 10-5 N 
pressure bar bar 105 N m-2 
pressure millibar mb IhPa 
weight ton t 103 kg 



8 7 8 Units 

Non-SI Units 

°c degrees Celsius (0°C = ~273K); Temperature 
differences are also given in °C rather than the 
more correct form of "Celsius degrees" 

Btu British Thermal Unit 
kWh kilowatt-hour 
MWe megawatts of electricity 
ppmv parts per million (lO^) by volume 
ppbv parts per biUion (lO') by volume 
pptv parts per trillion (IQi^) by volume 
tee tons of coal equivalent 
toe tons of oU equivalent 
tWh terawatt-hour 



Appendix E 

L I S T O F M A J O R I P C C R E P O R T S (IN ENGLISH UNLESS OTHERWISE STATED) 

Climate Cliange—The IPCC Scientific Assessment 

The 1990 Report of the IPCC Scientific Assessment Worldng Group (also in Chinese, French, R u s s i a n , and Spanish) 

Climate Change—The IPCC Impacts Assessment 

The 1990 Report of the IPCC Impacts Assessment Worldng Group (also in Chinese, French, R u s s i a n , arui Spanish) 

Climate Change—The IPCC Response Strategies 

The 1990 Report of the IPCC Response Strategies Working Group (also in Chinese, French, R u s s i a n , and Spanish) 

Emissions Scenarios 
Prepared for the IPCC Response Strategies Working Group, 1990 
Assessment of the Vulnerability of Coastal Areas to Sea Level Rise-A Common Methodology 
1991 (also in A r a b i c and French) 
Climate Change 1992—The Supplementary Report to the IPCC Scientific Assessment 
The 1992 Report of the IPCC Scientific Assessment Working Group 

Climate Change 1992—The Supplementary Report to the IPCC Impacts Assessment 
The 1992 Report of the IPCC Impacts Assessment Working Group 

Climate Change: The IPCC 1990 and 1992 Assessments 

IPCC First Assessment Report Overview and Policymaker Summaries, and 1992 IPCC Supplement 

Global Climate Change and the Rising Challenge of the Sea 
Coastal Zone Management Subgroup of the IPCC Response Strategies Working Group, 1992 
Report of the IPCC Country Studies Worlishop 
1992 

Preliminary Guidelines for Assessing Impacts of Climate Change 
1992 

IPCC Guidelines for National Greenhouse Gas Inventories 
Three volumes, 1994 (also in French, R u s s i a n , and Spanish) 

IPCC Technical Guidelines for Assessing Climate Change Impacts and Adaptations 
1995 (also in A r a b i c , Chinese, French, R u s s i a n , and Spanish) 

Climate Change 1994—Radiative Forcing of Climate Change and an Evaluation of the IPCC IS92 Emission Scenarios 
1995 

ENQUIRIES: IPCC Secretariat, c/o World Meteorological Organization, P.O. Box 2300, CH1211, Geneva 2, Switzerland. 
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