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Foreword

The Intergovernmental Panel on Climate Change (IPCC)
was jointly established by our two organizations in 1988,
under the Chairmanship of Professor Bert Bolin. The Panel
formed three Working Groups:

(a) to asscss the available scientilic information on
climate change,

(b} to assess the environmental and socio-cconomic
impacts of ¢limate change, and

(c) to formulate response strategies.

The Panel also cstablished a Special Commitice on the
Participation of Developing Countries to promote the
participation of those countries in its activities.

The [PCC First Assessment Report was completed in
August 1990 and consists of the IPCC Scientific
Assessment, the TPCC Impacts Asscssment, the IPCC
Response Strategics, the Policymakers’ Summary of the
[PCC Special Commiltee and the IPCC Overview. The
Report has now beccome a standard work of reference,
widely used by policymakers, scientists and other cxperts,
and encompasses a remarkable coordinated cfflort by

hundreds of specialists from all over the world.

Anticipating the need in 1992 for the latest information
on climate change, in the context of the ongoing
negotiations on the Framework Convention on Climate
Change and the United Nations Conference on
Environment and Development (Rio de Janeiro, June
1992), the Panel in 1991 requesled its three Working
Groups Lo produce updates to their 1990 Reports,
addressing the key conclustons of the 1990 Assessment in
the light of new data and analyses. The current publication
is the result of the effort of Working Group T to produce an
update of the IPCC Scientific Assessment.

As in 1990, success in producing this Report has
depended upon the enthusiasm and cooperation of
scientists worldwide. We admire, applaud, and are grateful
for their commitment to the IPCC process. We also take
this opportunity lo express our gratitude to Professor Bolin
[or his very able leadership of the IPCC, and once again
congratulaie Sir Jehn Houghton, Chairman of Working
Group [, and his sceretariat for another job well done.

G.O.P. Obasi
Secretary-General
World Meteorological Organization

M.K. Tolba
Executive Director
United Nations Environment Progranumne






Preface

The first Scientilic Assessment of Climate Change
prepared by Working Group T (WGI) of the IPCCr) was
published in June 1990122 Thal repori was a compre-
hensive statement of the state of scientific knowledge
concerning climate change and mankind’s role therein, and
resulted from almost two years’ work by 170 scientists
worldwide, A further 200 scientists were involved in its
peer review. ‘

In the eighteen months since then, scientific activity has
continued to focus on the problem of climate change and
significant progress has been made in a number of
important arcas. The purpose of this Supplement is to
update the 1990 report, paying particular attention to its
key conclusions uand to new issues which have appeared in
the scientific debate. The Supplement does not cover the
full range of topics addressed by the 1990 report and
should be read in conjunction with, rather than in place of,
that report.

The conclusions presented in the Supplement are based
entircly on the supporting scientific material published
here, which has been prepared by leading scientists and
exposed to a widespread and thorough peer review. To
assist in the preparation of the report and the background
papers a number of workshops were held, each devoted to
one of the main topics being addressed. Generation of the
background papers involved, either as lead authors or
contributors, 118 scientists from 22 countries. A further

/) Organizational details of IPCC and Working Group T are
shown in Appendix L.

(2} Climate Change. The IPCC Scientific: Assessment.
J.T. Houghton, G.J. Jenkins and J.). Ephranms (Eds.),
Cambridge University Press, 1990, pp365.

380 scientists from 63 countries and 18 UN or non-
governmental orgunizations participated in the peer
revicw ol both the background material and the
Supplement. The text of the Supplement was agreed in
January 1992 at a plenary meeting of WGT held in
Guangzhou, China, allended by 130 delegates from 47
countxies. Tt can therefore be considered as an authoritative
statement of the contemporary views of the international
scientific community.

We are pleased to acknowledge the contributions of so
many, in particular the Tead Authors who have given so
freely of their expertise and time in the preparation of this
report, together with the data and modelling centres who
have provided so much information, We would also like to
thank the core team at the Meteorological Office in
Bracknell, which was responsible for organizing most of
the workshops and for coordinating the activities of the
very large number of contributing scientists. Members of
lhe team and those who particularly contributed to its work
were Bruce Callander, Shelagh Varney, Bob Watson, John
Miwchell, Chris Follund, David Parker, Mavis Cook, Mavis
Martin and Flo Ormoend. Financial suppert [or the cam’s
work way provided by the United Kingdom's Department
of the Environmenl.

Thanks are also due o all the members of the TPCC
central secretariat at WMO, Geneva, under the direction of
Dr. N. Sundararaman, lor their Iriendly and tireless
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assistance in workshop organization and coordination with  further in building the firm scientific foundation necessary
the other IPCC' working groups. for the formulation of a rational and comprehensive
We are confident that this 1992 Supplement will assist  response by mankind 1o the issue of climate change.

T e B et

Sir John Houghton Prof Bert Bolin
Chairman, IPCC Working Group [ Chairman, IPCC
Melcorological Office Stockholm University
United Kingdom Swedcn

February 1992
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1. Current Task

The fifth session of the Intergovernmental Panel on
Climate Change (IPCC) (Geneva, March 1991) adopted
six tasks for the ongoing work of its three working groups.
While successful completion of these tasks required
cooperation between all three groups. particular
responsibility fell to the Scientific Assessment working
group (WGI) for Tasks 1, 2 and 6:

Task t: Assessment of net greenhouse gas emissions.
Sub-section l: Sources and sinks of greenhouse
gases.

Sub-section 2: Global Warming Potentials.

Task 2: Predictions of the regional distributions of
climate change and associaled impact studies;
including model validation studics.

Task 6: Emissions scenarios.

The tasks were divided into long- and short-term
components. The purpose of the short-term workplan,
whose results are reported in the present document, was Lo
provide an update to the 1990 IPCC Scientific Assessment,
addressing some of the key issues of that report. This
update is by definition less comprehensive than the 1990
report - for example sea level rise apart from the effect of
thermal expansion is not included. It is against the
background of that document that the {indings of this
update should be read.

This assessment, in order to incorporate as much recent
matenal as possible, necessarily includes discussion of
new results which have not yet been through, or are
currently undergoing, the normal process of peer review.
Where such is the case the provisional nature of the results
has been taken into account.

A brief progress report on the preparation of guidelines
for the compilation of national inventories of greenhouse
gas emissions, part of WGI's long-term work under Task
1, appears as an Annex to this Supplement.

2. Our Major Conclusions

Findings of scientific research since 1990 do not affect our
fundamental understanding of the science of the
greenhouse effect and either confirm or do not justify
alteration of the major conclusions of the first IPCC
Scientific Assessment, in particular the following:

+ cmissions resulling from human activities are
substantially increasing the atmospheric concen-
trations of the greenhouse gases: carbon dioxide,
methane, chloroflucrocarbons, and nitrous oxide;

+ the evidence from the modelling studies, from
observations and the sensitivity analyses indicate
that the sensitivity of global mean surface temp-
erature to doubling CO; is unlikely to lie outside the
range 1.5 104.5°C;
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¢ there are many uncertaintics in our predictions
particularly with regard to the timing, magnitude and
regional patterns of climate change;

+  global mean surface air temperature has increased by
(1.3 to 0.6°C over the tast 100 years;

¢ the size of this warming is broadly consistent with
predictions of climate models, but it is also of the
same magnitude as natural climate variability. Thus
the observed increase could be largely due to this
natural variability; alternatively this variability and
other human factors could have offset a still larger
human-induced greenhouse warming;

» the unequivocal detection of the enhanced green-
house effect from observations is not likely for a
decade or more.

There are also a number of significant new findings and
conclusions which we summarize as follows:

Guases and Aerosols

*  Depletion of ozone in the lower stratosphere in the
middle and high latitudes results in a deercase in
radiative forcing which is believed o be comparable
in magnitude to the radiative forcing conltribution of
chlorofluorocarbons (CFCs) (globally-averaged)
over the last decade or so.

» The cooling effect of aerosols ¥/ resulting from
sulphur emissions may have offset a significant part
of the greenhouse warming in the Northern
Hemisphere (NH) during the past several decades.
Although this phenomenon was recognized in the
1990 report, some progress has been made in
guantifying its effect.

+ The Global Warming Potential (GWP) remains a
useful concept but its practical utility for many gascs
depends on adequate quantification of the indirect
effects as well as the direct. We now recognize that
there is increased uncertainty in the calculation of
GWPs, particularly in the indirect components and,
whilst indirect GWPs are likely o be significant for
some gases, the numerical estimates in this
Supplementary Report are limited to direct GWPs.

*  Whilst the rates of increase in the atmospheric
concentrations ol many greenhouse gases have con-
tinued 1o grow or remain steady, those of methane
and some halogen compounds have slowed.

(*) The scientific definition of “acrosol” is an airborne particle or
collection of particles, but the word has become associated,
crroncously, with the propellant used in ‘aerosol sprays”,
Throughout this report the term “aerosol’ means airborne
particle or particles.




+  Some data indicate that global emissions of methane
from rice paddies may amount to less than pre-
viously estimated.

Scenarios

*  Steps have been taken towards a more comprehen-
sive analysis of the dependence of future greenhouse
gas emissions on socio-economic assumptions and
projeciions. A sct of updated scenarios have been
developed for use in modelling studies which
describe a wide range of possible future emissions in
the absence of a coordinated policy response 1o
climatc change.

Modelling

» Climate models have continued to improve in respect
of both their physical realism and their ability to
simulate present climate on large scules, and new
techniques are being developed for the simulation of
regional climate.

* Transient (time-dependent) simulations with coupled
ocean-atmosphere models (CGCMs). in which
neither aerosols nor ozone changes have been
included, suggest a rate of global warming that is
consistent, within the range of uncertainties, with the
0.3°C per decade warming rate quoted by JPCC
(1990) for Scenario A of greenhouse gas emissions.

¢ The large-scale geographical patterns of warming
produced by the transient model runs with CGCMs
are generally similar to the patterns produced by the
earlier cquilibrium models except that the transient
simulations show reduced warming over the northern
North Atlantic and the southern occans near
Antareticy,

*  CGCMs are capable of reproducing some features of
atmospheric variability on intra-decadal time-scales.

»  QOur understanding of some climate feedbacks and
their incorporation in the models has improved. In
particular, there has been some clarification of the
role of upper tropospheric water vapour. The role of
other processes, in particular cloud effects, remains
unresolved.

Climate Observations

+ The anomalously high global mean surface temp-
eratures of the late 1980s have continued into 1990
and 1991 which are the warmest years in the record.

* Average warming over puarts of the Northern
Hemisphere mid-latitude continents has been found
o be largely characierized by increases in minimum
(night-time) rather than maximum (daytime)
temperatures.

* Radiosonde data indicate that the lower troposphere
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has warmed over recent decades. Since meaningful
trends cannot be assessed over periods as short as a
decade, the widely reported disagreements between
decadal wrends of air temperature from satellite and
surface data cannot be confirmed because the trends
are statistically indistinguishable.

« The volcanic eruption of Mount Pinatubo in 1991 is
expected to lead to transitory stratospheric warming.
With less certainty, because of other natural influ-
ences, surface and wropospheric cooling may occur
during the next few years.

* Average warming over the Northern Hemisphere
during the last four decades has not been uniform,
with marked seasonal and geographic variations; this
warming has been especially slow, or absent, over
the extratropical north west Atlantic.

» The consistency hetween ohservations ol global
temperature changes over the past century and model
simulations of the warming due to greenhouse gases
over the same period is improved if allowance is
made for the increasing evidence of a cooling effect
due to sulphate aerosols and stratospheric ozone
deplction.

The above conclusions have implications for future
projections of global warming and somewhat modify the
cstimated rate of warming of 0.3°C per decade for the
greenhouse gas emissions Scenario A of the [PCC 1990
Report. If sulphur emissions continue to increase, this
warming rate is likely o be reduced, significantly in the
Northern Hemisphere, by an amount dependent on the
future magnitude and regional distribution ol the
emissions. Because sulphate aerosols are very shorl-lived
in the atmosphere, their effect on global warming rapidly
adjusts to increases or decreases in emissions. It should
also be noted that while partially offsetting the greenhouse
warming, the sulphur emissions are also responsible for
acid rain and other environmental effects. There is a
further small net reduction likely in the rate of global
warming during the next few decades due to decreases in
stratospheric ozone, partially offset by increases in
tropospheric ozone.

Rescarch carried out since the 1990 IPCC Assessment
has served Lo improve our appreciation of key uncertain-
tics. There ts a continuing need for increased monitoring
and research into climate processes and modelling. This
must involve, in particular, strengthened international
collaboration through the World Climate Research
Programme (WCRP), the International Geosphere
Biosphere Programme (IGBP) and the Global Climate
Observing System (GCOS).
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HOW DOES THE CLIMATE SYSTEM WORK, AND WHAT INFORMATION DO WE NEED TO
ESTIMATE FUTURE CHANGES?

How does the climate system work?

The Earth absorbs radiation from the Sun, mainly at the surface. This energy is then redistributed by the atmosphere and ocean and
re-radiated to space at longer (‘thermal’, “terrestrial” or ‘infrared’) wavelengths. Some of the thermal radiation is absorbed by
radiatively-active {*greenhousc’) gases in the atmosphere, principally water vapour, but also carbon dioxide, methane, the CFCs,
ozone and other greenhouse gases. The absorbed energy is re-radiated in all directions, downwards as well as upwards such that the
radiation that is eventually lost to space is from higher, colder levels in the atmosphere (see diagram below). The result is that the
surface loses less heat (o space than it would do in the absence of the greenhouse gases and consequently stays warmer than it would
otherwisc be. This phenomenon, which acts rather like a *blanket’ around the Larth, is known as the greenhouse effect.

Some solar radiation
is reflected by the earth
and the atmosphere

ome of the infra-red
adiation is absorbed
and re-emitted by the
greenhouse gases.

The ¢ffect of this is to
warm the surface and
he lower atmosphere

EARTH  Infra-red

" Maost solar radiation is
" radiation is absorbed emilted from -
~ by the earlh’s surface and the earth's “
warms il surface

What factors can change climate?
Any factor which alters the radiation received from the Sun or lost to space, or which alters the redistribution of energy within the
atmosphere, and between the atmosphere, land and ocean, will affect climate.

The Sun’s output of cnergy is known to change by small amounts over an |1-year cycle, and variations over longer periods may
occur. On time-scales of tens to thousands of years, slow variations in the Earth's orbit have led to changes in the seasonal and
latitudinal distribution of solar radiation: these changes have played an important part in controlling the variations of past climate.

Increases in the concentration of the greenhouse gases will reduce the efficiency with which the Earth cools to space and will tend
to warm the lower atmosphere and surface. The amount of warming depends on the size of the increase in concentration of cach
greenhouse gas, the radiative properties of the gascs involved, and the concentration of other greenhouse gases already present in the
atmosphere. It also can depend on local effects such as the variation with heighe of the concentration of the greenhouse gas, a
consideration that may be particularty germane to water vapour which is not uniformly mixed throughout the atmosphere. The effect
is not a simple one and the balance which is struck between these factors depends on many aspects of the climate system.

Aerosols (small particles) from volcanoes, emissions of sulphates from. industry and other sources can absorb and reflect radiation.

Moreover, changes in aerosol concentrations can alter cloud reflectivity through their effect on cloud properties. [n most cases
aerosols tend to cool climate. In general, they have a much shorter lifetime than greenhouse gases so their concentrations respond
much more quickly 10 changes in emissions.

Any changes in the radiative balance of the Earth, including those due to an increase in greenhouse gases or in aerosols, will tend
to alter atmospheric and oceanic temperatures and the associated circulation and weather patterns. However, climale varies naturally
on all time-scales due (o both external and internal factors. To distinguish man-made climate variations from those natural changes,
it is nceessary to identify the man-made “signal” against the background “noise’ of natural climate variability.

A necessary starting point for the prediction of changes in climate due to increases in greenhouse gases and acrosols is an estimate
of their future concentrations. This requires a knowledge of both the sirengths of their sources (natural and man-made) and also the
mechanisms of their eventual removal from the atmosphere (their sinks). The projections of future concentrations can then be used

in climate models to estimate the climatic response. We also need to determine whether or not the predicted changes will be
noticeable above the nataral variations in climate. Finally, observations are essential in order to monitor climate, to study climatic
processes and to help in the development and validation of models.




3. How has our Understanding of the Sources and
Sinks of Greenhouse Gases and Aerosols
Changed?
During the last eighteen months there have been a number
of important advances in our understanding of greenhouse
gases and aerosols. These advances include an improved
quantitative understanding of the atmospheric distri-
hutions, trends, sources and sinks of greenhouse gases,
their precursors and aerosols, and an improved wnder-
standing of the processes controlling their global budgets.

Atmospheric Concentrations and Trends of Long-lived
Greenhouse Gases:

The atmospheric concentrations ol the major long-lived
greenhouse gases [carbon dioxide (CO,). methanc (CHy),
nitrous oxide (N>O), chlorofluorocarbons (CFCs), and
carbon tetrachloride (CCl,)] continue to increase because

of human activities, While the growth rates of most ol

these gases have been steady or increasing over the past
decade, that of CH, and some of the halocarbons has been
decreasing. The rate for CH, has declined from about 20
ppbviyr in the late 1970s to possibly as low as 10 ppbv/yr
in 1989. Whilc a number of hypotheses have been
forwarded 1o explain these obscervations, none is
completely satisfactory.

Atmospheric Concentrations and Trends of Other Gases
that Influence the Radiative Budget:

Ozonc (04) is an cffective greenhouse gas both in the
stratosphere and in the troposphere. Significant decrcases
have been observed during the last one 10 two decades in
total column Oy at all latitudes - excepl the tropics - in
spring, summer and winter. The downward trends were
larger during the 1980s than in the 1970s. These decreascs
have occurred predominantly in the lower stratosphere
(below 25km), where the rate of decrease has been up to
10% per decade depending on altitude. In addition, there is
evidence to indicate that O4 levels in the troposphere up to
10km altitude above the tew existing ozonesonde stations
at northern middle latitudes have increased by about 10%
per decade over the past two decades. Also, the abundance
of carbon monoxide (CO) appears to be increasing in the
NH at about 1% per year. However, there is little new
information on the global trends of other tropospheric O
precursors, (non-methanc hydrocarbons (NMHC) and
axides of nitrogen (NO, ).

Sources and Sinks of Carbon Dioxide:
The two primary sources of the observed increase in
atmospheric CO, are combustion of fossil fuels and land-
usc changes; cement production is a further important
source.

The emission of CO, from the combustion of fossil fuels
grew between 1987 and 1989. Preliminary data for 1990
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indicate similar emissions to 1989. The best estimate for
global fossil fuel emissions in 1989 and 1990 is 6.0+0.5
GiC 7, compared to 5.740.5 GtC in 1987 (IPCC, 1990).
The estimated total release of carbon in the form of CO,
from oil well fires in Kuwait during 1991 was 0.065 GtC,
about 1% of total annual anthropogenic emissions.

The direet net flux of CO, from land-use changes
{(primarily deforestation), integrated over time, depends
upon the arca of land deforested, the rate of reforestation
and afforestation, the carbon density of the original and
replacement forests, and the fate of above-ground and soil
carbon. These and other factors are needed to estimate
annual net emissions but significant uncertainties exist in
our quantitative knowledge of them. Since IPCC (1990)
some progress has been made in reducing the uncertainties
associated with the rate of deforestation, at least in Brazil.
A comprehensive. multi-year, high spatial resolution
satellite data set bas been used to estimate that the average
rate of deforestation in the Brazilian Amuzonian forest
between 1978 and 1989 was 2.1 million hectares (Mha)
per year. The rate increased between 1978 and the mid-
1980s, and has decreased to 1.4 Mha/yr in 1990, The Food
and Agriculture Organization (FAQ), using information
supplicd by individual countries, recently estimated that
the rate of global tropical deforestation in closed and open
canopy forests for the period 1981-1990 was about 17
Mha/yr, approximately 50% higher than in the period
1976-198(.

Despite the new information regarding rates of defor-
estation, the uncertainties in estimating CQ, emissions are
so large that there is no strong reason (o revise the [PCC
1990 estimate of annual average net flux Lo the atmosphere
of 1.6+1.0 GtC from land-use change during the decade of
the 1980s.

Since IPCC (1990) particular attention has focussed on
understanding the processes controlling the release and
uptake of CQ, from both the terrestrial biosphere and the
oceans, and on the quantification of the fluxes. Based on
models and the atmospheric distribution of CO,, it appears
that there is a small net addition of carbon to the
atinosphere from the equatorial region, a combination of
oulgassing of CO, from warm tropical waters and a
lerrestrial biospheric component that is the residual
between large sources (including deforestation) and sinks.
There appears to be a strong Northern Hemisphere sink,
containing both oceanic and terrestrial biospheric com-

(") 1 G (gigatonne of carbon) equals one billion (one thousand
million (109)) tonnes of carbon
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penents, and a weak Southern Ilemisphere (SH) sink. The
previous IPCC global estimate for an ocean sink of 2.0(.8
GtC per year is still a reasonable one. The terrestrial
biospheric processes which are suggested as contributing
{o the sinks are sequestration duc to forest regenceration,
and fertilization arising from the effcets of both CO, and
nitrogen (N}, but none of these can be adequately
guantified. This implies that the imbalance {of order 1-2
GtClyr) between sources and sinks, i.e., “the missing
sink™, has not yet been resolved. This fact has significant
consequences lor estimates of future atmospheric
€0, concentrations (see Section 5) and the analysis of
the concept of the Global Warming Potential (see Section
6).

Sources of Methane:

A total (anthropogenic plus natural) annual emission of
CH, of about 500Tg can be deduced from the magnitude
of its sinks combined with its rate of accumulation in the
atmosphere. While the sum of the individual sources is
consistent with a total of 500Tg CHy, there are still many
uncertainties in accurately quantifying the magnitude of
emissions from individual sources. Significant new
information includes a revised rate of removal of CHy by
atmospheric hydroxyl (OH) radicals (because of a lower
ratc constant), a new cvaluation of some of the sources
(c.g., {from rice fields) and the addition of new sources
(c.g., animal and domestic waste). Recent CH, isotopic
studies suggest that approximately 100Tg CII; (20% of the
total CH, source) is of tossil origin, largely from the coal,
oil, and natural gas industries. Recent studies of CH,
emissions from rice agriculture, in particular Japan, India,
Australia, Thailand and China, show thai the emissions
depend on growing conditions, particularly soil
characteristics, and vary significantly. While the overail
unccertainty in the magnitude of global emissions from rice
agriculturc remains large, a detailed analysis now sugpests
significantly lower annual emissions than reported in [PCC
(1990}, The latest estimate of the atmospheric lifetime of
CH, is about 11 years.

Sources of Nitrous Oxide:

Adipic acid (nylon) production, nitric acid production and
automobiles with three-way catalysts have been identified
as possibly significant anthropogenic global sources of
nitrous oxide. However, the sum ol all known anthro-
pogenic and natural sources is still barely sufficient to
balance the calculated atmospheric sink or to explain the
ohserved inerease in the stmospheric abundance of N,O.,

Sources of Halogenated Species:

The worldwide consumption of CFCs 11, 12, and 113 is
now 40% below 1986 levels, substantially below the
amounts permitted under the Montreal Protocol. Further
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reductions are mandated by the 1990 London Amendments
10 the Montreal Protocal. As CFCs are phased out, HCFCs
and HFCs will substitute, but at lower emission rates.

Strataspheric Ozone Depletion:

Even if the control measures of the 1990 London
Amendments to the Montreal Protocol were to be imple-
mented by all nations, the abundance of stratospheric
chlorine and bromine will increase over the next scveral
years. The Antarctic ozone hole, caused by industrial
halocarbons, will therefore recur cach spring. [n addition,
as the weight of evidence suggests that these gases are also
responsible for the obscrved reductions in middle and
high latitude stratespheric O, the depletion at these
latitudes is predicted to continuc unabated through the
1990s.

Sources of Precursors of Tropospheric Ozone:

Little new information is available regarding the trope-
spheric ozone precursors (CO, NMHC, and NO,), all of
which have significant natural and anthropogenic sources.
Their detailed budgets therefore remain uncertain.

Source of Aerosols:

Industrial activity, biomass burning, volcanic eruptions,
and sub-sonic aircraft contribute substantially to the
formation of trepospheric and stratospheric acrosols.
Industrial activitics are concentrated in the Northern
Hemisphere where their impact on tropospheric sulphate
aerosols is greatest. Sulphur emissions, which are due in
large part to combustion effluents, have a similar
emissions history to that of anthropogenic CO,. Estimates
of cmissions of natural sulphur compounds have been
reduced from previous figures, thereby placing more
cmphasts on the anthropogenic contribution.

4. Scenarios of Future Emissions

Scenarios of net greenhouse gas and aerosol precuorsor
cmissions for the next 100 years or more are necessary to
support study of potential anthropogenic impacts on the
climate system. The scenaries provide inputs to climate
models and assist in the examination of the refative
importance of relevant trace pases and aerosol precursors
in changing atmospheric composition and climate.
Scenarios can also help in improving the understanding of
key relationships among factors that drive future
emissions.

Scenario outputs are not predictions of the future, and
should not be used as such; they illustrate the effect of a
wide range of economic, demographic and policy
assumptions. They arc inherently controversial because
they reflect different views of the future. The results of
scenarios can vary considerably from actual outcomes
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even over short time horizons. Confidence in scenario
outputs decreases as the time horizon increases, because
the basis for the underlying assumptions becomes
increasingly speculative. Considerable uncertainties
surround the evolution of the types and levels of human
aclivities (including economic growth and structure),
technological advances, and human responses to possible
environmental, economic and institutional constraints.
Consequently, emission scenarios must be constructed
carefully and used with great caution.

Since completion of the 1990 IPCC Scenario A (SA90)
events and new information have emerged which relate to
that scenario’s underlying assumptions. These develop-
ments include: the London Amendments to the Montreal
Protocol; revision of population forecasts by the World
Bank and United Nations; publication of the IPCC Energy
and Industry Sub-group scenario of greenhonse gas
emissions to 2023; political events and cconomic changes
in the former USSR, Euastern Europe and the Middle East;
re-estimation of sources and sinks of greenhouse gases
(reviewed in this Assessment); revision of preliminary
FAQ data on tropical deforestation; and new scientific
studies on forest biomass. There has also been recognition
of considerable uncertainty regarding other important
factors that drive future emissions.

These factors have led to an update of the SA90. Six
alternative IPCC Scenarios (I1S92a-f) now embody a wide
array of assumptions, summarized in Table |, atfecting
how future greenhouse gas emissions might evolve in the
absence of climate policies beyond those already adopted.
This constitutes a significant improvement over the
previous methodology. However, the probability of any of
the resuliing emission paths has not been analysed. TPCC
WGI does not prefer any individual scenario. Other
combinations of assumptions could ilfustrate a broader
variety of emission trajectories. The different worlds
which the new scenarios imply, in terms of economic,
social and environmental conditions, vary widely. The
current exercise provides an interim view and lays a basis
for a morc complete study of future emissions of
greenhouse gas and aerosol precursors,

Scenario Results:

The range of possible greenhouse gas futures is very wide,
as Figure 1 on page 13 illustrates (showing only CQ5). All
six scenarios can be compared to SA90. 1892a is slightly
lower than SA90 due to modest and largely offseiting
changes in the underlying assumptions. (For example,
compared to SAY0, higher population forecasts increasc
the emission estimates, while phaseout of halocarbons and
more optimistic renewable energy costs reduce them.} The
highest greenhouse gas levels result from the new scenario
IS92¢ which combines, among other assumptions,
moderate population growth, high economic growth, high
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fossil fuel availability and eventual hypothetical phaseout
of nuclear power. The lowest greenhouse gas levels result
from 1892¢ which assumes that population grows, then
declines by the middle of the next century, that economic
growth is low and that there are severe constraints on fossil
fuel supplies. The results of all six scenarios appear in
Table 2. Overall, the scenarios indicate that greenhouse
gas emissions could rise substantially over the coming
centory in the absence of new measures explicitly intended
1o reduce their emission, However, IS92c has a CO,
emission path which eventually falls below its starting
1990 level, [S92h, a medification of 18924, suggests that
current commitments by many OECD Member countries
to stabilize or reduce CO5 might have a small impact on
greenhouse gas ernissions over the next few decades, but
would not offset substantial growth in possible emissions
in the long run, 1S92b does not take into account that such
commitments could accelerate development and diffusion
of low greenhouse gas technologies, nor possible resolting
ghifts in industrial mix.

Carbon Dioxide:
The new emissions scenarios for CO, from the energy
sector span a broad range of futures (see Figare 1).
Population and economic growth, structural changes in
gconomies, energy prices, technological advance, fossil
fuel supplies, nuclear and renewable energy availability
arc among the factors which could exert major influence
on future levels of CO, emissions. Developments such as
those in the republics of the former Soviet Union and in
Eastern Europe, now incorporated into all the scenarios,
have important implications for future fossil fuel carbon
emigsions, by affecting the levels of economic activities
and the efficiency of energy production and use. Biotic
carbon emissions in the early decades of the scensrios are
higher than SA90, reflecting higher preliminary FAO
estimates of current rates of deforestation in many - though
not all - parts of the world, and higher estimates of lorest
biomass.

Halocarbons:

The revised scenarios for CFCs and other substances
which deplete stratospheric ozone are much lower than in
SA90. This is consistent with wide participation in the
controls under the 1990 London Amendments to the
Montreal Protocol, However, the future production and
composition of CFC substitutes (HCFCs and HECs) could
significantly affect the levels of radiative forcing from
these compounds,

Methane, Nitrous Oxide, Ozone Precursors and Sulphur
Gases:

The distribution of CHy and NyO emissions from the
different sources has changed from the SA90 case,
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Figure 1: CO; emissions from cncrgy, cement production and deforestation.

Methane emissions from rice paddies are lower, and
emissions from animal waste and domestic sewage have
been added. N,O emission factors for stationary sources
and biomass burning have been revised downwards.
Adipic and nitric acid have been included as additional
sources of N,O. Preliminary analysis of the emissions of
volatile organic compounds and sulphur dioxide suggests
that the global emissions of these substances are likely to
grow in the coming century if no new limitation strategies
are implemented.

5. Relationship Between Emissions and Atmospheric
Concentrations and the Influence on the Radiative
Budget

A key issue is to relate emissions of greenhouse gases,
greenhouse gas precursors and aerosol precursors to fuiure
concentrations of greenhouse gases and aerosols in order
to assess their impact on the radiative balance. A numbcr
of different types of model have been developed.

Carbon Cycle Models:

While there is a variety of carbon cycle models (including
3-D ocean-atmosphere models, 1-D ocean-atmosphere box-
diffusion models, and box models that incorporate a
terrestrial biospheric sink) all such models are subject to
considerable uncertainty because of an inadequate
understanding of the processes controlling the uptake and
release of CO, from the oceans and terrestrial ecosystemns.
Some models assume a net neutral terrestrial biosphere,
balancing fossil fuel emissions of CQO, by oceanic uptake
and atmospheric accumulation, others achieve balance by
invoking additional assumptions regarding the effect of
CO;, fertilization on the different parts of the biosphere.
However, even models that balance the past and

contemporuary carbon cycle may not predict future
atmospheric concentrations accurately because they do not
necessarily represent the proper mix of processes on land
and in the oceans. The differences in predicted changes in
CO, concentrations are up to 30%. This does not represent
the major uncertainty in the prediction of future climate
change compared with uncertainties in estimating future
patterns of trace gas emissions, and in quantifying climate
feedback processes. A simple empirical estimate can be
based on the assumption that the fraction of emissions
which remains in the atmosphere is the same as that
observed over the last decade; i.e. 4627%.

Atmospheric Gas Phase Chemistry Models:

Current tropospheric models exhibit substantial differences
in their predictions of changes in Os, in the hydroxyl
radical (OH) and in other chemically active gases due to
emissions of CHy, non-methane hydrocarbons, CO and, in
particular, NO,. These arise from uncertainties in the
knowledge of background chemical composition and from
our inability to represent small-scale processes occurring
within the atmosphere. These deficiencics limit the
accuracy of predicted changes in the abundance and
distribution of tropospheric O, and in the lifetimes of a
number of other greenhouse gases, including the HCECs
and HFCs, all of which depend upon the abundance of the
OH radical. Increases in CHy, NMHCs, and CO all lead to
increases in O, and decreases in OH, thus leading to an
increase in radiative forcing. On the other hand, because
increases in NO, lead to an increase in both Oy and OH,
the net effect of NO, on radiative forcing is uncertain.

Atmospheric Sulphate Aerosol Models:
The atmospheric chemistry of sulphate aerosols and their
precursors has been extensively studied in relation to the
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acid rain issne. While our understanding of processes
related to chemical transformations has increased signif-
icantly in recent years, substantial uncertainties remain,
especially regarding the microphysics of aerosol
formation, intcraction of aerosols with clouds, and the
removal of acrosol patticles by precipitation.

6. How has our Understanding of Changes in
Radiative Forcing Changed?

Since IPCC {1990), there have been significant advances

in our understanding of the impact of ozone depletion and

sulphate aerosols on radiative forcing and of the limita-

tions of the concept of the Global Warming Potential.

Radiative Forcing due to Changes in Stratospheric
Ozone:

For the first time observed global depletions of Oy in the
Jower stratosphere have been used to calculaie changes in
the radiative balance of the atmosphere. Although the
results are sensitive 1o atmospheric adjustments, and no
GCM studies of the implications of the O4 changes on
surface temperature have been performed, the radiative
balance calculations indicate that the O; reductions
observed during the 1980s have caused reductions in the
radiative forcing of the surface-troposphere system at
middle and high latitudes. This reduction in radiative
forcing resulting from Oy depletion could, averaged on a
global scale and over the last decade, be approximately
equal in magnilude and opposite in sign to the enhanced
radialive forcing due to increased CFCs during the same
time period. The effect at high latitudes is particularly
pronounced and, because of thesc large variations with
Jatitude and region, studies using GCMs are urgently
required to further test these findings.

Radiative Forcing due to Changes in Tropospheric
Ozone:

While there are consistent obscrvations of an increase in
tropospheric ozone (up o 10% per decade) al a limited
number of locations in Europe, there is not an adequate
global sct of observations to quuntify the magnitude of the
increase in radiative forcing, However, it has been
calculated that a [0% uniform pglobal increasc in
tropospheric ozone would increase radiative forcing by
about a tenth of a watt per square metre.

Radiative Effects of Sulphur Emissions:

Emissions of sulphur compounds from anthropogenic
sources lead to the presence of sulphate aerosols which
rellect solar radiation. This is likely to have a cooling
influence on the Northern Hemisphere (there is negligible
effect in the Southern Hemisphere). For clear-sky
conditions alone, the cooling caused by current rates of
emissions has been estimated to be about IWm2 averaged

1992 IPCC Supplement

over the Northern Hemisphere, a value which shovld be
comparcd with the estimate of 2.5Wm-2 for the heating
due to anthropogenic greenhouse gas emissions up to the
present. The non-unilorm distribution of anthropogenic
sulphate aerosols coupled with their relatively short
atmospheric residence time produce large regionat
variations in their effects. In addition, sulphate acrosols
may affect the radiation budget throngh changes in cloud
optical properties.

Global Warming Potentials:

Guases can excrl a radiative forcing bath directly and
indirectly: dircet forcing occurs when the gas itself is a
greenhouse gas; indirect forcing occurs when chemical
transformation of the original gas produces a gas or gascs
which themselves arc greenhouse gases. The coneept of
the Global Warming Potential (GWP) has been developed
for policymakers as a measure of the possible warming
effect on the surface-troposphere system arising from the
emission of each gas relative to CO,. The indices are
calculated for the contemporary atmosphere and do not
take into account possible changes in chemical
composition of the atmosphere. Changes in radiative
forcing due to CO, are non-linear with changes in the
atmospheric CO, conceuntrations. Hence, as CO; levels
increase from present values, the GWPs of the non-CO,
gases would be higher than those cvaluated here. For the
concept to be most usefnl, both the direct and indirect
components of the GWP need (o be guantified.

Direct Global Warming Potentials:

The direct components of the Global Warming Potentials
(GWPs) have been recaleulated, taking into account
revised estimated lifetimes, for a sct of time horizons
ranging from 20 to 500 years, with CO, as the refercnce
gas. The same ocean-atmosphere carbon cycle model as in
IPCC (1990) has been used fo relate CO, emissions to
concenlrations. Table 3 shows values for a selecied set of
key gases for the 100 year time horizon. While in most
cases the values are similar to the previous IPCC (1990)
values, the GWPs for some of the HCFCs and HFCs have
increased by 20 to 50% because of revised estimates of
their lifetimes, The direct GWP of CHy has been adjusted
upward, correcting an error in the previous IPCC report.
The carbon cycle model used in these calculations
probably underestimates both the direct and indirect GWP
valucs for all non-CO, gases. The magnitude of the bias
depends on the atmospheric lifetime of the gas, and the
GWP time horizon.

Indirect Global Warming Potentials:

Because of our incomplete understanding of chemical
processes, mast of the indirect GWPs reported in 1IPCC
(1990} are likely to be in substantial error, and none of
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Table 3: Direct GWPs for 100-year Time Horizon
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Gas Direct Global Warming Potential Sign of the Indirect Component of the
(GWP) GWP

Carbon dicxide 1 none

Methane 11 positive

Nitrous oxide 270 uncertain

CFC-11 3400 negative

CIr'C-12 7100 nepative

HCF(C-22 1600 negative

HFC-134a 1200 none

them can hc rccommended. Although we arc not yet in a
position to recommend revised numcrical values, we
know, however, that the indircet GWP for methane s
positive and could be comparable in magnitude to its direct
value. In contrast, based on the sub-section above, the
indirect GWPs for chlorine and bromine halocurbons are
likely to be negative. The concept of a GWP for short-
lived, inhomogeneously distributed constituents, such as
CO, NMHC, and NO, may prove inapplicable, although,
as noted above, we know that these constituents will affect
the radiative balance of the atmosphere through changes in
tropospheric ozone and OH. Similarly, a GWP l(or SO, is
viewed Lo be inapplicable because of the non-uniform
distribution ol sulphaie acrosols.

Influence of Changes in Solar Ouiput:

The existence of strong correlations between
characteristics of the solar activity cycle and global mean
temperature has been reported. The only immediately
plausible physical explanation of these correlations
involves variability of the sun’s total irradiance on time-
scales longer than that of the Ll-year activity cycle. Since
precise measurements of the irradiance arc only available
for the last decade, no firm conclusions rcgarding the
influence of solar variability on climate change can be
drawn.

7. Confidence in Model Predictions

There continues to be slow improvement in the ability of
models to simulate present climate, although further
improvements in the mode! resolution and the
parametrization of physical processes are needed. Since
the last report, further evidence has accumulated that
atmospheric models are capable of reproducing a range of
aspects of atmospheric variability. Coupled ocean-
atmosphere models produce variability on decadal time-
scales similar in some respects to that observed, and ocean
models show longer term tlucluations associated with
changes in ihe thermohaline circulation.

There has been some clarification of the nature of water
vapour feedback, although the radiative effects of clouds
and related processes continue to be the major source of
uncertainty and there remain uncertainties in the predicted
changes in upper ropospheric water vapour in the tropics.
Biological leedbucks have not yel been taken into account
in simulations of clitnate change.

Increased confidence in the geographical patterns of
climate change will require new simulations with
improved coupled models and with radiative forcing
scenarios that include aerosols.

Confidence in regional climate patterns based directly
on GCM outpul remains low and there is no consistent
evidence regarding changes in variability or storminess.
GCM resulls can be inferpolated 1o smaller scales using
statistical methods (correluting regional climate with the
large-scale flow) or a nested approach (high-resolution,
regional climate models driven by large-scale GCM
results). Both methods show promise but an insufficient
number of studies have yet been completed to give an
improved glabal picture of regional climate change due
increases in greenhouse gases; in any event both
interpolation methods depend critically on the quality of
the large-scale flow in the GCM. Given our incomplete
knowledge of climate, we cannot rule out the possibility of
Surprises.

8. Simulated Rates of Change in Climate and their
Geographical Distribution

Results of General Circulation Models (GCMs) available
to the 1990 report mainly concerncd equilibrium
simulations. Only one frgnsient model run (i.c., where the
time-varying response of the climale to steadily increasing
greenhouse gas concentrations is simulated) had been
completed.

Since then many papers have appeared in the refereed
literature concerned with climate models and their results.
Significant progress has been made in the area of transient
models, with four modelling groups having carried out
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WHAT TOOLS DO WE USE AND WHAT INFORMATION DO WE NEED
TO PREDICT FUTURE CLIMATE?

Maodels

The most highty developed tool which we have to model climate and climate change is known as a general cireulation model or
GCM. These models are based on the laws of physics and use descriptions in simplificd physical terms (calied parametrizationg)
of the smaller-scale processes such as those duce 1o clowds and decp mixing in the occan, "Coupled” general circulation models
{CGCMs) have the atmospheric component linked o an oceanic component of comparable complexity.

Climate forecusts are derived in a different way from weather forecusts. A weather prediction model gives a description of the
atmosphere's stite up to 10 days or so ahead, starting from a detailed description of an initial state of the atmospherc at 4 given
time, Such forecasts describe the movement and development of large weather systerns, though they cannot represent very small-
secale phenomena; for example, individual shower clouds,

"Fo estimate the influence of greenhouse gases or aerosols in changing climate, the model is first run for a few (simulated)
decades, The statistics of the maodel’s oufput are a description of the model’s simulated climate which, if the model is a good one
and includes all the important foreing Factors, will bear a close resemblance to the climate of the real atmosphere and ocean. The
abaove exercise is then repeated with increasing concentrations of the greenhouse gases or aerosnls in the model. The differences
hetween the statistics of the two simulations (for cxampie in mean temperatire and inlerannual variability) provide an estimate ol
the accompanying climate change.

We also need to determine whether or not the predicied changes will he noticeable above the natural variations in climate.
Finally, ohservations are required in order to moniter climate, to improve the understanding of climate processes and to help ia the
validation of models.

The long-term change in surface air temperature folfowing a doubling of carbon dioxide (referred 10 as the climate sensitivity)
is generally used as a benehmark Lo compare models. The range of values [or climate sensitivity reporied (n the 1990 Assessment,
and re-affirmed in this Supplement, was 1.5 to 4.5°C, with a best gstimate, based on model results and taking into account the
observed climate record, of 2.5°C,

Simpler models, which simulate the behavicur of GCMs, are also used to make predictions of the evolution with time of
global temperature from a ninber of emission scenarios. These so-called box-diffusion models contain highly simplified physics
but give similar results to GCMs when globally averaged. Only comprehensive GCMs, however, can provide three-dimensional
distributions of the changes in other climate variables. including the changes due to non-linear processes that are not given by
simplificd models. The extraction of this information from the results of coupled GCMs has only just begun.

Fuature concentrations of greenhouse gases and acrosols

A necessary starting point for the prediction of changes in climate due 1o changes in almospheric constiluents is an estimale of
their future concentrations. This requires a knowledge of their sources and sinks (natural and man-made) and an cstimate of how
the strengths of these sovrces and sinks might change in the {utere {an emissions scenario). The projections of fature
concentrations can then be used in climate models to estimate the climatic responsc,

Do GCMs predict future climate?
To make a prediction of folure climate it is necessary to fulfil two conditions: () include all of the major hwman and natural
Ictors known Lo affect climate, wnd (b) predict the future magnitudes ot atmospherie concenirations of preenhouse gases, So far,
GCMs (and CGCMs) have included only radiative forcing induced by greenhouse gases, and therefore their results relate only 1o
the greenhouse gas compoenent of climate change.

At che time of the 1990 IPCC Report it was recognized that sulphate asrosols exert a significant negative radiative
forcing on climate but this forcing was not well quantified. Since then progress has buen made in understanding rudiative forcing
by sulphatc uerosols, and an additional sonrce of negative forcing has been identificd in the depletion of stratospheric czonc due
to halocarbons. The [ack of these negative forcing factors in GCMs dues not negate the results obtained from them so far. For
example the estimates of climate sensitivity, which is defined purcly in terms of CO, concentrations. are unchanged. and it is still
believed that anthropogenic greenhouse gases, now and even more so in the future, represent the largest perturbation to the natural
radiative balance of the atmosphere. However, it does mean that the rates of change of, say, surface temperature do need to be
adjusted for additional forcing factars before they ean fultil condition (a). The second condition is fulfilled when we use a specific
prediction (as opposed to a scenario) of future atmospheric concentrations of greeshouse gases.
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climate simulations for up to 100 years using coupled
atmosphere-ocean global climate models (CGCMs) which
incorporate a detailed description of the deep ocean and
therefore can simulate the climate lag induced by the deep
ocean circulation. These models require substantial
adjustments to fluxes of heat and fresh water in order to
achieve a realistic simulation of present climate and this
may distort the models’ response to small perturbations
such as those associated with increasing greenhouse gases.
For simulations of future climate with these models,
carbon dioxide concentrations have been increased at rates
close 1o [% per year (approximately the equivalent
radiatively to the current rate ol increase of greenhouse
ZASCS).

Internal variability obscures the geographical patterns of
change during the first few decades of the experiments.
However, once these pauerns become established, they
vary relatively little as the integrations progress and are
similar to those produced by equilibrium models in a
number of ways, for instance:

(i) surface air temperatures increase more over land
than over oceans;

(ii) precipitation increases on average at high latitudes,

in the monsoon regiou of Asia and in the winter at

mid-latitudes;

over some mid-latitude continental areas values of

soll moisture are lower on average in summer.

{iii)

The transient CO, simulations, however, show that over
the northern North Atlantic and the southern occans ncar
Antarctica the warming is reduced by 60% or more relative
to equilibrium simutations at the time ot doubling CO,.

Much further development and validation of coupled
models s requirad.

9. What Would We Now Estimate for Climate Change?

The new simulations using coupled ocean-atmosphere
GCMs, which do not include the effects of sulphates and
azone depletion, generally confirm the [PCC (1990)
estimates of future warming at rates of about 0.3°C/decade
(range 0.2 to 0.5°C/decade) over the next century for IPCC
1990 Scenario A. Because GCMs do not yet include
possible opposing anthropogenic influences, including the
forcing trom sulphate acrosols and stratospheric ozone
depletion, the net rate of increase in surface temperature is
expected to be less, at least during the period for which
sulphur emissions continue to increase, than would be
expected from greenhouse gas forcing alone. However, the
globally averaged magnitude of the effect of sulphate
aerosols has not yet been calculated accurately and further
work is needed.

The simulated rate of change of sea level due to oceanic
thermal expansion only ranges from 2 1o 4cm/decade,
again consistent with the previous report.
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New [PCC 1992 emissions scenarios (IS92a-1; see
Section 4) have been derived in the light of new
information and international agreements. In order to
provide an initial assessment of the effect of the new
scenarios, the change in surface temperature has been
estimated with the simple climate model used in the IPCC
1990 report which has been calibrated against the more
comprehensive coupled ocean-atmosphere models (sce
page 16 for a description of models). These calculations
include, in the same way as did the 1990 calculations, the
direct radiative forcing effects of all the greenhouse gases
included in the seenarios, The effect of stratospheric ozone
depletion and of sulphate acrosols have not been included,
which again parallels the 1990 calculations. Figure 2 (see
page 18) shows (a) the temporal evolution of surface
temperature for [$92a, assuming the high, “best estimate”
and low climate sensitivities (4.5, 2.5 and 1.5°C), and (b)
the temperature changes for the six 1992 IPCC scenarios
and the 1990 Scenario A, assuming the “best estimate”™ of
climate sensitivity (see page 16 for the definition of
climate sensitivity).

10. The Updated Record of Global Mean
Temperatures

Continuing research into the nineteenth century ocean
temperature record has not significantly altered our
calculation of surface temperature warming over the past
100-130 years of 0.4540.15°C, Furthermore, global surface
temperatures for 1990 and 1991 have been similar to those
of the warmest years of the 1980s and continue to be
warmer than the rest of the record. The research has,
however, led to a small adjustment in hemispheric
temperatures. The long-lerm warming trends assessed in
each hemisphere are now more nearly equal, with the
Southern Hemisphere marginally warmer in the late
nincteenth century and the Northern Hemisphere trend
unchanged trom previous estimates.

A notable feature over considerable areas of the
continental land masses of the Northern Hemisphere is that
warming over the last few decades is primarily due to an
increase of night-time rather than daytime temperatures.
These changes appear to be partly related to increases in
cloudiness bul other factors cannot be excluded such as a
direct cooling elfect ol acrosols on maximum temperatures
in sunny weuather, an influence of increasing concen-
trations of greenhouse gasces and some residual influence
of urbanization on minimum lecmperatures. A more
complete study is needed as only 25% of the global land
area has been analysed. In this regard, regional changes in
maximum, minimum and mean temperature related to
changes in land use {e.g., desertification, deforestation or
widespread irripation) may need to he identified
separately,
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Figure 2: (a) Temperaturc change under scenario 1592a, (b) Best estimate temperature changes under IS92 and SAS0. Solid circles

show SA90.

A new source of information that supports higher sea
surface temperatores in many tropical regions aver the last
decade concerns evidence that the bleaching of tropical
corals has apparently increased. Bleaching has been shown
to be related (in part) to episodes of sea surface temp-
erature warmer than the normal range of tolerance of these
animals, though increasing pollution may be having an
influence.

There has been considerable interest in mid-tropospheric
temperature observations made since 1979 from the
Microwave Sounding Unit (MSU) aboard the TIROS-N
safellites. The MSU data have a truly global coverage but
there is only a short record (13 years) of measurements;
the surface and the radiosonde data are less spatially
complete but have much longer records {over 130 and near
30 years respectively). Globally-averaged trends in MSU,
radiosonde and surface data sets between 1979 and 1991

differ somewhat (0.06, 0.17, and 0.18°C/decade, respec-
tively), although the differences are not statistically
significant. Satellite sounders, radiosonde and surface
instruments all have different measurement characteristics
and, in addition, geographical and temporal variations in
mid-tropospheric and surface temperatures are not
expected to be identical, Despite this, correlations between
slobal annual values of the three data sels are quite high.

Note that it is not possible to rank recent warm years in
an absolute way; it depends on which record is used, what
level is referred to and how much uncertainty is attached to
euach value.

MSU data have been able to detect the impact on lower
stratospheric temperature of volcanic eruptions in a
striking way, Variability in these data between 1979 and
1991 is dominated by short-term temperatuse fluctuations
{greatest in the tropics) following the injection of large
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amounis of acrosol into the stratosphere by the eruptions of
El Chichon (1982) and Mt. Pinatubo (1991). Globally,
temperature rises in the lower stratosphere were about 1°C
and 1.3°C respectively; stratospheric warming due to El
Chichon lasted nearly two years while that due to Mt.
Pinatubo is still underway. The longer radiosonde record,
however, shows a significant global cooling trend of about
(0.4°C per decade since the middle 1960s in the lower
stratosphere.

11. Are There any Trends in Other Climatically
Important Quantities?
Precipitation variations of practical significance have been
documented on many time and space scales, but due to
data coverage and inhomogencily problems nothing can be
said about global-scale changes. An apparent increase of
walter vapour in the tropics parallels the increase in lower
tropospheric temperature but it is not yet possible to say to
what extent the changes arc rcal and whether they are
larger than natural variability,

A small, irregular, decrease of about 8% has been
observed in annually averaged snow cover extent over the
Northern Hemisphere since 1973 in a new, improved,
compilation of these data. The reduction is thought to be
real because annual values of snow cover extent and
surface air temperatures over the extratropical Northern
Hemisphere land have a high correlation of -0.76.

There is evidence that, regionally, relatively fast
(sometimes called abrupt) climate changes can occur.
These changes may persist for up to scveral decades but
are often a function of scason. These fast changes arc
poorly understood, but can be of considerable practical
importance.

12. Are the Observed Temperature Changes
Consistent with Predicted Temperature Changes?

CGCMs, which do not yet take into account changes in
aerosols, predict a greater degree of warming in the
Northern Hemisphere (NIH) than in the Southern
Hemisphere (SH), a result of the greater extent of land in
the NH which responds more rapidly to forcing. The
observed larger warming of the SH in recent decades
((1.3°C between 1955 and 1985) than in the NH (which
hardly warmed at all over the same period) is at first sight
in conflict with this prediction. Recently, however, the NH
has started Lo warm quite rapidly. The rcasons for the
differences in observed warming rates in the two
hemispheres are not known though man-made aerosols
{(see Section 6) and changes in ocean circulation may have
played a part,

Furthermore, increases in CFCs may have reduced
ozone levels sufficiently to offset in a globally-averaged
sense the direct greenhouse effect of CFCs. Conscquently,
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the estimates of warming over the last 100 years due to
increases in greenhousce gases made in the original report
may be somewhal o rapid becanse they did not take
account of these cooling influences. Taking this into
account could bring the results of model simulations closer
10 the observed changes.

Individual volcanic eruptions, such as that of El
Chichon, may have led o surface cooling over several
years but should have negligible cffect on the long-term
trend. Some influence of solar variations on time-scales
associated with several sunspot cycles remains unproven
but is a possibility,

The conclusion of the 1990 report remains unchanged:
“the size of this warming is broadly consistent with
predictions of climate models, but it is also of the
same magnitude as natural climate variability. Thus
the observed increase counld be largely due to this
natural variability; alternatively this variability and
other human factors could have offset a still larger
human-induced greenhouse warming”.

13. Key Uncertainties and Further Work Required
The prediction of future climate change is critically
dependent on scenarios of future anthropogenic emissions
ol greenhouse gases and other climate foreing agents such
as acrosols. These depend not only on factors which can be
addressed by the natural sciences but also on Factors such
as population and economic growth and encrgy policy
where there is much uncertainty and which are the concern
of the social sciences. Natural and social scientists need o
cooperate closely in the development of scenarios of future
emisgsions,

Since the 1990 report there has been a greater
appreciation of many of the uncertainties which atfect our
predictions of the timing, magnitude and regional patterns
of climate change. These conlinue 10 be rooted in our
inadequate understanding ol

= sources and sinks of greenhouse gases and acrosols
and their atmospheric concentrations (including their
indirect effects on global warming)

+ clouds (particularly their feedback effect on
greenhouse-gas-induced global warming, also the
effect of acrosols on clouds and their radiative
propertics) and other elements of the atmospheric
water budget, including the processes controlling
upper level water vapour

= occans, which through their thermal inertia and
possible changes in circulation, influence the timing
and pattern of climale change

* polar ice sheets (whose response to climate change
also atfects predictions of sea level rise)

* land surface processes and feedbacks, including
hydrological and ecological processes which couple
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regional and global climates
Reduction of these uncertainties requires:

* the development of improved models which include
adequate descriptions of all components of the
climate system

= improvements in the systematic observation and
understanding of climate-forcing variables on a
global basis, including solar irradiance and aerosols

+ development of comprehensive observations of the
televamt variables describing all components of the
climate system, involving as required new
technologies and the establishment of data sets

+ better understanding of climate-related processes,
particularly those associated with clouds, oceans and
the carbon-cycle

* an improved understanding of social, technological
and cconemic processes, especiully in developing
countries, that are necessary to develop more
realistic scenarios of future emissions

= the development of national inventories of current
cmissions

» more detailed knowledge of climate changes which
have taken place in the past

« sustained and increased support for climate research
activities which cross national and disciplinary
boundaries; particular action is still needed to
facilitate the full involvement of developing
countries

» improved international exchange of climate data,

Many of these requirements arc being addressed by
major international programmes, in particular by the
World Climate Rescarch Programme (WCRP), the
International Geosphere Biosphere Programme (IGBP) and
the Global Climate Observing System (GCOS). Adequate
resources need to be provided both to the international
organization of these programmes and to the national
efforts supporting them if the new information necessary
lo reduce the uncertainties is to be forthcoming. Resources
also need to be provided to support on a national or
regional basis, and especially in developing countries, the
analysis of data relating to a wide range of climalce
variables and the continued observation of important
variables with adequate coverage and accuracy.
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Progress in the Development of an IPCC Methodology
for National Inventories of Net Emissions of
Greenhounse Gases

Scientific assessment is primarily concerncd with sources
and sinks al the global, and large region level but, in order
to support national and international responses to climate
change, it is necessary to estimate emissions and sinks at
the national level in an agreed and consistent way.

IPCC (1991) has established a work progranmume to:

(i) develop an approved detailed methodology for
calculating national inventories of greenhouse gas
emissions and sinks

{ii) assist all participating countries to implement this
methodology and provide results by the end of 1993,

This programme is based on preliminary work
sponsored by the Organization for Economic Cooperation
and Development (OECD, 1991). OECD und the
International Energy Agency (IEA) are continuing o
provide technical support to the IPCC work programime.
The programme will manage the development and
approval of inventory methods and procedures, and the
collection and evaluation of data. It will collaborate with
other sponsors including the Global Environment Facility
(GEF), the Asian Development Bank, the European
Community, UNECE aund individual donor countries, to
encourage funding of technical cooperation projects in
greenhouse gas (GHG) invenlorics.

The IPCC requested that participating countries provide
any available GHG emissions inventory data o the IPCC
by the end of September 1991, As of January 1992, 18
countries have submitted complcte or partial GHG

inventories (see Table below); most relate to average
emissions over one, two or three years in the period [988
to 1990. This process has been particularly useful in
identifying problems in coverage and consistency of
currently available inventories,

An [PCC Workshop on National GHG Inventories, held
in Geneva from 5 to 6 December 1991, provided guidance
on needed improvements in the draft methodology and
priorities for the work programme. Numerous improve-
ments to the methodology were agreed upon, and priorities
were proposed for the work programme and for technical
cooperation activities. As a result of the preliminary data
collection, the workshop, and other comments received,
the following major priorities for the IPCC work
programme have been established:

Methodology

+ Develop a simpler methodology and streamlined
“workbook” document to assist users in its
implementation

«  Work with experts to develop a new and simpler
method for calculating CO, emissions from forestry
and land-use change

» Establish technical expert groups to improve the
methodology for CHy from rice and fossil fuel
production, and other key gases and source types

*  Work with experts to include halocarbons in the
GHG inventory starting with data available from the
Montreal Protocol process

*+ Develop and disseminate regionally-applicable
emissions factors and assumptions.

Annex Table: Countries which have submitted complete or partial inventories of national greenhouse

gas emissions (by January 1992)

Australia Germany
Belginm Italy

Canada Netherlands
Denmark New Zealand
Finland Novway
France Poland

Sweden
Switzerland
Thailand
Vietnam

United Kingdom
United States

i



22

Work Programme

Prioritics for national inventories are: (a) CO, from
cnergy for all countrics, (b) CO, from foresiry and
tand use if important for the country, and (¢) CH, {or
important source categories by country

Initiate intercomparison studies of existing detailed
inventorics

include a scientific review of national inventory dara
and aggregated iotals by region and globally in the
work programme,

Technical Cooperation

*

IPCC will improve comrmunications among technical
focal points in all parlicipating countries and with
other interested international organizations

High prierity should be placed on country case
studies, training, regional cooperation and other
activities to assist non-OECD couatries in testing
and implementing the GHG invenlory methodology
Provide methods in the form of a streamlined
workbook in scveral languages. A user-friendly
computer spreadsheet version will also be developed
as a high priority.
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EXECUTIVE SUMMARY

There have been no major changes in our understanding of
greenhouse gases since the 1990 Scientific Assessment for the
Intergovernmental Panel on Climate Change (IPCC, 1990).
While most of the key uncertainties identified in IPCC (1990)
remain unresolved, there have been a number of importunt
advances.

Atmospheric Concentrations and Trends of Long-lived
Greenhouse Gases:

The atmosphceric concentrations of the major long-lived
greenhouse gases {carbon dioxide (CO»), methane (CHy4), nitrous
oxide (N,0), chlorofluerocarbons (CFCs), and carbon
tetrachloride (CCly) continue to increase because of human
activities. While the growth rates of most of these gases have
been steady or increasing over the past decade, that of CHy and
some of the halocarhons has been decreasing. The rate for CHy
has declined from about 20 ppbv/yr in the late 1970s to possibly
as low as 10 ppbv/yr in 1989.

Atmospheric Concentrations and Trends of Other Gases that
Influence the Radiative Budget:

Ozone (0,) is an effective greenhouse gas in the upper
troposphere and lower stratosphere. Significant decreases in total
column (34 have been observed throughout the year during the
last one to two decades, and at all latitudes except the tropics,
with the trends being larger during the 1980s than during the
1970s. These decreases have occurred predominantly in the lower
stratosphere, below 25km, where the rate of decrease has been up
1o 10% per decade depending on altitude. In addition, therc is
cvidence from the few existing ozonesonde stations that, at
northern mid-latitudes, O levels in the tropospherc up to 10km
altitude have increased by about 10% per decade over the past
two decades. Also, the ahundance of carbon monoxide (CO)
appears to be increasing in the Northern Hemisphere at about 1%
per year. There is little new information on the global trends of
other tropospheric (O3 precursors (non-methane hydrocarbons
(NMHC) and oxides of nitrogen (NO,)).

Sources and Sinks of Carbon Dioxide:

The best estimate for global fossil fuel cmissions in [989 und
1990 is 6.0+0.5 G1C, compared to 5.720.5 GtC in 1987. The
estimated total release of CO, from oil well fires in Kuwait
during 1991 was 0.065 GtC. The United Nations Food and

Agriculture Organization (FAQ), using information supplied by
individual couniries, recently estimated that the rate of global
tropical delorestation in closed and open canopy forests for the
period 1981-1990 was about 17 million hectarcs (Mha) per year,
approximately 509% higher than that for the period 1976-1980D. A
comprchensive, multi-year, high spatial resolution satcllitc data
set has been used to cstimate that the average rate of deforestation
in the Brazilian Amazonian forest between 1978 and 1989 was
2.1 Mha/yr, and that the rate increased between 1978 and the
mid-1980s, and decreased to 1.4 Mha/yr in 1990. Despite the new
information suggesting higher rates of deforestation globally, the
uncertainties in estimating CO, emissions are so large that there
is no convincing reason to revise the TPCC (1990) estimate of
annual average net flux to the atmosphere of 1.6:E.0 GtC from
land-use change during the decade of the 1980s.

Based on models and the atmospheric distribution of COy, it
appears that: (i) there is a small net addition of carbon 10 the
atmosphere from the equatorial region, a combination of
outgassing of COy from warm tropical waters and a terrestrial
biospheric component that is the residual between large sources
(deforestation) and sinks: (ii) there is a strong Northern
Hemisphere sink, containing both oceanic and terrestrial
biospheric components, and a weak Southern Hemisphere sink;
(iii} an acean sink of 2.020.8 GtC per vyear is still reasonable; and
(iv) terrestrial biospheric processes are sequestering C(3, due 1o
forest regeneration, and fertilization arising from the effects of
both CO4 and nitrogen (N).

Sources and Sinks of Methane:

A total annual cmission of CHy of about 500Tg can be deduced
from the magnitude of its sinks combined with its rate of
atmospheric accumulation, New information includes a rcvised
rate of removal of CHy by atmospheric hydroxyl (OH) radicals
(hecause of a lower rate constant), a new evaluation of some of
the sources (e.g.. from rice fields) and the addition of new
sources {e.g., animal and domestic waste). Recent CHy isotopic
studies suggest that approximately 100 TgCly is of fossil origin,
largely from the coal, oil, and natural gas industries. Recent
studics of CHy cmissions from rice agriculture show that the
emissions depend on growing conditions, vary significantly, and
are significantly lower than rcported in IPCC (1990). The latest
estimate of the atmospheric lifetime of CHy is about 11 years.
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Sources and Sinks of Nitrous Oxide:

Adipic acid (nylon) production, niiric acid production and
automobiles with three-way calalysts have been identified as
possibly significant anthropogenic global sources of nitrous
oxide. However, the sum of all known anthropogenic and natural
sources is still barely sufficient to balance the caleulated
atmospheric sink or to explain the observed increase in the
atmospheric abundance of N,O.

Sources of Halogenated Species:

The worldwide consumption of CFCs 11, 12, and 113 is now
40% below 1986 lcvels, substantially below the amounts
permitted under the Montreal Protocol. Further reductions are
mandated by the 1990 London Amendments to the Montreal
Protocol. As CFCs are phased out, HCFCs and HFCs will
substitute, but at lower emission rates.

Stratespheric Ozone:

Even if the control measures of the 1990 London amendments to
the Mantreal Protocol were to be implemented by all nations, the
abundance of halocarbons will increase over the next several
years. As the weight of evidence suggests that these gases are

Greenhouse Gases: Sources and Sinks Al

responsible for the observed reductions in stratospheric O3, the
rate of depletion at middie and high latitudes is predicted to
increase during the 1990s.

Precursors of Tropospheric Ozone:

Little new information is available regarding the iropospheric
ozone precursors (CO, NMHC, and NO,), all of which have
significant, but uncertain, natural and anthropogenic sources.

Aerosols:

Industrial activity, biomass burning, volcanic cruptions, and sub-
sonic aircraft contribute substantially to the fermation of
tropospheric and stratospheric aerosols. Industrial emissions are
especially important to the tropospheric burden of acrosols; the
Narthern Hemisphere is particularly affected but so are any
regions having a concentration of industrial activity. Sulphur
emissions, which are due in large part to combustion effluents,
have a similar emissions history to that of anthropogenic CO,.
Estimates of emissions of natural sulphur compounds have been
reduced tfrom previous figures, thereby placing more emphasis on
the anthropogenic contribution.
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Al.1l Introduction

This section updates Chapter 1 of the 1990 TPCC Scientific
Assessment. The key issues are to quantify the atmos-
pheric distributions, trends, sources and sinks of green-
house gases and their precursors, and to understand the
processes controlling their global budgets in order to relate
their emissions quantitatively to atmospheric con-
cenlrations.

Al.2 Carbon Dioxide

AlL2.1 Introduction

The atmospheric accomulation of CO, is the balance
between fossil fuel and land-use change cmissions, and the
uptake due to oceanic and terrestrial sinks. The key issue is
to understand the processes controlling the global carbon
budget in order to relate anthropogenic emissions ol CO,
quantitatively to atmospheric concentrations. Two
concerns have dominated scientific debate since the first
IPCC Science Assessment: (a) the global rate of land-use
change, especially deforestation, and (b} the fluxes of
carbon and the processes controlling its release and uptake
in both the terrestrial biosphere and the oceans.

A1.2.2 Atmospheric Abundances and Trends
[PCC (1990) assigned a value of 353 ppmv to the global
annual average concentration of CO, in 1990, based on an
extrapolation of the most recent measurements available at
that time. For 1991, the best global estimate is
approximately 355 ppmv, given the recent observed rate ol
increase of L.8 ppmv/yr. There is a small, but cohercnl
gradient in concentration from the South Pole to the Arctic
basin of about 3 ppmv (Keeling e/ al., 198%9a; Heimann et
al., 1989), that depends on the distribution of both
emissions from fossil fuel combustion and the distribution
of terrestrial and oceanic sources and sinks (IPCC, 1990).
The gradient implies a continuous flux of CO, from the
Northern Hemisphere, where about 90% of the fossil fuel
emissions occur, Lo the Southern Hemisphere, where part
of the net uptake by the oceans takes place. The
concentrations of CO; and its stable isolope 13C0, show
clearly that the wide and regular seasonal variability at
mosi stations, with substantially higher amplitudes in the
Northern Hemisphere, is dominated by the activily ol the
terrestrial biosphere in the Northern Hemisphere, rather
than by seasonal changes in ocean pCO, or fossil sources.
The atmospheric adjustment time (IPCC, 1990) of CO,
depends on the different time constants of many processes.
A rather rapid adjustment takes place between the
atmosphere, the surface layer of the oceans, and the
terrestrial biosphere when anthropogenic CO; is added to
or removed (rom the atmosphere. However, the long-term
response of the atmospheric concentration of CO; to
anthropogenic emissions depends primarily on the
processes that control the rate of storage ol CO, in the

"

o

31

deep ocean and in forest biomass and soil organic matter,
which have characteristic time-scales of several decades Lo
centuries.

AlL2.3 Seurces

Updates of emisstons from fossil fuel combustion,
including oil wells set alight in Kuwait, and changes in
land-use are summarized below.

AlL2.3.1 Combustion

Marland and Boden (1991) have recently updated their
estimates of C(O, industrial emissions te include data
through 1989. The updated best estimate for the global
emission in both 1989 and 1990 is 6.0+0.5 GtC, compared
to 5.7 GtC in 1987 (IPCC, 1990); (GtC: | Gt = 1091 =
1013g; 1 ppmv CO; of the global atmosphere = 2.12 GtC
and 7.8 Gt CO,). The estimates rely primarily on energy
data published by the United Nations with supplemental
data on cement production from the US Bureau of Mines
and on gas flaring from the US Department of Energy.

In recent months, concerns have been raised over the
possible magnitude of emissions from oil well fires lit at
the end of the war in Kuwait. About 600 naturally
pressurized oil wells were set alight in Kuwait in late
February 1991, but by the beginning of November all the
wells had been capped. The pre-war production rate of
Kuwait was about 1.6 million barrels per day (MBd™!).
Airborne measurements of the chemical composition of the
plumes were made in late March 1991 (Johnson er al.,
1991); the major pollutants observed were particulates
(smoke), CO,, sulphur dioxide (50,), nitrogen oxides
{NOy), and unburnt hydrocarbons. Based on the sulphur
composition of the oil, the oil burning rate was estimated
o be cquivalent to 3.9%1.6 million barrels per day. The
estimated total emissions of carbon (C) as CO, during
1991 was 65Tg, or about 1% of the estimated annual
global fossil fuel emissions; uncertainty in this figure is
approximatcly £50%.

AL2.3.2 Land-Use Changes
The net flux of C to the atmosphere from lund-use change
{primarily, though not exclusively due to deforestation in
the tropics) depends on the area converted, carbon density
per ha, the fate of the altered land and the ecosystem
processes that control f{luxes of carbon. The IPCC (1990)
estimate for the flux in 1980 was 0.6-2.5 GtC, with
suggestions that the annual flux was higher in 1990 than in
1980. Houghton (1991} has recently calculated that the
release of C {o the atmosphere from land-use change in
1990 was 1.1-3.6 GiC, somewhat higher than the 1980
estimate of 0.6-2.5 GtC. The IPCC (1990) estimate of net
average annual emissions for the decade 1980-1989 was
1.6+1.0 GtC, which is consistent with Houghton’s figure
within the limits of uncertainty.
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Table ALI: Summary of Global Annual Deforestation Estimates (10% ha)

Relerence Myers FAO/UNEP  Myers FAQ WRI
1980 1981 1989 1991 1990
Year of Delorestation 1979 1976-1980 1989 1981-1990 late 1980's
Closed Canopy Forest Only 73 7.3 13.9 14.0 16.5
Closed and Open Canopy Forests 1.3 17.0 204
Table AL.2: Summary of Brazilian Annual Deforestation Estimates (10 ha)
Reference FAO/UNEP  Myers WRI Fearnside et al. iNPE
1981 1989 1990 1590 1991
Year of Deforestation 1976-1980 1989 late 1980s 1978-1989 1987-1988 1989
Estimate 14 5.0 8.0 2.1 1.9 1.4

Al.2.3.2.1 Recent estimates of deforestation rates

The increase in Houghton’s net flux estimate was
primarily due to the use of Myers' (1989) new estimate of
global deforestation in closed canopy forests in the late
1980s (13.9 Mha/yr tor 1989), which is 90% higher than
the earlier estimate (Myers, 1980) of 7.3 Mha/yr for the
late 1970s. In addition, the Worid Resources Institute
(WRI, 1990) estimated global deforestation in closed
canopy forests in the late 1980s at 16.5 Mha/yr, and there
is a preliminary estimate of 14,0 Mha/yr during the 19805
by FAO (1990, 1991) based on country estimaies. The
Myers (1989) value assumed that the rate of deforestation
in Brazil was 5.0 Mha/yr, while the WRI (1990} value
assumed a rate of deforestation in Brazil of 8.0 Mha/yr.
The assumed rates of deforestation in Brazil were based on
work of Setzer and Pereira (1991), who used saturated
thermal infrared AVHRR Channel 3 data to estimate the
rate of deforestation in 1987 (8.0 Mha/yr) and 1988 (5.0
Mha/yr). However, the results of Setzer and Pereira (1991)
are now thought to be incorrect (Fearnside ¢t al., 1990)
because of inadequate spatial resolution, and questionable
assumptions about the relationship between the rate of
forest clearing and the incidence of fires. Fearnside ef al.,
(1990) used comprehensive LANDSAT high-spatial
resolution data sets from 1978, 1987, 1988, and 1989 o
estimate that the mean rate of deforestation in the Brazilian
Amazonian [orest was 2.1 Mha/yr between 1978 and 1989,
and that the rate from 1987 (1/3 data)/ 1988 (2/3 data) to
1989 was 1.9 Mha/yr. INPE (1991) has recently included
data lor 1990 and concluded that the rate of deforestation
from 1989 to 1990 was 1.4 Mha/yr. It appears that the rate
of deforestation in Brazil reached a peak sometime in the

second half of the 1980s, An ongoing analysis of “wall-to-
wall” LANDSAT data for 1975, 1978, 1985, and 1938-
1991 should provide a much improved historical record of
deforestation in Brazil. In addition, similar data for the
period 1985 to 1991 is currently being analysed for all of
tropical South America. The Myers (1989) and WRI
(1990) global estimates of deforestation could both be
revised downward o approximately 10.5 to 1.0 Mha/yr
assuming that the acwal rate of deforestation in Brazil was
close 1o 2 Mha/yr for the late 1980s. Tables ALl and A1.2
summarize estimates of deforestation globally and in
Brazil. Each of these studies used different methodologies,
covered slightly different time periods, and the difference
in the estimated increase in rates between the late 1970s
and fate 1980s is unresolved.

FAO (1990, 1991) has released a preliminary estimate,
based on country submissions, of global deforestation in
closed and open canopy forests for the period 1981-1990
of 17 Mha/yr, 50% higher than their estimate of 11.3
Mbhba/yr for 1976-1980. However, FAO acknowledges that
some ol the apparent increase may be duc to under-
estimates of deforestation in the earlier time period. FAO
has indicated that a rate of 6.8 Mha/yr has been estimated
for tropical South America, and that the rate assumed for
the Brazilian Amazonian forest was that reported by
Fearnside et al., (1990), i.e., 2.1 Mha/yr. This scems to
ascribe a very high proportion (about 70%) of the total
deforestation in South America in the late 1980 (o the
region outside of the Brazilian Amazonia, even though this
region accounts for very little of the total amount of forest
on the continent.
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It seems likely that the area delorested globally in 1990
was higher than the arca deforested in 198(), since the
major global estimates show increases in rates ol 50%
(FAO, 1990, 1991) to 90% (Myers, 1989). However, the
data quality for southern Asia and Africa are poor, and the
results for tropical South America, which strongly
influence the global estimates, are at the same time the
most intensively studied and yet still uncertain. There are
no global estimates of deforestation in the peer-reviewed
scientific literature derived from studies using commeoen
methodologies, especially using high spatial resolution
satellite data, such as LANDSAT and SPOT, which have
the most potential for resolving this issue.

AL2.3.2.2 Carbon density and ecosystem processes
Critical variables to take into account for calculating the
net carbon released from deforestation and its distribution
among CO,, CO und CH, include the relative contribution
of above-ground and below-ground carbon; the distri-
bution between immediate releases and the cifects of
deforestation on the processes controlling the subscquent
fluxes of carbon; the fate of deforested land; and the final
carbon density of the land compared to its original carhon
density. Several of these factors are poorly known locally,
and depend on the sampling methods used. For example,
carbon density values based on ecological data from small
plots gencrally provide higher estimates than those from
forest inventories (e.g., 328 Mg biomass/ha versus 175
Mg/ha for tropical closed forests, Brown and Lugo, 1984).
All the factors are poorly known globally. Such problems
must be reconciled in order to make reasonable estimates
on global scales (Brown and Lugo, 1991).

n siru degradation of forest stands by selective removal
of the largest or most valuable trees also affects net flux
from deforestation, since the biomass at deforestation is
lower than for undisturbed stands (Lugo and Brown,
1992). Other environmental factors have the potential to
influence carbon density or ccosystem processes
controlling carbon fluxes. For cxample, recovery from
fires is uccompanied by increasing biomass, but damage
from air pollution may decrease biomass and reduce
carbon fixation. However, there is no strong cvidence to
suggest that the frequency, intensity, or global significance
of these factors has changed over the past several decades.

Al2.3.2.3 Annual average fliuxes

The estimates of average annual net flux of carbon
released to the atmosphere from land-use change still
appear lo be among the most uncertain numbers in the
carbon cycle. Houghton’s (1991) estimate for 1990
suggests that the average annual net flux for the 1980s is
higher than the IPCC’s previous estimate. However,
measurement uncertaintics in the total area deforested and
its average carbon densily prevent accurate estimates of
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changes in average annual net fluxes from being made.

The conclusion is that there is no strong evidence to
revise the [PCC (1990} estimate of annual average net flux
w0 the atmosphere from land-use change during the decade
of the 1980s. The likelicst scenario is that annual fluxes
increased during the early part of the decade. peaked in the
middle years, and may have fallen since, based on our best
understanding of deforestation rates in closed forests.
While this state of affairs is unsatistying, it is within the
range of measurement error, and is representative of the
present degree of scientific uncertainty.

Al.2.4 Sinks
This section summarizes new information on sinks of
carbon in the oceans and the terrestrial biosphere.

Al 241 Oceans

The TPCC (1994) estimate of the global annual ocean sink,
2.040.8 GtC, is still reasonable. Global occan sinks in the
neighbourhood of L.O GtC/yr or smaller (Tans et al., 1990)
appear less likely, but are still within measurcment error.
Estimates of the strength of the ocean sink depend on air-
sea exchange, which is a function of wind speed and
temperature, the difference in the partial pressure of CO,
between the water and the air (~pCQ,), and on the initial
assumptions of the ocean models. A quantitaiively
significant role for carbon transport by rivers would imply
that ocean uptake estimates based primarily on ~pCQO, will
be underestimates,

Direct measurements of the relative decline in 13¢/12¢
ratios in dissolved inorganic carbon in occan waters and in
atmospheric CO, yicld an estimate of 2.3 GitCfyr for the
global ocean sink for the period between 1970 and 1990
(Quay et al., 1992).

While widespread episodes of coral bleaching are of
regional concern for the integrity of marine ecosystems,
there is no evidence that they are influencing the ocecan’s
carbon budget in any significant way. Their abundance and
distribution in the world’s oceans compared 1o the total
amount of carbon stored in the ocean is far too small to be
significant.

Al1.2.4.2 Terrestrial Biosphere

A major issue reported in IPCC (1990) was due to the Tuns
et al. (1990) analysis, which suggestcd a terrestrial sink in
the north temperate latitudes, of the order of 1.6-2.4
GtC/yr during the decade of the 1980s. This result was
obtained through inversion of the observed atmospheric
CO, distribution combined with an atmospheric tracer
madel from which was derived a distribution of sources
and sinks of carbon at the surface, constrained by oceanic
pCO, data. The IPCC analysis used a value of 1.6&1.4
GtClyr as the net imbalance in the carbon cycle during the
decade of the 1980s, but did not specify whether it might
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be found in the terrestrial biosphere or in the oceans. The
Tuns and IPCC analyses have received considerable
attention over the last year, primarily because of the
difficulty of accounting simultaneously for very large
carbon sinks in the terrestrial biosphere in northern
temperate latitudes and a very small global occanic sink.

Keeling et af, (1989a.b), Heimann et al. (1989),
Heimann and Keeling (1989), Heimann (1991}, Enting and
Mansbridge {1991}, and Tans et al. (1990) agree that a
strong Northern Hemisphere sink and an apparently weak
Southern Hemisphere sink must exist. The Northern
Hemisphere sink must contain both oceanic and terrestrial
biospheric components. The models disagree on the
meridional distribution of total sources and sinks, and the
allocation of those sinks to oceans and the terrestrial
biosphere (Heimann, 1991). Tans et al. (1990) partitioned
the northern sink of carbon between land and ocean, based
on the data compiled on pCO; in surface waters. Recent
measurements have shown large CO, drawdown in spring
blooms in the North Atlantic (Watson ef af., 1991; Kempe
and Pegler, 1991). On the other hand, Murphy et al. (1991)
found less CO, flux into the South Pacific Ocean in austral
spring than estimated by Tans et al. (1990). How these
regional estimates combine 1o give an improved globally
and annuvally averaged net flux between the atmosphere
and occan is still Lo be resolved. Keeling er af. (1989b)
concluded that a large fraction of the Northern
Hemispheric sink is due to a natural imbalance in the
oceanic carbon cycle, consisting of a net transter from the
Northern to Southern Hemispheres, balanced by a return
flux through the atmosphere, suggesting a much smaller
northern terrestrial sink than calculated by Tans et al.
(1990).

Muodels and atmospheric CO, concentration data suggest
that there is a relatively small net addition of carbon to the
atmosphere from the equatorial region, which is a
combination of outgassing of carbon from warm tropical
watcrs and a biospheric component. While land-use
change in the tropics is an increasing and significant
source of CQO, fo the atmosphere, Keeling er al. (198%a,b)
conclude that about 50% of the terrestrial sink due to CO,
fertilization may occur in this region, thus reducing the net
flux of CO, from this region. These conclusions need to be
tested, but it is clear that the net carbon added to the
atmosphere in the tropics is less than expected simply from
deforestation.

The likeliest terrestrial biospheric processes contri-
buting to large sinks are enhancement in productivity due
to atmospheric CO, increases, N fertilization from
atrnospheric deposition, and forest regrowth. Enhancement
of photosynthesis, reduction in respiration, and increased
waler-use cfficiency due to enhanced CO, concentrations
have all been found in laboratory and field experiments
(Bazzaz, 1990). Quantifying a net ecosystem response in
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terms of carbon storage is more difficult, and no field
studies of natural forests have yet been done. Experiments
in wetlands (Drake and Leadley, 1991) show net C
accumulation. Analogous experiments in Arctic tundra
show contrasting results, from acclimation due to the
variability of the effects of CO, on individual species
(Prudhomme et al., 1984; Oechel and Strain, 1985; Tissue
and Qechel, 1987) 10 a small net accumulation (Grulke et
al., 1990). The conclusion is that while the individual
etffects of CO, enhancement on plant growth and
physiology are well-documented, the net ccosystem
consequences of CO, increases under natural conditions
depend on many other factors and cannot currently be
quantified. Nevertheless, in models with active biospheres,
global estimates of net carbon accumulation from the
physiolegical effects of increased CO, are often made in
order to account for a missing sink.

Fertilization of the northern temperate latitudes through
increased N deposition due to air pollution and increased
fertilizer use is possibly of sufficient magnitude to
sequester an additional 1.0 GtC/yr during the decade of the
1980s (IPCC, 1990; Thornley et al., 1991). However, the
N deposition data are poorly known, and the extent of any
increase in growth rates of forests and grasslands must be
weighed against the possibility of other pollutants
adversely affecting physiological processes, either directly
{e.g., O3 pollution) or indirectly (acid deposition affecting
soil nutrents over decades). The possible adverse effects,
while suspected to be important on regional scales in
eastern North America and Europe, are insufficiently
quantified to provide global estimnates.

Forest regrowth in temperate latitudes may currently be
responsible for net C accumulation in the terresirial
biosphere. Regeneration seen in such arcas as the eastern
US, Europe and China oflten refllects recovery of land
previously deforested or degraded in the late nineteenth to
mid-twentieth centuries.

Al2.5 Models and Predictions

While there are a variety of carbon cycle models, including
3-D ocean-atmosphere models, 1-D ocean-atmosphere
box-diffusion models, and box models that incorporate a
terrestrial biospheric sink, all such models are subject lo
considerable uncertainty because of an inadequate
understanding of the processes controlling the uplake and
release of CO, from the oceans and terresirial ccosysiems,
Some models assume a net neutral terrestrial biosphere,
balancing fossil Fuel emissions of CO, by oceanic uptake
and atmospheric accumulation; others achieve balance by
invoking additional assumptions regarding the effect of
CO, fertilization on the different parts of the biosphere.
However, even models that balance the past and contem-
porary carbon cycle will not predict future atmospheric
concentrations accurately unless they represent the proper
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mix of processes on land and in the oceans, and how these
processes will evolve along with changes in atmospheric
CO;, and climate. For a given emissions scenario, the
differences in predicted changes in CO, concentrations,
neglecting biospheric feedbacks, are up to 30%, but this is
unlikely to represent the major uncertainty in the
prediction of future climate change compared to
uncertainties in estimating future patterns of trace gas
cmissions, and in quantifying physical climate feedback
processes. Future atmospheric CO, concentrations
resulting from given emissions scenarios may be estimated
by assuming that the same fraction remained airborne as
has been observed during the last decade, 1.¢., 46+7%.

Great strides have been made in developing models that
adequately simulate the terrestrial carbon budget. Regional
models that simulate the response of ecosystems to CO,
and N fertilization now exist and are being implemented
for global studies (Raich er af., 1991; Parton et al., 1987,
Thornley et al., 1991). The current challenge lies more in
the development of data sets adequately describing the
heterogeneity of natural ecosystem types and land use,
and of techniques for validation over large areas.
Improvement in the estimates of present and future global
ocean uptake will require better understanding of the
contribution of high-frequency pCQ, fluctuations to the
global mean and a better description of the vertical mixing
rate in the ocean.

Al.3 Methane

Methane (CH,) is an important greenhouse gas. Chemical
reactions involving CHy in the troposphere can lead to
ozone production, and reaction with the hydroxyl radical
(OH) in the stratosphere results in the production of water
vapour. Both tropospheric ozone, especially in the upper
troposphere, and stratospheric water vapour are significant
greenhouse pases. The final oxidation product of CH, is
CO, which is also a greenhouse gas. One of the major
removal mechanisms for OH is reaction with CHy,
therefore, as the levels of CHy increase the levels of OH
could decreasc. This could lead to increased lifetimes of
CH, and other important greenhouse gases, e.4.,
hydrochiorofluorocarbons (HCFCs).

AL3.1 Atmospheric Concentrations and Trends

The present atmospheric concentration of CH, is 1.72
ppmv globally averaged, more than double its pre-
industrial value of about 0.8 ppmv. The abundance in the
Northern Hemisphere is almost 0.1 ppmv greater than in
the Southern Hemisphere. Recent data, which were
carefully reviewed in WMO (1992), verifly that the rate of
growth of the atmospheric concentration of CH, slowed
during the last decade or so from a rate of about 20 ppbv
per year (aboul 1.3% per year: Blake and Rowland, 1988)

35

Table AL.3: Lstimated Sources and Sinks of Methane
(Tg CH4 per year)

Sources
Natural
+ Wetlands 115 (100-200)
= Termites ¥ 20 (10-50)
+ Ocean 10 (5-20)
= Freshwater 5 (1-25)
+ CH4 Hydrate 5 (0-5)
Anthropogenic
* Coal Mining, Natural Gas 100 (70-120)
& Pet. Industry T
* Rice Paddics T 60 (20-150)
+ Enteric Fermentation 80 (65-100)
« Animal Wastes T 25 (20-30)
» Domestic Sewage 25 ?
Treatment
» Landfills 30 20-70)
+ Biomass burning 40 (20-80)
Sinks
Atmospheric (fropospheric + 470 (420-5200
stratospheric) removal T
Removal by soils 30 {15-45)
Atmospheric Increase 32 (28-37)

1+ indicates revised estimates since IPCC 1990

in the late 1970s, to a rate of about 12-13 ppbv per year
{about 0.75% per year) in the mid-1980s, to possibly as
low as 10 ppbv per year (aboul 0.6% per year) in 1989
(Steele et al., 1992). A range of 10-13 ppbv per year is
reported in Table A1.3. There arc no convincing
cxplanations for this decline in CH, growth rates. It could
be due to a decrease in emission rates from natural or
anthropogenic sources, an increase in its loss raie due to an
increase in the concentration of tropospheric OH, which
has been suggested by Prinn ef al., (1992), or a combin-
ation of the two.

Al3.2 Sinks

The main sink of CH, is reaction with the OH radical in
the troposphere, so any estimate of the magnitude of this
sink requires knowledge of the rate constant and the
atmospheric abundance of OH. Current estimales of
lifctime and global sources must be viewed with caution
until more reliable values of the atmospheric abundances
of OH are derived. Vaghjiani and Ravishankara (1991)
have shown that the rate constant for CH, reacting with
OH had been overestimated by up to 25%. Using this new
rate constant data, Crutzen (1991) and Fung ez al., (1991}
estimated the annual current removal of CH4 by OH to be
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420+80 TgCH,. Crutzen (1991) also estimated an
additional sink ol 10+5 TgCH, due to photochemical
removal in the stratosphere. Prinn ¢f al., (1992) have
estimated higher atmospheric concentrations of OH using
the ALE/GAGE methyl chlorolorm (CH4CCl) data, and
with the new OH + CH, rate constant data have deduced a
lifetime for CHy of 11.1 {(+1.4, -1.1) years and a net CH,
source of 470£50Tg per year for the period 1978-1990.
The Prinn et al. (1992) estimate of lifetime, and hence of
source strength, includes both tropospheric and
stratospheric chemical removal. The annual magnitude of
an additional sink, i.e., uptake by soils, has been estimated
10 be 3015 TgCH, (IPCC, 1990; Whalen and Reeburg,
1990). Recent CH,4 soil flux measurements indicate that
changes in land use (Keller et al., 1990; Scharffe er al.,
1900) or enhanced nitrogen fertilizer input (Mosier ef al.,
1991) are decreasing the CH, vptake by soils. While the
current magnitude of the soil sink is relatively small, the
imporiance of this sink may change in the future if changes
in climatic conditions result in significant changes in soil
moisture. The lifetime of CH, is presently estimated to be
about 1112 years.
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A1.3.3 Sources

A total annual global emission of CH, of about 500
TgCH,4 can be deduced [rom the magnitude of its sinks and
its rate of accumulation in the atmosphere. Although the
emission rates from most of the individwal sources are still
quite uncertain, there is a fairly good balance between the
sum of the individnal sources and the deduced global
emission rate. The natural and anthropogenic sources of
CH, were discussed in detail in IPCC (1990), and in most
cases the current estimated global source strengths are
unchanged. Table Al.3, which summarizes the best current
estimales of emissions from individual sources, clearly
shows that anthropogenic sources dominate (~2:1) over
natural sources, consistent with a more than doubling of
the atmospheric abundance of CH, since pre-industrial
times. There has been a revaluation of some of the sources,
parlicutarly Irom rice, and the addition of new sources
such as animal and domestic waste,

The proportion of CHy produced from sources related Lo
fossil carbon can be estimated from studies of the carbon-
14 content of atmospheric CH,. Three independent
estimates are: 2143% (Whalen et af., 1989), 25+4%
(Manning et al., 1990) and 16212% (Quay et al., 1991).

Table Al.4: Measured Methane Emissions During the Growing Season From Rice Puddies

Flux Annual rate Comments
mg m2h-| gm2yrl
California (V) 10 25-42 1982 growing scason
Spain 2 (Andalucia} 4 12 Allected by sulphate from sea waler
ftaly 3 12 (6-16) 14-77 7 fertilization treatments 3 veg. periods
Japan @ {Ibaraki-prefec.) 16.2 45 Peat soil
29-154 8-43 Giley soil
<0.4-42 <1-13 Andosol
Ching (3) {Tu Zn, Sczhuan 60 {10-120) 170 4 rice fields, 6 plots each site, local
Province) fertilization practices; 2 veg. periods, range
due. in part, to seasonal variation
Chipa (&) (Hangzhou, 286 55-97 Late ricc
Zhajiang Provinces) 7.8 i4-18 Farly rice
China (7 (Beijing) 15-50 - Rice after wheat; 5 different methods of
management; | veg. period
China (8 {Nanjing) 11{3-14) - 5 different managements
India (9 0.1-27.5 7.5-225 Includes irrigated and rainfed tields; acidic
and nen-acid soils
Texas (10) 2.58.7 5-16 -
Austratia (11 3.8 - Micrometeorological measurements
Thailand (12) 3.7-19.6 8-42 -

(1) Cicerone and Shetter 1981; Cicerone et al., 1983; (2) Seiler er al.,, 1984; (3) Holzapfel-Pschorn and Sciler, 1986,
Schutz et al., 1989; (4) Yagi and Minami, 1990; (5) Khalil and Rasmussen, 1991; (6) Wang et ol., 1989; (7) Zongliang
etal, 1992; (8) Dcbo et al., 1992; (9) Parashar er al., 1991; Milra, 1992; (10) Sass et of., 1990; (11) Denmead and

Freney, 1990; (12) Yagi, unpublished.
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Thus, about 20% (100Tg) of twtal annual CH, emissions
are from fossil carbon sources, primarily coal-mining
operations, and oil and natural gas production,
transmission, distribution and use. A very small part of this
may also be due 1o release of old CH, from hydrate
destabilization (0-5Tg), and a warmer climate could lead to
a significant increase in the magnitude of this source. The
latest estimates of global annual emissions for coal-mining
range from 25 to 47Tg (Okken and Kran, 1989; Barns and
FEdmonds, 1990; Boyer ef al., 1990; Hargraves, 1990); for
the gas industry from 25 to 42Tg (Okken and Kran, 1989;
Barns and Edmonds, 1990); and for the oil industry from 5
to 30l'g (Okken and Kran, 1989). Emissions trom these
three sources are broadly consistent with a total annval
emission ol 100Tg.

Emissions from wetlands are the largest natural source
of CH, to the atmosphere. Although the recent estimaic is
m the range of the IPCC (1990) estimate, the latitudinal
distribution of the emissions has been revised, Emissions
from high-latitude peat bogs are about half of that
previously estimated, while inclusion of bubbling tends to
enhance the estimates of emissions from tropical swamps.

The 1990 IPCC estimate of the CH, flux from rice
paddies was based on a very limited amount ol dasa. Table
Al.4 summarizes CII, emission rates from rice cultivation,
including a substantial amount of new information from
Japan, Australia, Thailand and, in particular, India and
China. Very large variations in emissions are observed
between different rice paddics. These differences are
probably duc 1o several lactors including irrigation and
fertilization practices, soil/paddy characteristics
(particularly redox potential), cultivation history,
temperature, and season. While WMO (1992} decided o
retain the same quantitative emission estimate of 100Tg as
IPCC (1990), a detailed analysis of the available data,
particularly that from India, suggests a global annual
emission nearer the lower end of the range.,

While the estimate of CH, emissions from landfills has
been slightly reduced because of observed high CH,
axidation rates in landlill cover soils (Whalen et al., 1990),
two “waste” sources of CH, were not included in the
previous 1PCC assessment, i.c., emissions from animal
wasle (Casada and Safley, 1990) and domestic sewage
treatment {Harriss, 1991). Based on recent studies (Khalil
et al., 1990; Rouland er al., 1991) the annual emission
from termites was scaled down to 20Tg. Carbon-13 studies
(Stevens, 1988; Quay er al., 1991; Lasaga and Gibbs,
1991) indicate that the contribution from biomass buming
is in the upper part of the range given in Table A1.3.

Al.4 Nitrous Oxide

Nitrous oxide is an important long-lived greenhouse gas.
In addition, il is the primary source of the oxides of
nitrogen in the stratosphere, which play a critical role in
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controlling the abundance and distribution of stratospheric
O7One,

AL4.1l Atmospheric Concentrations and Trends
Numerous new data confirm that the present-day
atmospheric concentration of nitrous oxide (N,Q) is about
310 ppbv; about 8% greater than during the pre-industrial
era, and il 1s increasing at a rate of 0.2-0.3% per year
(WMO, 1992). This observed rate of increase represents an
annual atmospheric growth rate of about 3 to 4.5TgN.

Al4.2 Sinks

The major atmospheric loss processes for N;O are
stratospheric photo-dissociation and stratospheric photo-
oxidation. Consumption in soils may represent a small sink
but, 10 date, this has not been evaluated. The atmospheric
N,O lifetime is about 130 (110-168) years (WMQO, 1992).

AL4.3 Sources

The sources of NyO were previously discussed in detail in
IPCC (1990). A revised budget is given in Table AL5
based on new information on soil fluxes from tropical
ecosystems (Sanhueza et al., 1990; Matson et al., 1990}
and temperate forests (Bowden et al., 1990); detailed
evaluations of cultivated soils (Bouwman, 1990; Eichner,
1990); and new estimates of emissions from biomass
burning (Lobert et al., 1990; Cofer et al., 1991}). Large
tropical sources are required Lo explain the N>O latitudinal

Table Al.5: Estimated Sources and Siitks of Nitrous
Oxide (Ty N per year)

Sources
Natural
+ Oceans 1.4-2.6
« Tropical Soils
» Wet forests 2.2-37
« Dy savannas 0.5-2.0
* Temperate Soils
» Forests 0.05-2.0
+ Grasslands 1
Anthropogenic
» Cultivated Soils 0.03-3.0
+ Biomass Burming 0.2-1.0
+ Stationary Combustion 0.1-0.3
« Mabile Sources 0.2-0.6
» Adipic Acid Production 04-0.6
« Nitric Acid Production 0.1-0.3
Sinks
Removal by soils ?
Photelysis in the Stratosphere 7-13
Atmospheric Increase 3-4.5




38

gradient determined using 10 years of ALE/GAGE N,O
data. The analysis shows specifically that cmissions into
the latitude bands 90°N-30°N, 30°N-cquator, equator-30°S,
and 30°S5-90°S, account for about 22-24%, 32-39%, 20-
29%, and 11-15%, respectively, ol the global total (Prinn
et al., 1990). The impact of tropical deforestation on the
emissions of N,O is unclear; onc study indicates an
enhancement after conversion of humid forest 10 pasture,
whereas other studies conclude that forest degradation
(Sanhucza et al., 1990) or conversion Lo pasture (Keller,
1992) reduces the emissions.

Several recent publications (ie., De Soete, 1989; Linak
et al., 1990; Yokoyama ez al., 1991) reconfirm that N,O
emissions {rom stationary combustion sources arc very
low. Fluidized bed combustion systems produce larger
quantities of N5O than the traditional coal combustors (De
Soete, 1989), but because of their present limited
application their contribution is negligible (CONCAWE,
1991).

Several smaller, but important, anthropogenic sources of
N, have now been identified. Efforts should continue to
identify as yet unidentified sources. Thiemens and Trogler
{1991) estimate that adipic acid production {(for nylon 66)
results in annual atmospheric emissions of 0.4TgN per
year {industrial estimates suggest that it might be as high
as 0.6TgN). The annual emission from nitric acid
production (mainly for N-fertilizer) is 0.1 to 0.3TgN
(McCulloch, 1991). Three-way catalyst controlled vehicles
have higher N,O emissions than uncontrolled vehicles (De

Table Al.6: Amiospheric Concentrations and Trends of
Halocarbons

Species  Annual Mean Trend (pptv/yr)
Concentration 1987 1989
(pptv), 1989 WMO (1989) WMO (1992)
CTC-11 255 % 9-10 9-10
CFC-12 453 1 16- 17 17- 18
CFC-113 64+ 5 6
CCly 107 t 2 1-1.5
HCFC-22 110 7 5-6
CH,CCl, 150+, ¥ 6 4-5
CBrCIF, 1.8-3.5 0.2 0.4-0.7
CBiF, 1.6-2.5 0.3 02-04

+  based on GAGE data (Prinn ef af., 1991 and references
therein)

¥ the 1987 mean CH3CCl3 concentration was 140 pptv, not
150 pptv as reported in WMO (1989),
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Soete, 1989) and recent annural estimates of emissions vary
between 0.2 and 0.6TgN.

While the estimated source strengths are quite uncertain,
it appears that emissions from soils dominaie the N,O
budget. Since the total annual emission rate of N,O
appears o be between 10 and 17.5TgN, deduced from the
magnitude of its sinks and its rate of accumulation in the
atmosphere, and the estimated annual sources are between
5.2 and 16.1TgN, it scems that the strengths of some of the
identified sources have been underestimated or that there
are unidentified sources. It has been suggested thalt
agricultural development may stimulate biological
production and account for the missing emissions.
Although large changes in land use are occurring in the
tropics no evaluation of the impact of the increasing use of
nitrogen fertilizers has been made for this region.

Al.5 Halogenated Species

ALS.1 Atmospheric Trends

The major halogenated source gases, i.e., CFCs, HCFC-22,
the halons, methyl chloroform (CH4CCl;) and carbon
tetrachloride (CCly), continue to grow in concentration in
the background troposphere of both Hemispheres even
though the consumption of most of these gases has
decreased significantly in recent years (Section A1.6.2).
The data are summarized in Table A1.6. The tully
fluorinated specics, tetrafluoromethane (CE,), hexa-
fluoroethane (C,Fg), and sulphur hexafluoride (SF;) have
heen measured in the atmosphere, with CF being the most
abundant species (70-80 pptv).

Al5.2 Sinks

The only significant sink for the fully halogenated CFCs is
photolysis in the stratosphere, whercas the primary sink for
the partially halogenated chemicals is reaction with OH in
the troposphere.

AlLS5.3 Sources

The worldwide consumption of CFCs 11, 12 and 113
decreased by 40% between 1986 and 1991. At this rate,
developed country consumption will be reduced by 50% in
1992 - a three-year advance on the requirements of the
London Amendments to the Montreal Protocol on
Substances that Deplete the Ozone Layer, which calls for a
50% reduction by 1995, 85% reduction by 1997, and a
complete phaseout by the year 2000. Major reductions
have been made by using hydrocarbons as aerosol
propellants and as blowing ageats for flexible foams.
Solvent users are turning to aqueous and semi-aqueous
systems, no-clean technologies, alcohol, and other
solvents. Refrigeration and air conditioning sectors are
recovering and recycling CFC refrigerants and increasing
the use of HCFCs and ammonia. Insulating foams have a
lower CFC content with little energy penalty.
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Table A1.7: Total Ozone Trends in Percent per Decade with 95% Confidence Limits

TOMS: 1979-1991

Ground-based: 26°N - 64°N

45°8 Equator 45°N 1979-1991 1970-1991
Dec-Mar -82+15 +).3+£45 56135 47209 27+07
May-Aug -6.2+3.0 H31+5.2 29+2.1 -3.3+12 -13+04
Sep-Nov -44+32 +0.3£5.0 L7219 -1.221.6 124106

Emissions of halocarbons will decrease further because
reductions are mandated by the 1990 London Amendments
to the Montreal Protocol. In addition, many ¢countries and
some industries have called for an cven faster phase-out of
the controlled substances. UNEP (1991) reported that it is
technically feasible to almost completely phase out
controlled substances in developed countries by 1995 -
1997 through a number of measures that are technically
feasible, many cither economically advantageous or at no
economic cost, others at a “modest” economic cost. A
more rapid phase-out depends on the extent of recycling
and technical feasibility of equipment retrofit, on the
availability of HCFC and HFC replacements and on their
toxicological and environmental acceptability, on a
regulatory regime which allows profitable investment in
their production, on vigorous and effective management of
the halon bank, and on the very rapid dissemination and
adoption of technologies for the replacement of CH3CCl
by small users.

The main sources for the fully {Tuorinated chemicals are
not well understood. Production of aluminium and use in
electrical equipment are probably some of the most
important sources (Stordal and Myhre, 1991).

Al.6 Ozone

Ozone (O3) is a particularly effective greenhouse gas in the
upper troposphere and lower stratosphere, and also plays a
key role in ahsorbing solar ultraviolet radiation. About
90% of the total column of ozone resides in the
stratosphere, and the remaining 10% in the troposphere.
The current scientific and policy concerns are reduction of
stratospheric ozone by chlorine- and bromine-containing
chemicals, and production of tropospheric ozone by carbon
monoxide, hydrocarbons, and oxides of nitrogen (see
Section A.2.6). This section is a summary of a very
extensive international scientific assessment (WMO,
1992), which should be read for & more comprehensive
discussion and for all key references.

Al.6.1 Observed Trends in Total Column QOzone
Marked Antarctic Oy holes have continued to occur and, in
four of the past five years, have been deep and extensive in

area. This contrasts to the situation in the mid-1980s,
where the depth and area of the O hole exhibited a quasi-
biennial modulation. Recent laboratory research and re-
interpretation of field measurements have strengthened the
evidence that the Antarctic Oy hole is primarily due to
chlorine- and bromine-containing chemicals. While no
exlensive O, losscs have occurred in the Arctic
comparable to those observed in the Antarctic, localized
Arctic Oy losses have been observed in winter concurrent
with observalions of elevated levels of reactive chlorine.

Recent ground-based and satellite observations
(Stolarski er al., 1991) show evidence for significant
decreases of total column O4 throughout the year in both
the Northern and Southern Hemispheres at middle and
high latitudes (Table A1.7), No trends in O have been
observed in the tropics. These downward trends were
larger during the 1980s than during the 1970s.

The observed decreases in total column ozone comprise
a decrease in the stratosphere, possibly offset to some
degree by an increase in the troposphere (sec next section).

A1.6.2 Observed Trends in the Vertical Distribution of
Ozone

Ground-, balloon-, and satellite-based measurements show
that the observed total column O, decreases during the last
one to two decades are predominantly due to Oy
concentration decreases in the lower stratosphere (between
the tropopause and 25km altitude or lower). The raic of
decrease at middle latitudes in both hemispheres, and high
latitudes in the Northern Hemisphere has been up to 10%
per decade depending on altitude. Ozone decreases
exceeding 90% have been observed in the lower
stratosphere within the springtime Antarctic ozone hole. In
addition, there is evidence of small decreases globally in
the upper stratospherc.

Measurements indicate that above the few existing
balloonsonde stations al northern middle latitudes in
Europe 04 levels in the troposphere up to 10km altitude
have increased by about 10% per decade over the past two
decades. However, the data base for O trends in the upper
troposphere is sparse and inadequate for quantifying its
contribution to the global radiative balance.
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AL6.3 Future Levels of Stratospheric Ozone
The weight of evidence suggests that the observed middle-
and high-latitude O losses are largely due to chlorine and
bromine, Therefore, as the atmospheric abundances of
chlorine and brominc increase in the future, significant
additional losses of Oy are expected. Even if the control
measures of the amended Montreal Protocol (London,
1990 were to be implemented by all nations, the current
abundance of stratospheric chlorine (3.3-3.5 ppbv) is
estimated to increase during the next decade, reaching a
peak of about 4.1 ppbv uround the turn of the century.
With these increases, additional middle-latitude ()5 losses
during the 1990s are expected to be comparable to those
observed during the 1980s. Hence, by the year 2000 O5
depletions are expected to be about 6% in swmmer and
about 10% in winter. In addition, there is the possibility of
incurring widespread losses in the Arctic. Enhanced levels
of stratospheric sulphate aerosols from natural (e.g., Mt.
Pinatubo) or anthropogenic sources could possibly lead to
even greater ozene losses by increasing the catalytic
efficiency of chlorine- and bromine-containing chemicals
through heterogeneous chemical processes.

A reduction in the peak chlorine and bromine levels, and
a hastening of the subsequent decline of these levels, hence
reducing future levels of O depletion, can be accom-
plished in a variety of ways, including an accelerated
phaseout of controlled substances and limitations on
currently uncontrolled halocarbons.

AL1.7 Tropospheric Ozone Precursors: Carbon
Monoxide, Non-Methane Hydrocarhons and
Nitrogen Oxides

Tropospheric O3 ts predicted to increase with increasing
emissions of nitrogen oxides (NO,), and with increasing
emissions of carbon monoxide (CO), CH,4 and non-
methane hydrocarbons (NMHC) when the atmospheric
abundance of NO, is greater than 20-30 pptv. The
magnitude of ozone changes are predicted to exhibit
marked variations with latitude, altitude and season.
Differences between model calculations of O3 increases
from NO, emissions are large (factor of ~3), but moderate
from CH,4 emissions (~50%). The differences in the
predicted spatial and temporal distributions of O changes
are particularly large for NO, cmissions but again
maderale for CH, emissions. Tt should also be noted that
increases in CHy, CO and NMHC emissions lead to
reduced OH values, while increased NO, emissions lead to
enhanced OH levels. As a result of these opposing effects,
the sign of future OH changes cannot be predicted reliably.
Uncertainties in present and future tropospheric OH
concentrations lead to corresponding uncertainties in the
lifetimes of many tropospheric species, e.g.. Cl;, HCFCs
and HFCs.
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AL7.1 Trends

There is littie new information on the trends of these
tropospheric Q4 precursors. Because of their relatively
short atmospheric lifetimes, coupled with inadequate
maonitoring networks, the determination of their long-term
trends and the spatial and temporal variability of their
atmospheric distribution is very difficult. The atmospheric
abundance of CO appears to be increasing in the Northern
Hemisphere at about 1% per year (Khalil and Rasmussen,
19903, but there is no evidence of a significant trend in the
Southern Hemisphere (Khalil and Rasmussen, 1990;
Brunke et afl., 199(0). There is also no evidence for trends
in the atmospheric concentrations of NO, or NMHC,
except for ethane in the Northern Hemisphere (0.9+0.3%
per year: Ehhalt et al., 1991).

AL7.2 Sources and Sinks

While it is clear that CO, NMHC, and NO, all have
significant natural and anthropogenic sources (IPCC,
1990) their budgets remain uncertain. Recent data
(Leleiveld and Crutzen, 1991} suggests that the oxidation
of HCHO in the liquid phase does not produce CO, but
C0, directly, therefore the estimates of CO production
trom hydrocarbon oxidation may need to be revised
downward. Hameed and Dignon (1992) report that NOy
emissions have increased by about 30% over the period
1970-1986. Tables Al1.8 and A1.9 show both natural and
anthropogenic sources of CO and NO,.

A1.8 Sulphur-Containing Gases

Sulphur-containing gases emitted into the atmosphere
through natural and anthropogenic processes affect the
Earth’s radiative budget by being transformed into
sulphate aerosol particles that: (i) scatter sunlight back to
space, thereby reducing the radiation reaching the Earth’s
surface; (i1) possibly increase the number of cloud
condensation nuclei, thereby potentially altering the
physical characteristics of clouds; and (iii) affect
atmospheric chemical composition, ¢.g., stratospheric ()5,
by providing surfaces for heterogeneous chemical
processes {see Section A2.6 for a fuller discussion).
Sulphate aerosols are important in both the troposphere
where they have lifetimes of days 1o a week or so, as well
as in the stratosphere where they have lifetimes of several
yeurs.

Al.8.1 Sources

Spiro ef el. (1991) have prepared a detailed global
inventory of the geographic distribution (17 by 1) of
natural and anthropogenic sulphur emissions. Fhe
estimated emissions of sulphur dioxide (80,) [rom
biomass burning and of reduced sulphur gases [rom soils
and vegetation have been reduced (Andreac, 1990; Hao ez
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Table AL8: Estimated Sources and Sinks of Carbor Monoxide (Te CO per year)

WMO (1985) Seiler & Conrad Khalil & Crutzen &
(1987) Rasmussen (1990)  Zimmerman (1991)

Primary Sources

« Fossil Fuel 440 6404200 400-1000 500

+ Biomass Burning 640 1,000£600 335-1400 600

« Plants - 75+25 30-200 -

* Oceans 20 100490 20-80 -
Secondary Sources

« NMHC oxidation 660 900+£500 300-1400 600

« methane oxidation 600 600300 400-1000 630
Sinks

= OH reaction 900700 2000+600 2200 2050

+ Soil uptake 256 390+140 250 280

+ Stratos. oxidation - 110£30 100 -

Table ALY: Estimated Sources of Nitrogen Oxides
{Tg N per year)

Natural

* Soils 5-20 ()

» Lightning 2-20(2)

» Transport from Stratospherc ~1
Anthrepogenic

« Fossil Fucl Combustion 24 (3)

+ Biomass Burning 2.3-13 (4)

*» Tropospheric Aircraft 0.6

(1) Dignon ef al., 1991; (2) Athcrton et ail., 1991;
{3) Hameed and Dignon, [992; (4) Dignon and Penner, 1991

Table AL 1Q: Estimated Sources of Short-lived Sulphur
Gases (Tg S per year)

Anthropogenic emissions (mainly 305) 70-80
Biomass burming (SO;) 0.8-2.5
Oceans (DMS) 10-50
Soils and plants (DMS and H,S) (.2-4
Volcanic emissions (mainly SOq) 7-10

al., 1991; Bates et al., 1991; Spiro ef al., 1991). The best
estimate of the magnitude of annual global anthropogenic
emissions of SO is between 70Tg and §0Tg (Semb 1985;
Hameed and Dignon, 1988; Langner and Rodhe, 1991;
Spiro et al., 1991). Recent estimates of the annual global
emissions of dimethyl sulphide (DMS) from the oceans

(10-50TgS) (Bates et el., 1987; Bates ef al., 1991; Langner
and Rodhe, 1991; Spiro et al., 1991) arc significantly
lower than given by IPCC (19903). Table Al1.10
summarizes known emissions of key short-lived sulphur
gases.

AL.8.2 Atmospheric Gas-Particle Conversion
Oxidation of SO, 1o aerosol sulphate occurs in the gas
phase and in cloud droplets (aqueous-phase oxidation).
The former may generate new particles or the newly
formed H,50, may add to existing particles increasing
their mass but not their number. Aqueous-phase oxidation
does not result in new particle formation but only adds to
the mass of sulphate. The dissolved sulphate may remain
in the atmosphere as an aerosol particle upon cloud droplet
evaporation (this appears to be the more frequent situation)
or may be removed from the aimosphere in precipitation.
The rates of these atmospheric oxidation reactions depend
on the concentrations of OH for the gas-phase reaction and
of oxidants (hydrogen peroxide (H,05) and Os) for the
agqueous-phase reactions. The rates of the aqueous-phase
reactions increase with cloud lignid-water content, increase
with decreasing temperature, as a conscquence of
temperature dependent gas solubilities, and for the O,
reaction, decrease with decreasing cloud water pH. The
decrease in pH as the reaction proceeds can lead to a self
limitation of that reaction. While the extent of the H;O,
oxidation may be limited by the amount of H,0O; present,
the amount of O is rarely limiting to the extent of
oxidation by that species. Detailed description of the rate,
extent and spatial distribution of these reactions depends
ot knowledge of the concentrations of the reagent species
and, in the case of the aqueous-phase reactions, of the
pertinent cloud properties.

In addition to the mass concentration of the sulphate
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aerosol it is necessary to have information about the size
distribution of the aerosol particles, since this size
distribution affects the radiative and cloud nucleating
properties of the aerosol. The evelution of the size
distribution of an aerosol (in clear air) is the resultant of
new particle formation and coagulation and removal
processes. These processes depend, in a complex and
incompletely understood way, on the properties of the
existing aerosol and the rate of generation of new
condensable material. The size distribution is a strong
function of relative humidity, shifting to larger sizes with
increasing refative humidity (Charlson et al., 1987,
d’Almmeida et al., 1991). The size distribution is also
greatly influenced by clond processes (Hoppel et al., 1990;
Hegg et al., 1990).

AL8.3 Transport and Distribution

The atmospheric lifetimes of SO,, DMS and hydrogen
sulphide (H,S) are a few weeks at most, and their
atmospheric distributions are largely controlled by the
distributions of their sources. The mean residence time of
sulphate aerosols formed by gas-particle conversion in the
troposphere is about a week. Two consequences of the
short lifetimes are that the resulting distribution of
tropospheric aerosols is inhomogeneous, and that these
gases are not significant contributors to the stratospheric
sulphate laycr. To assess the climatic impact of these
aerosols it is necessary to know their spatial distribution in
much more detail than is the case for the longer-lived
greenhouse gases, (a) becanse the radiative forcing due to
acrosols varies spatially, (b) because cloud microphysical
processes are nonlinear in the concentration of aerosol
particles, and (c) because cloud forcing is nonlinear in the
concentration of cloud droplets.

ALS8.4d Removal

Removal of submicrometer aercsol particles contributing
to the radiative effects occurs largely by the precipitation
process (e.g., Slinn, 1983). These particles are the
dominant particles on which cloud particles form (cloud
condensation nuclei, CCN); once a cloud droplet (of
diameter of a few up to 20 micrometres) is formed, it is
much more susceptible to scavenging and removal in
precipitation than is the original submicrometre particle.
The fraction of aerosol particles incorporated in cloud
droplets on cloud formation is the subject of active current
research. Earlier work has yielded a fairly wide spread in
this fractional incorporation, based in part on limitations of
then-existing techniques and in part on the absence of a
single definition of incorporation efficiency (ten Brink ez
al., 1987). More recent work indicates a high ftractional
incorporation at low concentrations of aerosol particles
decreasing as the aerosol particle loading increases (Gillani
et al., 1992). Model calculations of the efficiency of
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incorporation of acrosol particles into cloud droplets and
precipitation arc highly sensitive to assumptions and
approach (Jenson and Charlson, 1984; Flossmann et af.,
1985; Hancl, 1987; Ahr et al., 1989; Alheit ez al., 1990).

ALS8.5 Stratospheric Aerosols

Volcanic injections of sulphur are a major contributor to
the stratospheric aerosol layer. Krueger (1991) used
Nimbus 7 TOMS data 1o estimate that the eruption of Mt.
Pinatubo in the Philippines in 1991 added about 20 million
tons of SO, directly to the stratosphere, about 50% more
than the eruption of Mt. El Chichon. Anthropogenic
emissions add to stratospheric sulphur and their magnitude
needs to be evaluated. Carbonyl sulphide (COS), a
significant source, is produced by the oxidation of carbon
disulphide (CS,) in the troposphere but its origins arc
anthropogenic. In addition, Hofmann (1990, 1991) has
suggested that the abundance of stratospheric sulphate
acrosols had increased during the last decade, possibly due
to aircrafl emissions of SO,.
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EXECUTIVE SUMMARY

Since the 1990 [PCC Scientific Assessment (IPCC, 199()), there
have been significant advances in our understanding of the
impact of czone depletion and sulphate aerosols on radiative
forcing and of the limitations of the concept of the Global
Warming Potential (GWP).

Radiative Forcing due to Changes in Stratospheric QOzone:
Observed global depletions of ozone (O3} in the lower
stratosphere have been used (o calculate changes in the radiative
balance of the atmosphere, Although the results arc scnsitive to
atmospheric adjustments, and no General Circulation Model
{GCM) studies of the implications of the O changes on surfacc
temperature have been performed, the radiative balance
calculations indicate that the O4 reductions observed during the
1980s have caused reductions in the radiative forcing of the
surface-troposphere system at mid- and high latitudes. This
reduction in radiative forcing resulting from O4 depletion could,
averaged on a global scale and over the last decade, be
approximately equal in magnitude and opposite in sign to the
enhanced radiative forcing due to increased chlorotluorocarbons
(CFCs) during the samc time period.

Radiative Forcing due to Changes in Tropospheric Ozone:
While there are consistent observations of an increase in
tropospheric ozone {up to 10% per decade) at a limited number of
locations in Europe, there is not an adequate gtobal set of
observations to quantify the magnitude of the increase in
radiative forcing. However, it has been calculated that a 10%
uniform global increase in tropospheric ozone would increase
radiative forcing significantly compared to forcing by other
greenhouse gascs.

Radiative Effects of Sulphur Emissions:

Emissions of sulphur compounds from anthropogenic sources
tead to the presence of sulphate aerosols which reflect solar
radiation. This is likely to have a cooling influence on the
Northern Hemisphere. For clear-sky conditions alone, the cooling
caused by current rates of emissions has been estimated to be up
@ 1Wm2 averaged over the Northern Hemisphere, a value which
should be compared with the estimate of 2.5Wm2 for the heating
due to anthropogenic greenhouse gas emissions up to the present.
The non-uniform distribution of anthropogenic sulphur sources
coupled with the relatively short atmospheric residence time of
sulphur compounds produce large regional variations in their

cffecis. In addition, sulphate aerosols may affect the radiation
budget through changes in cloud optical properties.

Global Warming Potentials:

Gases can exert a radiative forcing both directly and indirectly:
direct forcing occurs when the gas itself is a greenhouse gas;
indirect forcing occurs when chemical transformation of the
original gas produces a gas or gases which themselves are
greenhouse gases. The concept ol the Global Warming Potential
(GWP) has heen developed [or policymakers as a measure of the
possible warming cffect on the surface-troposphere system
arising from the cmission of cach gas relative 1o carbon dioxide
(CO3). The indices arc calculated for the contemporary
atmosphere and do not take into account possible changes in
chemical composition of the atmosphere, Changes i radiative
forcing due 1o CO5 are highly non-lincar with respect 10 changes
in atmospheric CO, concentrations. Henee, as COy levels
increase from present values, the GWPs of the non-CQ5 gases
would be higher than those evaluated here. For the concept to be
maost useful, both the direct and indirect components of the GWP
need to be quantitiecl.

Direct Global Warming Potentials:

The direct components of the GWPs have been recalculated,
taking into account revised estimated lifetimes, for a set of time
horizons ranging from 20 o 500 ycurs, with CO, as the reference
gas, The same ocean-atmosphere carbon cycle model as nsed in
IPCC (1990) has been used to relate CO, emission to
concentrations. While in most cases the values are similar 1o the
previous IPCC (1990) values, the GWPs for some of the
hydrochlorofluorocarbons (HCFCs) and hydrofluorocarbons
(HFCs) have increased by 20 to 50% because of revised estimates
of their lifetimes. The direct GWP of methane (CHy) has been
adjusted upward, co.rrectiug an errot in the previous IPCC report.
The carbon ¢ycle model used in these calculations probably
underestimates both the direct and indirect GWP values for afl
non-CO, gases. The magnitude of the bias depends on the
atmospheric lifetime of the gas, and the GWP time horizon.

Indirect Global Warming Potentials:

Because of our incomplete understanding of chemical processes,
most of the indirect GWPs reported in IPCC (1990} are hikely 1o
be in substantial crror, and nonc of them can be recommended.
Although we are not yet in a position to rccommend revised
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numerical values, we Jo know that the indirect GWP for methane
is positive and could be comparable in magritude to its direct
value. In contrast, the indircct GWPs for chlorinated and
brominated halocarbons are likely 10 be negative. The concept of
a GWP for short-lived, heterogencously distributed constituents,
such as carbon monoxide (CO), non-methane hydrocarbons

Radiative Forcing of Climare A2

(NMHC), and nitrogen oxide (NQ,} may prove inapplicable,
although these constituents will affect the radiative balance of the
atmosphere through changes in tropospheric ozonc and the
hydroxyl radical {OH}. Similarly, a GWP for sulphur diexide
(805) 15 viewed to be inapplicable because of the non-uniform
distribution of sulphate aerosols.
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A2 Radiative Forcing of Climate

A2.1 Introduction

This section is an update of the discussions presented in
Section 2 of the first Intergovernmental Panel on Climate
Change Scientific Assessment (IPCC, 1990) concerning
the radiatively and chemically important species in the
atmosphere. The present update has five major objectives:

(i’ to extend the discussion on Global Warming
Potentials (GWPs), and 1o rc-evaluale their numer-
ical values in view of revisions to the lifetimes of the
radiatively active species;

{ii) to characterize the rudiative impacts of the observed
stratospheric O, losses between 1979 and 1990;

(ili) to discuss the changes in the concentrations of
radiatively aclive gases occurring through chemical
processes, and their implications for radiative
forcing;

{tv) o characterize the radiative forcing due to tropo-
spheric and stratospheric sulphate aerosol con-
centrations;

{v) 1o extend the discussion on the radiative forcing due
1o solar irradiance variations.

Some of the scientific details regarding the new
developments have already appcared in the 1991 Scientilic
Assessment of Ozone Depletion (WMQ, 1992).

A2.2 Radiative Forcing

The radiative forcing due to a perturbation in the
concentration of a species is defined (see WMO, 1986;
IPCC, 1990;: WMO, 1992) by the net radiative {lux change
induced at the tropopause, keeping the concentrations of
all other specics constant. The change in the radiative flux
is determined using a one-dimensional radiative transfer
model in which the surface and tropospheric temperatures
arc held lixed at some reference values, while the
stratospheric temperatures are allowed to relax to a new
cquilibrium in response to the perturbation. The definition
assumes that the stratosphere undergoes a purely radiative
adjustment, i.e., there is no change 10 the dynamical
heating of the stratosphere due to the perturbation (WMO,
1986).

The radiative forcing is interpreted as a gain (positive}
or loss (negative} for the surface-troposphere system as a
whole. The motivation for this concepl arises from
radiative-convective modelling exerciscs, where the
change in the global mean surface temperature can be
refated simply to the net radiative flux change al the
tropepause (WMOQ, 1986), This has led to the adoption of
the radiative forcing of the surface-troposphere system as a
simple and convenient basis for estimating the potential
climatic effects of various trace species.
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A2.3 The Global Warming Potential (GWP) Concept

The aim of the GWP index is 1o offer a simple char-
aclerization of the relative radiative effects of the well-
mixed species. It was created in order to enable
policymakers to evaluate options that affect the emissions
of various greenhouse gases, by avoiding the need to make
repeated, complex calculations. IPCC (1990) discussed the
GWP concept in considerable detail and only the salient
features are addressed here. However, as noted below,
there are serious limitations associated with the calculation
of GWPs that constrain their practical utility.

A2.3.1 Definition

The Global Warming Potential is a measure of the relative.
globally-averaged warming effect arising from the
emissions of a particular greenhouse gas.

» It is a relative measure in that it cxpresses the
warming effect compared to that of a reference gas
{or "molecule’).

o It is a global measure in that it is derived [tom the
globally- and annually-averaged net radiative luxes
al the tropopause, and thus deseribes the cffects on
the whole surface-troposphere system.

o It is a time-integrated measurc of warming over a
specificd Lime horizon, taking account of the change
with timc of the species concentration.

The GWP of a well-mixed gas was defined in IPCC (1990}
as the time-integrated change in radiative forcing due to
the instantaneous release of 1kg of a wrace gas expressed
relative to that from the release of 1kg of CO,. Calculation
of the GWP for a particular species requires specification
of the following:

(i} the radiative forcing both of the reference gas and of
the species. per unit mass or conceniration change;

(i1) the time horizon over which the forcings have to be
integrated:

(iti)} the atmospheric litetime both of the species and of
the reference gas;

{iv) the pathway ol chemical breakdown of the species
and the extent to which it gives rise to other
greenhouse species, ¢.g., O production from CH,,
NO,, CO and NMHCs;

{(v) the present and luture chemical state of the
atmosphere, i.e., levels of the background concen-
trations of various species throughout the
troposphere;

(vi) the present and future physical state of the
atmosphere, i.e., values ol meteorological variables
throughout the troposphere (e.g., wemperature profile,
cloud properties).

Factors (ii1) and (iv) are inimately related to (v) and (vi)
and are the sources of greatest uncertainty in the
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calculation of GWPs - sec Section A2.3.4 below.

It is possible to offer alternative definitions of GWP, for
example based on sustained rather than pulse emissions
(Wigley er al., 1990). Such alternatives can lead to
numerical values of GWP which are different from those
under the present definition, but in general not so ditferent
as to alter the relative ranking of the important species.

A2.3.2 Reference Molecule

Given the conceptual framework of the GWP and its
implications for policy-making, the choice of a reference
molecule is dictated by the need to evaluate the results in
terms of the dominant contributor in the greenhouse gas
problem. IPCC (1990} therefore chose CO, as the
reference gas for the determination of GWPs. Although
another gas or surrogate would have a simpler atmospheric
decay behaviour compared to CO, (e.g., CFCs; see Fisher
ef al., 1990), the evaluation of GWPs presented here
continucs, aller extensive review, to use CO, as the
reference gas.

To avoid the nced to use a single lifetime {for CO,, IPCC
(1990) used a carbon cycle model to calculate the
integrated radiative forcing for CO,, specilically the
ocean-atmosphere box diffusion model of Siegenthaler and
Ocschger (1987; sce also Siegenthaler, 1983) which
assumed a net neutral biosphere. We adopt the same model
for the direct GWP cstimales in this assessment.

A2.3.3 Time Horizons for GWPs

Because greenhouse gases have a variety of removal
mechanisms they have different residence times, or
lifetimes, in the atmosphere. The calculated value of GWP
thus depends on the integration period chosen. There is no
single value of integration time for determining GWPs that
is ideal over the range of uses of this concept, though the
choice of a time-scale for integration in the GWP
calculation need not be totally arbitrary (see [PCC {1990)
and WMO (1992) for a discussion on the choice of time
horizons). In this report, GWPs are calculated over time
horizons of 20, 100 and 500 years (as employed in IPCC,
1990). It is believed that these three time horizons provide
a practical range for policy applications.

A2.3.4 Limitations of Present GWPs

Whilc the GWP, as defined in IPCC (1990), is a

convenicnt and reasonably practical index for ranking the

relative and cumulative impact of greenhouse gas
emissions, it has the following limitations, some of which

Arc very serious:

{a) the modelling of radiative transfer within the
atmosphere contains uncertainties, as was pointed
out in IPCC (1990y;

(by since the direct GWP is a measure of the global
effect of a given greenhouse gas emission, it is most

(©

(d)
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appropriate for well-mixed gases in the troposphere
(c.g., CO,, CHy, nitrous oxide (N,O) and halo-
carbons). The radiative forcing employed in the
determination of GWPs does not purport to
characterize the latitudinal and seasonal dependence
of the change in the surface-troposphere radiative
fluxes. Different well-mixed gases can yield
different spatial patterns of radiative forcings (Wang
etal., 1991,

the GWP definition used here considers only ihe
surface-troposphere radiative torcing rather than a
particular response (e.g., surface temperature} of the
climate system. While the surface-troposphere
radiative flux perturbations can be related to
temperature changes at the surface in the context of
one-dimensional radiative-convective models
(WMO, 1986), such a general interpretation for the
temperature response either in three-dimensional
General Circulation Models or in the actual surface-
atmosphere system must be approached with caution.
Further, although the GWP of a well-mixed gas can
be regarded as a first-order indicator of the potential
global mean temperature change due to that gas
relative to CO,, it is inappropriate for predicting or
interpreting regional climate responses;

GWP valucs are sensilive to uncertainties regarding
atmospheric residence times. Thus, revisions to
GWP values should be expected as scientific
understanding improves. Because CO; is used as the
reference gas, any revision to the calculation of irs
integrated radjative forcing over time will change all
GWP values, GWP results are also sensitive to the
choice of carbon cycle model used to calculate the
time-integrated radiative forcing for CO;. In
particular, because the Siegenthaler-Oeschger model
has only an ocean CO, sink, it is likely to
overestimate the concentration changes and to lead
to an underestimate of both the direct and the
indircct GWPs. The magnitude of this bias dcpends
on the atmospheric lifetime of the gas, and the time
horizon;

as deflined here, GWPs assume constant
concentration backgrounds at current levels, The
calculated GWPs depend on the assumed
background levei(s). The indices are calculated for
the contemporary atmosphere and do not take into
account possible changes in the chemical
composition of the atmosphere. Changes in radiative
forcing due to CO,, CH, and N,O concentration
changes are non-linear with respect to these changes.
The net effect of these non-linearities is such that, as
CO;, levels increase from present values, the GWPs
ol all non-CO, gases would become higher than
those evaluaied here (sec WMOQ, 1992);
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() Tor the GWP concept to be most useful, both the
direct and the indirect components need to be
gquantificd. However, accurate cstimates of the
indirect effects are more difficult to obtain than those
for the direct effects for the following reasons:

(i) there are uncertainties in the details of the
chemical processes as well as in the spatial and
temporal variations of species involved in such
transtormations. As shown later, there is fair
confidence in the sign of some of the indirect
effects; however, precise estimates are lacking.
Because of our incomplete understanding of
chemical processes, it is now recognized that
the uncertaintics in the indirect components of
GWPs reported in [IPCC (1990) are so large that
their use can no longer be recommended;

(ii) for gases that arc not well-mixed (e.g.,
tropospheric ozone precursors), the GWP
concepl may not be meaningtul;

(iii) {further, while the GWP concept thus far has
becn applied to gases with perturbations only in
the longwave spectra, it may not adequately
account for the seasonally and latitudinally
varying radiative effects due to inhomo-
geneously distributed specices with a significant
interaction in the solar spectrum (e.g.,
aerosols).

In conclusion, given the above limitations, great care must

be exercised in applying GWPs in the policy arena.

A2.3.5 Direct GWPs of Well-Mixed Trace Gases

New dircet GWPs (i.e., ignoring any radiative cffects due
to the products of chemical transformation) of several
well-mixed species have been determined. For CFC-13,
CFC-14, CFC-116, CHCl; and CH,Cl, the lifetimes and
radiative forcings are as given by Ramanathan er al.
(1985); for the other compounds radiative forcings are as
before (Tables 2.2 - 2.6 of IPCC, 1990) but lifetimes have
been updated according to WMO (1992). Note that the
lifetime of methane is here assumcd to be 10.5 years,
which accounts for a sink mechanism in the soil (see
IPCC, 1990).

These new GWPs are listed in Table A2.] for the three
time horizons mentioned above. Changes in the lifetime
and variations of radiative forcing with concentration
change are neglected. Most of the new direct GWPs
computed are generally within 20% of the valuces
appearing in Table 2.8 of the TPCC {1990} study: the
difference is enfirely due to the differences in assumed
lifetimes (WMO, 1992). HFC-125, HCFC-141b and HFC-
143a, all have increases in GWPs exceeding 20% for the
100- and 500-year time horizons, while CF;Br (Halon
1301) has a decrease of more than 20% for the 500-year
lime horizon; again, these differences arc a manifestation
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of the changes in the lifetimes. The direct GWPs for CH,
here arc substantially higher than those that can be inferred
from TPCC (1990) owing to a typographical crror
appearing in that report. Note that CO, NMHC and NO,
have a negligible direct GWP component.

A2.3.6 Indirect GWPs of Well-Mixed Trace Gases
Because of our incomplete understanding of chemical
processes, and their latitudinal and temporal dependence, it
is not possible to quantify accurately the indircet GWPs,
As noted above, the indirect GWPs reported in IPCC
{1990) are likely to be in error and should not be used. In
particular, the valuc for NG, was probably overestimated
by a substantial amount (Johnson er af., 1992). Although
we dre not yel in a position to calculate new indirect
GWPs, we can estimate the sign most likely for some
compounds based on currentl understanding (see Table
A2.1). For example, the indirecct GWP for methane is
positive and could be comparable in magnitude to the
direct value. Because the weight of evidence suggests that
halocarbons are largely responsible for the observed global
stratospheric ozone loss over the past decade (WMO,
1992), chlorine- and bromine-containing compounds are
likely to have negative indirect values. Although CO, is
not ttsell involved in chemical reactions affecting the
concentrations of radiatively active species, it could affect
chemical processes through its influences on the
atmospheric thermal structure. Other compounds such as
CO, NMHC and NO, indirectly affect the radiative
balance of the atmosphere throogh changes in tropospheric
ozone and OH (see Section A2.5). For such shori-lived
gases, however, the GWP concept may have little practical
applicability.

A24 Radiative Forcing due to Stratospheric Ozone

A2.4.1 Lower Stratospheric Losses
‘There have been statistically significant losses of ozone in
the middle and high latitudes beiween 1979 and 1990
which have important ramifications for radiative forcing
(Tor details, the reader is referred to WMO, 1992). The
TOMS satellite data (Stolarski er af., 1991) point to a
reduction in the column ozone, while the SAGE sateltite
data (McCormick er al., 1992) and the ozonesonde data
(Stachelin and Schmid, 1991) indicate that these losses
have occurred mainly below 25km in the lower
stratosphere. The weight of evidence suggests that these
losses, both in the polar and the middle latitudes, are due in
large part to the anthropogenic emissions of CECs, as well
as to other chlorine- and bromine-containing compounds
(WMO, 1992),

These changes in ozone substantially perturb both solar
and longwave radiation (WMO, 1986 and 1992), While the
solar effects due to ozone losses are determined solely hy
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Table A2.1: Numerical estimates of the “Direct” GWP and the sign of the “Indirect” effect of several gases. The

lifetimes of various non-CO» species follow WMO (1992) and Ramanathan et al. (1985}, The carbon cycle model

employed follows IPCC (1990). The 20, 100 and 500-vear time horizons denote the tine elapsed after a pulse release of
the gas in consideration. The radiative forcing values follow IPCC (1990) and Ramanathan et al. (1985). The following
important points should be noted regarding the entries in the Table:

1. the lifetimes of the varieus species ure not as precisely known as the Table indicates: they are used for the GWP calculations
primarily to ensure consistency wirh the lifetime values in the references cited.

2. This assessment does nat calculate the “Total” (divect + indivect) GWP as did IPCC (1990). Note that CO. NMHC and N, are all
short-lived gases having a negligible direct GWF component.

3. The indirect GWPs are uncertain but could conceivably be comparable in magnitude to the direct GWPs. Only the signs of the
indirect effects are estimated here, based on current understanding. The estimates of the indirect effects for the chlorine- and
bromine-contairing compounds are based on the weight of evidence relared to the observed lower stratospheric ovoite depletion
{WMO, 1992).

4. IPCC (1990) contained a typographical error for the indirvect effect of methane which led to the inference of an incorrect value for
its divect GWP. Also in that repori, the incdirect effect of NO was probably overestimated by a large factor (Johnson et al., 1992).

Liletime Direct Effect for Time Horizons of Sign of “Indirect”

Gas {ycars) 20 years 100 years 300 years Eftect
O, ¥ | 1 I none '
CHy 10.5 35 L 4 posilive
N20 132 260 270 170 ungertain
CFC-11 55 4500 3400 1400 negative
CFC-12 116 7100 7106 4100 negative
CFC-13 400 11000 13000 15060 negative
CFC-14 >500 >3500 >4500 >5300 none "%
HCFC-22 15.8 4200 1600 540 negalive
CFC-113 110 4600 4500 2500 negative
CFC-114 220 6100 7000 5800 negative
CFC-113 550 3500 7000 8300 negative
CFC-116 >500 >4800 56200 57200 none “1F
HCFC-123 1.71 330 90 30 negative
HCFC-124 6.9 1500 440 150 negative
HFC-125 40.5 5200 3400 1200 none 77T
HEC-[34a 15.6 3100 1200 400 none * 1
HCFC-141b 10.8 1800 580 200 negative
HCEC-142h 22.4 4000 1804 620 negative
HFC-143a 64.2 4700 3800 1600 none T
HFC-152a 1.8 530 150 49 none T
cCl, 47 1800 1300 480 negative
CH,CCl, 6.1 60 100 34 negative
CF3Br 77 5600 4900 2300 negative
CHCI, 0.7 92 25 9 negative
CH,Cly 0.6 54 15 5 negative
co months - - - positive
NMHC days to months - - - positive
NO, days | - - - uncertain

T The persistence of carbon dioxide has been estimated by explicitly integrating the box-diffusion model of
Siegenthaler (1983); an approximate lifetime is 120 yeats.

(), is not involved in chemical reactions affecting the concentrations of the radiatively active species. However, it
could aftect the relevant chemical reactions through its infllug¢nces on the atmospheric thermal structure.

T No currently known or negligible indirect etfect.
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the total column ozone amounts, the longwave effects are
determined both by the amount and 1ts vertical location
(Manube and Strickler, 1964; Ramanathan and Dickinson,
1979; WMO, 1986; Lacis er al., 1990). The loss of ozone
in the lower stratosphere induces three distinct radiarive
effects (Ramanathan ¢t af., 1985; Ramaswamy er al.,
1992 ):
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Lo a further reduction of the longwave emission into

the troposphere, the magnitude of the reduction

being sengitive Lo the decrease in stratospheric
temperatures.

Twa sets of radiative transfer modelting studies (WMO,

1992; Ramaswamy et al., 1992), employing slightly

different assumptions about the vertical profite of the

(a)  a reduction in the absorption by stratospheric ozone  lower stratospheric ozone loss over the past decade, have
of incoming solar radiation, lcading to an increasc in been performed and lead to similar conclusions. They
the amount reaching the surface-troposphere systenm:  suggest an enhancement of the ozone-induced longwave

(b1 in the absence of strawospheric temperature changes,  effects (effects b and ¢) over the solar (effect a) in the
a deercase in the emission of longwave radiation  middle 1o high tatitudes, corresponding to the larger ozone
from the stratosphere inlo the surface-troposphere  losses there. Because of the spatial variability in the ozone
system which is oppasite Lo the solar cflect; and depletions and the presence of the solar component, the

(¢)  a reduction of the in-sitn solar heating and a change  calculated ozone forcing depends on the season and the
in the convergence of the longwave radiation within  geographical region. Apother facior that has a significant
the lower stratosphere. Because the thermal balance  influence on the ozone radiative forcing is the
of the lower stratosphere is sensitive to radiative  meteorological state of the troposphere. particularly the
perturbaiions (Fels ef af., 198(), Shine, 1987; Kiehl e+ distribution of clouds (WMO, 1992).
al.. 1988) this third effect results, in the absence of Figure A2.1 (from Ramaswamy et af.. 1992) illustrates,
ary compensatory dynamical heating. in a decrease  for the four seasons and for both hemispheres, the changes
of temperatures at these altitudes. This, in turn, leads  in radiative forcing due to ozone, due to CFCs alone, and
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doe to the sum of the non-ozone gases {(CO,, CH,, N,O
and the CECs). The illustration indicates that, for the
decade of the 1980s, (he net ozone radiative forcing in
middle to high latitudes is negative, being opposite in sign
to the effects due to the non-ozone gases. Poleward of 30
degrees (N and S), the magnitude ol the (negative) decadal
ozone forcing becomes increasingly comparable to and can
cven cxeeed the {positive) CEC forcing over the same lime
period (WMO, 1992). In higher latitudes, the ozone
forcing cun counteract a significant fraction of the
{(positive) total nen-ozone gas forcing over the same time
period (WMO, 1992). When globally- and annually-
averaged (Ramaswamy et al., 1992) and assuming that
there is no change in the dynamical heating of the
stratosphere, the ozone forcing (-0.08 to -0.09Wm2), is
comparable in magnitude {~80%) but opposite in sign 1o
the decadal CFC greenhouse forcing (0.10 to 0.11Wm2).
The globally-averaged ozone forcing is opposite in sign
and is about 18% of the sum of the non-ozone decadal
trace gas forcing (0.45 to 0.47Wm2),

It is emphasized that the ozone forcing is extremely
sensitive to the altitude of the losses (Ramanathan et al.,
1985, Lacis ef al., 1990). There still is some uncertainty
regarding the exact profile and the magnitude of the loss in
the immediate vicinity of the tropopause. The SAGE
profiles are available globally only [rom ~17km and
above, and suggest an increasing percentage of loss with
decreasing altitude in the lower stratosphere. As an
illustration of this sensitivity, let us suppose that the losses
observed by TOMS ure uniformly distributed through the
cntire stratospheric column (sce WMO, 1986). For this to
be the case, the principal ozone depletions would have to
occur at altitudes higher than observed over the past
decade, in which case a much smaller global ozone forcing
(-0.01 to -0.04Wn12) would result. Thus, inferences about
ozone forcing depend crucially on both the total column
change as well as the change in the vertical profile.

The radiative forcing due to ozone is unique in two
respects when compared to that due to the non-ozone
gases. First, although there is an approximate global mean
offsef of the direct CFC forcing by the ozone losses
occurring during the 1979-1990 period, this arises because
of a significant nepative forcing by ozone occurring only
in the middle to high latitudes, in particular the radiative
forcing due o increasing CFCs and decreasing ozone
ranges from a nct positive one at low latitudes to a net
negative one al higher latitudes for the period considered
(WMO, 1992). Because of the spatial dependence of the
ozone losses and consequently the ozone forcing, the
globally averaged results represent a considerable
simplificatien and must be treated with caution.

Second, for ozone, unlike the other radiatively active
species, both solar and the longwave interactions become
significant. The negative surface-troposphere forcing at the
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mid-to-high latitudes consisis of a solar-induced warming
tendency at the surface, combined with a longwave-
induced cooling tendency of the troposphere (Ramanathan
and Dickinson, 197%9; WMO, 1992),

A2.4.2 The Greenhouse Effect of Ozone Losses
The weight of cvidence suggests that the obscrved
strulospheric ozone losses are due to heterogencous
chemical reactions involving chlorine- and bromine-
containing chemicals (halocarbons), particularly the
anthropogenic emissions of CFCs (WMO, 1992). The
computed ozone radiative forcings indicate that the
indirect chemical effects due to the halocarbons have
substantially reduced the radiative contributions of the
CFCs to the greenhouse forcing over the past decade
{(WMQ, 1992), Thus, the net greenhouse impact attributed
10 the CFCs taken together, including the indirect as well
as direct contributions, may be significantly reduced
because of the halocarbon-induced destruction of ozone.
Three-dimensional General Circulation Model (GCM)
simulations of the impacts on the Earth’s climate duc Lo
the ozone losscs have not been performed as yel, so
estimales of the eflects on the surface temperature arc not
avatlable. In an investigation ol the climatic effects due to
the Northern Hemisphere mid-latitude ozone changes
around the tropopause during the decade of the 1970s,
Lacis et al. (1990) estimated a cooling of the surface at
those latitudes. One-dimensional globally- and annually-
averaged radiative-convective models indicate that, while a
loss of ozone in the lower stratosphere leads to a surface
cooling, ozone losses in the middle and upper stratosphere,
as predicted from homogeneous gas-phase chemistry
models, vield a warming of the surface (Ramanathan er al.,
1985).

A2.4.3 QOzone Depletion and Stratospheric Temperature
Changes
The indirect effect of CFCs on the climate system due to
depletion of ozone in the lower stratosphere is critically
sensitive to the actual temperature change and its
distribution in the lower stratosphere. Because atmospheric
circulation can change in response to radiative
perturbations, the dynamical contribution to the heating
could also change, thereby contributing to the actual
temperature change in the stratosphere (Dickinson, 1974).
The observed global ozone depletion has not yet been
simulated in a GCM, but simulations for the [ollowing
scenarios of ozone changes have been performed: (a) a
uniform decrcase of Qg throughout the stratospheric
column (Fels ef afl., 1980; Kichl and Boville, 1988), (b) a
homogeneous gas-phase chemical model prediction of
ozone depletion (Kiehl and Boville, 1988), which is
different from the observed losses, and (¢) observed
springtime depletion in the Antarctic region (Kiehl er al,,
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1988). The resulting stratospheric temperature changes in
these studies indicate that, unless the column depletions
are large (>50%), the GCM response is similar to the
response indicated by the fixed dynamical heating model
bui there are some latitude-dependent differences. The
GCM studies of Rind ef af. (1990, 1991) suggest that
dynamically forced temperature changes can result from
subtle interactions between changes in the atmospheric
structure, upper tropospheric latent heat release, and the
forcing and runsmission of planetary waves and gravity
waves.

Turning to the observed temperature trend (see Section
C3.3). the long-term temperature trends in the lower
stratosphere suggest a cooling. While this would be in
accord with the ozone-induced radiative cooling tendency
of the lower stratosphere (Lacis et al., 1990, WMO, 1992;
Miller et al., 1992) considerable difficulties remain in
atiributing a part or all of the observed stratospheric
temperature trends to the ozone losses. Other physical
tactors, such as possible changes in the physical state of
the roposphere, volcanic aerosols, change in stratospheric
circulation, ctc., which are not accounted for in the
determination of the radiative forcing, could also be
contributing o the trends. Thus, significant questions
remain with regard to the influence of ozone losses on
stratospheric temperatures.

A2.5 Radiative Forcing due to Gases in the
Troposphere

A2.5.1 Introduction

Indirect greenhouse gas effects, induced by changes in the
chemistry of the troposphere, are likely to be significant.
Gases which are key compounds for the indirect effects
(and for the oxidation processes in the troposphere) are O,
and OH,

Orzone is a greenhouse gas by itself. It is formed in sity
in the atmosphere by photochemical processes. Tropo-
spheric O3 concentrations are influenced by the
distribution of CH,, CO, NO, and NMHCs, leading to
indirect greenhouse contributions for these gases. OH is of
importance [or the greenhouse effect because it controls
the loss of a targe number of greenhouse gases in the
troposphere (CHy, HFCs, HCFCs, etc.), thereby
determining their chemical lifetimes. Furthermore, 05 and
OH will be affected by the release of these gases, leading
to important feedback effects on their lifetimes. Additional
indirect greenhouse effects arise from CH,, CO and
NMHCs since CO, is the end product of their chemical
oxidation in the troposphere.

Since the tropospheric chemical processes determining
the indircct greenhouse effects are highly compiex and not
fully understood, the uncertainties connected with
estimates of the indircetl effects are larger than the
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uncertainties of those connected to estimates of the direct
effects. Added 1o these uncertaintics are the limitations of
the curreni models in formulating the distribution and
spatial variability of NOy in the troposphere, or the impact
of clouds on gas phase chemistry (sce Chapter 5, WMO,
1992).

This sub-section examines the key processes for Oy and
OH formation, the role of gaseous emissions of CHy, NO,,
CO and NMHC in changing the O3 and OH distributions
(and thereby leading to indirect effects), and uncertainties
in estimating these impacts. The impact of increased UV
fluxes n the troposphere due to reduced ozone columns,
and enhanced water vapour content resulting from
enhanced temperatures are not included. Both effects are
likely to enhance the OH levels in the troposphere.

A2.5.2 Chemical processes and changes in O3 and OH
Although tropospheric O only makes up about 10% of all
ozone in the atmosphere, its presence is ceniral to the
problem of the oxidizing efficiency of the troposphere. O,
photolysis is the primary source of OH radicals as well as
being an oxidizing species itself. Through the formation of
OH it determines the cleansing efficiency of the
troposphere. Ultimately, therefore, ozone is one of the
most important constituents in determining the chemical
composition of the troposphere.

The production of ozone depends on the concentrations
of NO, (WMO, 1992, Chapter 5). As the latter compounds
are short-lived, and their concentrations vary strongly in
the troposphere, ozonc production is believed to vary
significanily throughout the troposphere. There is also an
in situ chemical loss of ozone in the troposphere in arcas
where NO)y, concentrations are particularly low (less than
approximately 20 pptv). This occurs in the middle
troposphere and in remote oceanic areas where there are no
NO, sources (Liu et al., 1987). Ozonesonde measurements
reported in WMO (1992) indicate that ozone has increased
by 1-1.5% per year in the free troposphere over Europe
during the last 20 to 25 years (Stachelin and Schmid,
1991). A similar trend in tropospheric ozone has
previously been reported for stations influenced by
regional air pollution (Logan, 1985; Bojkov, 1987;
Penkett, 1988).

Methane is oxidized primarily in the troposphere
(>90%) through reaction with the hydroxyl radical. Since
this reaction also provides a substantial fraction of the OH
loss in the troposphere, there is a strong inleraction
between OH and CH,. This causes OH 10 decrcase when
CH, increases, leading to a further increase in CHy - a
positive feedback (Chameides et al., 1977; Sze, 1977;
Isaksen, 1988).

Because of the central role O3 and OH play in
tropospheric chemistry, the chemistry of CO, CH;, NMHC
and NO, is strongly intertwined, making the interpretation
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of emission changes rather complex. In general, increases
in the emissions of hydrocarbons and of CO may lead to
increases in the global average O4, but 1o reductions in OIT
Tevels (Isaksen and Hov, 1987). The result will be a slower
atmospheric loss of methane and other species controlled
by OH (e.g., HFCs, HCFCs). The impact of NO, changes
is different. Increased emissions of NO, lead to increases
in both globally averaged (3; and OH (lsaksen and Hov,
1987). The increased OH levels reduce the lifetime of
methane. The important consequence of this is that NO,
emissions have opposing effects on the two greenhouse
gases O and CH,.

Significant changes in the giobal distribution of OH may
have occurred over the last two centuries as the trace gas
composition of the troposphere has changed dramatically.
Key compounds like CIi; and CO have increased in
concentrations. This is expected to have led 10 reduced OH
levels, On the other hand, increases in the concentrations
of NO, that are believed to have occurred (although it has
not been possible to measure any changes) will have
tended 1o reduce OII levels. The net effect is difficult to
estimale, and there are no dircel measurements of Ol
which can give reliable information on the global
distribuuon or changes over time. Several indirect methods
have, however, been used o derive a global distribution of
OH (WMO, 1992). A recent estimate of the O trend is
the anatysis of Prinn er al. (1992). They deduce a tend in
global OH from the ALE/GAGE CH3CCly record of
+1.0H}.8% per year over the puast decade. Their resolt was
bused on a simple tropospheric box maodel.

A2.5.3 Sensitivity of Radiative Forcing 1o Changes in
Tropospheric Ozone

The radiative forcing due to increases in tropospheric
ozone has been investigated in earlier reporis {WMO,
1986). Even though tropospheric ozone amounts are less
than in the stratosphere, their effective langwave optical
pathlength is comparable to that in the stratosphere
{Ramaaathan and Dickinson, 1979}, thus rendering them
radiatively tmportant. In particular. the upper tropospheric
concentrations are most significant (Lacis er al., [990). A
10% uniform increase with height in the concentrations of
tropospheric ozone {rom current levels at 40°N (Januvary
conditions) vields a positive radiative forcing of about
0.1Wm2 (WMO, 1992). Althongh the radiative effect of
increases in tropospheric ozone could be extremely
important in the greenhouse forcing of climate, there is, at
present, insufficient evidence that such increases are
actually taking place globally, especially in the radiatively
significant upper tropospheric regions. In the absence of
data from which meaningful global trends can be derived,
it is not possible at this stage 10 quantify the current
contribution of tropospheric orzone to the global
greenhousc radiative forcing.
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Figure A2.2: Calculated global average ozone increases due 10 a
doubling (compared to current levels) of surface emissions of
methane (2-D model calculations with the Harwell and the Oslo
models refered o in WMO, 1992} and a doubling of the surface
concenwrations of methane (1-D model calculations with the
NASA/GSFC model. 1n the latter case, ozone production is most
likely underestimated compared to the other two cases because it
implies smaller emission increases (see discussion in the 1ext}.

A2.5.4 Indirect Effects due to CH 4 Emissions

A2.5.4.]1 Changes in Lifetimes due to Changes in OH
Enhanced surface emissions of CH, cause increased ozone
levels which show moderate variations with latitude and
season (WMO, 1992). The increase is most pronounced in
the lower troposphere and decreases with height. Figure
A2.2 shows calculated global and seasonal average ozone
increases (in motecules per em?) with height for three
different tropospheric models resulting from a doubling of
surface CH, (fluxes and concentrations).

The positive feedback on methane through the impact
on the OH distribution is found to be substantial.
Furthermmore, the fecdback is non-linear: it increases with
increasing CHy emission in the sense that the relative
increase in steady-state concentration for a given increase
in emissions increases fuster than the relative increase in
emissions. For example, a 10% increasc in emission leads
to a 13 to [4% increase in steady-state concentration,
while a doubling of emissions leads to a 150% increase in
concentration, In a similar way the feedback will affect the
concentrations when emissions are reduced, but it will
become less significant at lower concentrations.

A2.5.4.2 Radiative Forcing Changes from CH ;-Induced
Changes in Ozone

Methane has an indirect effect on the radiation balance

through its influence on ozone. Ozone changes in the

troposphere due to increased CH, surface fluxes (Figure
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A2.2) have been used to calculate the change in radiative
forcing at different latitudes and seasons using a radiative-
convective model (W.-C. Wang, personal communication).
The relative effect of ozone on the long wavelength
radiation (compared 1o the clfect of CH, alone) varies
between 10 and 22%. The globally-averaged effect is
around 14%.

The CHj ctffect in these calculations includes the direct
cffect and the indircct effect resulting from reduced OH
leveis (the positive feedback effect). Approximately 0.7 of
the methane elfect is a direct effect, and 0.3 is due to the
OH feedback. The calculated indirect global effect through
ozone increases is therefore approximately 20% of the
direct methane effect.

A2.5.4.3 Effects of CH; on Stratospheric Water Vapour
Methane has an indirect effect through its oxidation in the
stratosphere to water vapour. In [PCC (1990) it was
assumed that this would enhance the methane forcing by
30% over its direct value in the absence of N,O
ahsorption-band overlap (sec Table 2.2 in TPCC, 1990).
More recent modelling studies have shown that this
cnhancement is highly uncertain. In WMO (1992} the
range is 22 10 38%, while Lelieveld and Crutzen (1992)
give a value ol 5%. These differences may partly reflect
the dilferent types of numerical experiment performed to
calculate the effect. They may also reflect the fact that
changes depend critically on the verticai profile of the
water vapour change (A A, Lacis, personal commu-
nication),

A2.5.4.4 Oxidation to CO;

Oxidation of CHy leads o formation of CO, and thus
contributes indirectly to greenhouse warming. The
contribution will depend on the time horizon used. It
should be noted that only oxidation of fossil {uel-related
CH, leads to a CO;, increase; most CH, emitted into the
atmosphere is short-term recycled biogenic CO-.

A2.5.4.5 Indirect GWP for CH,.

While the results given here demonstrate the importance of
a number of processes in amplifying the direct radiative
forcing effect of increasing methane concentrations, they
cannot be applied to directly scale up the direct GWP for
methane. The experiments performed give only the steady-
state changes due to a sustained emission change, whercas
the GWP definition used here considers the integrated
time-dependent response Lo a pulse emission.

A2.5.5 NO, Emissions

The culculated glohal ozone changes from increases in
N}, surface emissions show large seasonal, latitudinal and
height variations (WMO, 1992). The impact on ozone
drops off rapidly with height in the troposphere. This is

6]

significant as the impact on surface temperatures from
ozone changes is likely to be height dependent in the
troposphere with the largest effect resulting from changes
1n the upper troposphere (Wang and Sze, 1980; Lacis ez
al., 1990). Furthermore, the calculations show that the
results are highly model sensitive, leading to large
differences (more than a factor of 2} in ozone impact
between the 2-D models used.

Calculation of the impact on ozone from NO, emissions
from aircraft indicate that this source of NOy may be morce
than an order of magnitude more cfficient in cnhancing Q4
levels than surface cmissions of NO,. The erhancement
occurs also at higher altitudes (middle and upper
troposphere) where ()4 changes have larger effects on
surface emperatures (Wang and Sze, 1980; Lacis et al.,
[990).

Increased N, levels are expected to increase global
amounts of OH, and thus to lead to a reduction in CH,.
NO, increases theretore have an opposite effect on the
abundance of the two greenhouse gases, Oy and CH,.
Calculattons also indicate that the radiative forcings caused
by NO,-induced changes in Oy and CH, could be of the
same magnitude. Taking all this inte account, estimates of
the radiative forcing of NO, changes are extremely
uncertain and cannot be reliably made at present.

There is a consistent picture emerging from the
calculations of OH sensitivity to enhanced fluxes of source
gases showing that increased NO, emissions lead to
increased OH and thereby to increased oxidation in the
troposphere, while increases in the cmissions of the other
source gases lead 1o reduced OH values.

A2.5.6 CO and NMHC Emissions

Ground-based emissions of CO and NMHC lead 10 O,
production, but these are found to be less efficient ozone
producers on a global scale than CHy. OH is also
increased. The increases show pronocunced global and
seasonal variations making estimates of indireci GWP
highly uncertain.

A2.5.7 Summary

A summary of the indirect contributions to radiative
torcing from CH,, NO,, CO and NMIIC is given in Table
A2.2. The Table gives the sign of the contribution from the
individual processes and the net effect, but no absolute
values for the indirect effects are presented.

For CH,. all the indircet contributions are believed to be
positive and therefore they add to the direct GWP. The
sum of their contributions is likely Lo be significant,
possibly similar in magnitude to the direct effect. Indirect
effects for methane will thus add substantially to the direct
values given in Table A2.1. CO and NMHC will also make
positive indirect contributions, although they are believed
to be less significant than the contribution from CH, and
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Table A2.2: Summary of the impact of emissions of CHy, NOy, CO and NMHC on OH, on
03 and those other greenhouse gases affected by changes in OH

Effect on concentrations of

Increased emission of: OH 03 CH,, HCFCs, HCFs
CH4 - + +
NO, + + -
CO - + +
NMHC ; + +

more difficult to assess due to temporal and spatial
variations in concentrations. For NO,, uncertaintics are
large and it is not possible to give even the sign of the
indirect effect, It should be noted, however, that NO,
emitted from aircraft in the upper troposphere could have a
large tmpact on the chemistry and, thereby, on the
radiative forcing on the surtace-troposphere-system.

Although indirect GWP values were given in IPCC
(1990), we are now aware of additional complications
affecting such calculations and are less swre of the results.
As a consequence, no indirect GWP values are given in
this report. For methane, however, the indirect
contributions to the GWP are likely to be significant,
possibly as large as the direct effect.

A2.6 Radiative Forcing due to Aerosol Particles

A2.6.1 Tropospheric Particles

A2.6.1.1 Background

Aecrosol particles influence the Earth’s radiative balance
dircetly by scaftering and absorption of shortwave ({solar)
radiation. An increase in concentralions of aerosol
particles will enhance this effect. Acrosol particles also
gbsorb and emit longwave (infrared) radiation, but this
effect is usually small because {a) the opacity of aerosols
decreases at longer wavelengths and (b) the aerosols are
most concentrated in the lower treposphere where the
atmospheric temperature, which governs emission, is
practically the same as the surface temperature {Coakley et
al., 1983; Grassl, 1988).

Aerosol particles also serve as sites on which cloud
droplets form (cloud condensation nuclei, CCN). Increased
concentrations of aerosol particles have the potential,
therefore, to alter the microphysical, optical and radiative
properties ol clouds, changing their reflective properties
and possibly their persistence.

By providing additional surfaces for condensation and
heterogeneous chemistry, aerosol particles may also
influence the chemical balance of gaseous species in the
atmosphere. This may be especially important for the
balance of O in the lower stratosphere.

In the unperturbed atmosphere, the principal aerosol
constituents contributing to light scattering are sulphate
from biogenic gaseous sulphur compounds and organic
carbon from partial atmospheric oxidation of gaseous
biogenic organic compounds. Seasalt and windblown soil
dust contribute substantially at some locations but their
effect on the global climate is generally unimportant
because the particles are large and wsually short-lived and
thus transported only short distances. Other aerosol
substances may also be locally and regionally important,
especially those that are sporadic such as {rom volcanoes,
wildfires, and windblown dust from deserts.

Submicrometre (diameter <10-6m) anthropogenic
aerosols are produced in the atmosphere by chemical
reactions of primarily sulphur-, but also nitrogen- and
carbon-containing gases, predominantly sulphur dioxide.
These particles are efficient light scatterers, so changes in
them may alter the energy balance of the atmosphere. The
overall cffect also depends on changes in the amount of
energy absorbed. Light absorption is dominated by
particles containing clemental carbon produced by
incomplete combustion ol carbenaccous fuel. The light
scattering effect is dominanl at most latitudes, but
absorption might dominate at high latitude, cspecially over
highly reflective snow- or ice-covered surfaces (Blanchet,
19893, Over surfaces with low albedo (<0.1} characteristic
of most of the surface of the Earth, anthropogenic aerosols
cool rather than warm the Earth (Coakley ef al., 1983);
thus in global terms the scattering by sulphate should
dominate over absorption by elemental carbon.

A2.6.1.2 New findings

The most important new information that has become
available since IPCC (1990) refers to the backscattering by
sulphate aerosols. Based on simulations of the global
distribution of sulphate aerosols (Langner and Rodhe,
19913, Charlson er af. (1990, 1991 and 1992) uscd
previously acquired information on scattering and
backscattering coellicients per unit mass of sulphate o
estimate the impact of anthropogenic sulphur emissions on
the shartwave radiation balance in cloud-free regions. The
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Figure A2.3: Cualculated increase of reflected flux to space due to tropospheric sulphate aerosols derived from anthropogenic sources.

Unit: Wmr2 {from Charlson et al., 1991).

geographical distribution of the calculated increase of
reflected solar flux to space is shown in Figure A2.3. The
authors concluded that the effect for current emission
levels, averaged over the Northern Hemisphere,
corresponds 10 a negative forcing at the Earth’s surface of
about 1Wm2, with about a factor of two uncertainty. This
is comparable (but of opposite sign) to the forcing due to
anthropogenic CO, (+1.5Wm-2) or to the direct forcing of
the other greenhouse gases (+1Wm-2), In addition to the
direct effect on climate of sulphate aerosols, there is an
indirect effect - via changes in CCN and cloud albedo -
which tends to act in the same direction (i.e., towards a
cooling) with a magnitude that has not yet been refiably
quantified (Charlson et l.,1990 and 1992; Kaufman ef al.,
1991).

A very important implication of this estimate is that the
net anthropogenic radiative lforcing over parts ol the
Northern Hemisphere during the past century is likely to
have been substantially smaller than was previously
believed. A quantitative comparison between the positive
forcing of the greenhouse gases and the negative forcing
due to sulphate is complicated by the fact that the latter is
much less uniformly distributed geographically than the
former, cf, Figure A2.3.

A2.6.1.3 Discussion

Future changes in the forcing due to sulphate aerosels and
greenhouse gases will depend on how the corresponding
emissions vary. Because of the short aimospheric lifetimes
of sulphale and its precursors, atmospheric concentrations
will adjust within weeks o changes in emissions. This is a
very different situation from that for most greenhouse gases
which have effective lifetimes of decades to centuries. For
example, the concentration of CO, will continue {o rise for
more than a century even if emissions are kept constant at
today’s level. This difference is illustrated in Figure A2.4
{from Charlson ef al., 1991}, which shows schematically

how the climate forcings due to CO, and aerosol sulphate
could change if the global fossil fuel consumption levelled
off and eventually were reduced. More detailed
calculations have been given by Wigley (1991), Because
of the rapid growth in emissions during the past decades
both the enhanced greenhouse forcing due to CO, and the
opposite forcing due to aerosol sulphate have grown
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Figure A2,4: Schematic llustration of the elfects ol a scenario
of future global fossil fuel combustion (a) on the atmospheric
loadings of CO» and sulphate (b). The differences in response
arisc [rom their different atmospheric residence times, CO»
produces a positive radiative forcing (heating) and sulphate a
negative forcing (cooling) (from Charlson er al.. 1991).
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accordingly. During a levelling off phase, the greenhouse
forcing due to CO, will continue to grow whereas the
acrosol forcing will remain constant. During a decay
phase, the greenhouse forcing will start to level off and the
aerosol forcing decline. This simple example illustrates
that the relative importance of these two major
anthropogenic forcing agents in the future will depend
critically on the character of changes in fossil {ucl use
(large-scale desulphurization measurcs would also have to
be considered).

Becuause of the very different character of the torcing
due to aerosol sulphate as compared to that of the
greenhouse gases, no attempt is made here to define a
negative Global Warming Potential (GWP) for
anthropogenic sulphur emissions. In addition to the well-
known negative deleterious environmental effects of
sulphates - including acidification - there are several
reasons why increases in sulphur emissions cannot simply
be considered as trade-offs against reductions in
greenhouse pas emissions. Among these are: the very
different horizontal and vertical distributions of radiative
forcing due to sulphates compared with greenhouse gases,
the greal uncertainty about their etfcets on clouds and the
subsequent effects on the climate system, and the fact that
the distribution of sulphates globally is Targely inferred
from models rather than being directly measured.
Although in a global sense the negative lorcing due to
acrosols may offset a substantial part of the positive
greenhouse forcing, the dilferences in spatial distribution
ol greenhouse radiative forcing and acrosol effects mean
that incrcascs in sulphates can never be expected to
compensate for the climatic effects of greenhouse gas
increases.

It is clear that a better quantitative description of the
climate influence of anthropogenic aerosols is necessary in
maodels of past, present and future climate, Modelling
studies need to take into account sulphate acrosol
concentrations and their radiative influence as a function
of location and time as governed by emissions of sulphur
gases. To do this, models should accurately represent the
direct light scattering effect and also the influences of
these aerosols on cloud opticul, radiative, and persistence
propertics. At present, the influences on clouds in
particular cannot be esumated with confidence. Further,
there is only a mecagre data base of observations with
which to validate the models of atmospheric chemistry,
transport and removal processes that are required to relate
acrosol concentrations to precursor emissions. There is,
simifarly, little observational information on the
relationships between aerosol microphysical properties and
cloud microphysical properties, between aerosol and cloud
microphysical properties and their radiative properties, and
between cloud microphysical properties and cloud
persistence.

Radiative Forcing of Climate A2

A2.6.2 Stratospheric Sulphate Particles

Observations over the past decade (lidar, satellite, balloon,
sunphotometer) indicate that the stratospheric aerosol
concentration throughout most of the 1980s remained
higher than that measured in 1979 (a relatively quiescent
period). This is probably largely attributable to the major
El Chichon volcanic eruption in 1982 together with the
cffects of a few other minor eruptions (McCormick and
Trepte, 1987). Anthropogenic sources may have provided
an additional contribution (Hofmann, 1990). With the
recent major eruption of the Mt. Pinatubo volcano, there is
now a fresh accumulation of particulates in the
stratosphere (optical depth estimated to be between (1.1 and
0.3 one month after the eruption; M. P. McCormick,
personal communication). For more details, the reader is
referred to the special issue of Geophysical Research
Letters (Vol. 19, 149-218, 1992).

The radiative elfects due to these particles may be
alrcady manifest in an observed warming of the lower
stratosphere (sce Scction C4.2.4.2; also labitzke and
McCormick, 1992). Radiative forcing calculations indicate
that these aerosols can also he expected to exert g
stgnificant negative bul trunsient radiative forcing
(~0.5Wm-2 or more in magnitude) on the surface-
troposphere sysiem over the next few years (Hansen ef al.,
1992). This is opposite in sign to the preenhouse gas-
induced forcing. General Circulation Model simulations
(Hansen er al., 1992) suggest that such an aerosol-induced
forcing could yield a temporary cooling tendency at the
surface and dominate the global surface temperature record
in the next year or more (see Section C4.2.4.2).

A2.7 Forcing Due to Solar Irradiance Changes

For a recent review of changes in solar irradiance, sec
Lean {1991). A 1% change in total irradiance is cquivalent
Lo a radiative forcing of 2.4Wm-2 at the top of the
troposphere, comparable to the total enhanced greenhouse
forcing to date. Considerably smaller changes than this
could, if sustained for a number of years, noticeably affect
global climate and cither enhance or offset the effects of
increasing greenhouse gas concentrations. It is necessary,
therefore, to monitor future and, if possible, reconstruct
past irradiance changes with an accuracy of substantially
better than £1%.

To obtain better accuracy. it is necessary to place
instruments high in or above the atmosphere. Continuous
observations require satellite instrumentation and the
available record spans only the period from 1978 to the
present, These data show a strong link between solar
magnetic activity (sunspots, faculae and the background
“active” network radiation) and total irradiance on time-
scales of days to years. During the sunspot minimum of
1986, 1otal irradiance was about (.1% less than during the
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previous (1980) maximum, with the reduction in output
from bright fealures outweighing the decreased blocking
effect of sunspots (Foukal and Lean, 1988, 1990; Lean,
1989). Changes since 1986 have continucd to parallel the
1J-year sunspot ¢yele (Willson and Hudson, 1991).

The small amiplitude of the observed solar-cycle-related
irradiance changes does not preclude the existence of
additional lower-frequency effects operating on the 10 to
100 veur time-scale (Foukal and T.ean, 1994); Lean, 1991).
To vestigate this possibility further. there have been
attempts to extend the observational record back before
1980 by wusing rocket- and balloon-based measurements
(Frohlich, 1987 These show an apparent change in
irradiance between the late 1960s and the late 1970s of
around 0.49%. There is considerable doubt, however. about
the representativeness of these values (measured over
tme-scales ol a day) and about the absolute accuracy of
the instruments uscd (o obtain them (Lean, 1991).
Although Reid (1991) argues against these problems, it is
clearly difficult to identify a long-term trend using
extremely noisy daily data (rom instruments ol uncertain
accuracy.

Apart from these data, there are no useful dirccet
irradiance measurements prior to 1978, so various authors
have tried to deduce irradiance forcing indircctly. For
example, Reid (1991) has suggested that low-frequency
irradiance changes run parallel to the envelope of sunspot
activity, which shows quasi-cyclic behaviour with a
roughly 80-year period, and Friis-Christensen and Lassen
(1991) have hypothesized that low-f{requency irradiance
changes are related to changes in the length of the solar
cycle. In both cases, there i a strong visual corres-
pondence between the solar irradiance proxy and globat-
mean temperature changes over the past 100 years - sce
Section C4.2.1. These resulls are intriguing, but they have
vel to be fully evaluated in terms of the implied changes in
solar forcing compared to greenhouse forcing (Kelly and
Wigley, 1990).

An entirely different approach has been used in a study
by Baliunas and Jastrow (1990) - see also Radick er al.
{1990). They have examined the magnetic activity of solar-
type stars to try (o throw some light on possible changes in
irradiance associated with events like the Maunder
Minimurmn of sunspot activity (1645-17153). The precisely-
datcd record of aitmospheric radiocarbon measurements
shows thal similar periods of prolonged sunspot minima
have occurred on many occasions during the past 8000
years {randomly spaced, but every 500 years on average).
It has been suggested that they correspond to perieds of
fowered irradiance and global cooling (Eddy, 1976;
Wigley and Kelly. 1990). Baliimnas and Jastrow (1990) tind
ihat solar-type stars exhibit two modes of activity, a cyclic
mode similar to the Sun’s present condition, and a less
variable mode (with lower magnetic activity) akin to
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conditions thought to prevail during the Maunder
Minimum. They conclude that the Sun’s irradiance during
the Maunder Minimum {(and other similar periods) was
“several tenths of 4 per cent” less than current levels.

A more sophisticated interpretation of these stellar data
has been carried out by Lean et al. (1992) using knowledge
of the mechanisms of irradiance vartations gleaned from
extant solar data, They consider two possible effects:
changes in irradiance associated directly with changes in
magnetic activity, and changes associated with u reduced
basul emission during prolonged periods ol reduced
activity, The estimated irradiance reduction during a
Maunder Minimum period is 0.25£0.1%.

It should be noted that these astronownical results do not
yet prove that the Sun’s irradiance was reduced during
periods like the Maunder Minimum. Since no star has been
observed to change mode. it is not yet known whether the
observed sicllar ditferences reflect different types of star or
different modes of variation lor individual stars.
Nevertheless, the magnitude of the potential changes
estimated by Lean er al. (1992) and Bulivnas and Jastrow
(1990) compares favourably with the empirical estimale
(based on palacoclimatic data) Tor a Maunder Minimum
irradiance reduction of 0.22-0.55% given by Wigley and
Kelly (19903 Al three estimates are substantialiy below
that ol Reid’s (1991) estimate of around 1%. Wigley und
Kelly (1990) note that, were a similar event to begin now
or in the near future, then it would partially offset the
anticipates increasce in forcing due Lo increasing
greenhoeuse 2as concentrations but only by a small amount.
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EXECUTIVE SUMMARY

Scenarios of net greenhouse gas and aerosol precursor emissions
for the next 100 years or more are necessary (o support study of
potential anthropogenic impacts on the climate system, The
scenarios both provide inputs to climaile models and also assist in
assessing the relative impertance of relevant trace gascs and
acrosal precursors in changing atmospheric composition and
henee climate. Scenarios can also help to improve the
understanding of key relationships among factors that drive
future emissions,

Scenarios are not predictions of the future and should not be
vsed as such. This becomes increasingly true as the time horizon
increascs. because the basis for the underlying assumptions
becomes increasingly speculative. Considerable uncertainties
surround the evolution of the types and levels of human activities
(including economic growth and structure), technological
advances, and human responses to possible environmental,
economic and institutional constraints.

Since completion of the 1990 Scenario A (SAY(), events and
new information have emerged which relate to that scenario’s
underlying assumptions. These developments include: the
London Amendments to the Montreal Protocol; revision of
population forecasts by the World Bank and the Uniled Nations;
publication of the IPCC Energy and Industry Sub-group scenario
of greenhouse gas emissions to AD 2025; political events and
economic changes in the former USSR, Fastern Europe and the
Middle East; re-estimation of sources and sinks of greenhouse
pases (teviewed in this Assessment); revision of preliminary
FAQ data on tropical deforestation; and new scientific siudies on
forest biomass,

These factors have led to an update of SA90, the current
excreise providing an interim view and laying a basis for a more
complete study of future emissions. Six alternative IPCC
scenarios (IS92a-f) now embody a wide array of assumptions
affecting how future grecnhouse gas emissions might evolve in
the abscoce of climate policies beyond those already adopted.
The different worlds which the new scenarios imply, in terms of
economic, social and environmental conditions, vary widely and
the resulting range of possible greenhouse gas futures spans
almost an order of magnitude. Overall, the scenarios indicate that
greenhouse pas emissions could rise substantially over the
coming ¢entury in the absence of new and explicit control
measures. 1S92a is closer to SA9) duc 10 modest and largely
offseiting changes in the underlying assumptions. The highest
grecphouse gas fevels result [rom 1892e which combines, among

olther assumptions, moderate population growth, high cconomic
growth, high fossil fuel availability and eventual hypothetical
phasc-out of nuclcar power. At the other extreme. I1592¢ has a
CO4 emission path which eventually falis below its 1990 starting
level. It assumes that population grows, then declines by the
middle of the next century. that economic growth 1s low. and that
there are severe constraints on fossil fuel supplies. IS92h, a
modification of [S92a, suggests that current commitments by
many OECD Member countries to stabilize or reduce (0}, might
have a small impact on greenhouse gas emissions over the next
few decades, but would not offset the substantial growth in the
rest of the world. 1892b does not take inte account the possibility
that such commitments could accelerate development and
diffusion of low greenhouse zas technologies. nor possibic
resuiting shifts in industrial mix.

Population and cconomic growth, siructural changes in
economics, energy prices, technological advance, fossil fuel
supplics, nuclear and renewable energy availability are among the
(actors which could exert a major influence on tuture fevels of
CO; emissions. Developments such as those in the republics of
the former Soviet Union and in Eastern Europe. now incorporated
into all the scenarios, have important implications for future
fossil fuel carbon emissions. by affecting the levels of economic
activities and the efficiency of energy production and use. Biotic
carbon emissions in the early decades of the scenarios are higher
than SA90, reflecting higher preliminary FAQ estimates of
current rales of wopical delorestation in many - though noi all -
parts of the world, and higher estimzates of [orest biomass,

The revised scenarios for CIFCs and other substances which
deplete stratospheric ozone are much lower than in SA90, This is
consistent with wide participation in controls under the 1990
London Amendments to the Montreal Protocol, However, the
future production and composition of CFC substitutes (HCFCs
and HECs) could significantly affect the levels of radiative
forcing fromn these compounds.

The distribution of CH, and N>O emissions from their
respective sources has changed from the SA%0 case. CHy
emissions from rice paddies are lower, and emissions from
animal waste and biomass burning have also been revised
downwards. Adipic and nitric acid production have been included
as additional sources of N>O. Preliminary analysis of the
emissions of volatile organic compounds and sulphur dioxide
suggests that the global cmissions of these substances are likely
1o grow substantiaily in the coming century.







A3 Emissions Scenarios for the IPCC: an Update

A3.1 Introduction and Background

In January 1989, the Response Strategies Working Group
(RSWG) of the Intergovernmental Panel on Climate
Change (IPCC) requested a United States/Netherlands
cxpert group to preparc 4 set of scenarios of global
emissions of carbon dioxide (CO,), methane (CHy),
nitrous oxide (N,O), haiocarbons and the tropospheric
ozone precursors nitrogen oxide (NO,) and carbon
monoxide (CQ) (IPCC, 1991a). These scenarios were
completed in December 1989 for use by the IPCC Science
Working Group (WGI) in its assessment of future climate
change (IPCC, 1990a and b). New information has become
available since the development of the original scenarios.
Consequently, in March 1991, the IPCC requested an
update of the cxisting scenarios in light of recent
developments and newly adopted policies. The new 1PCC
mandate explicitly excluded development of new climate
policy scenarios (Swarl ef al., 1991).

This Section first briefly compares the major
assumptions on population and economic growth with
historical data or other published forecasts. It then
summarizes how the original no-climate-policy Scenario A
(SA90) has been updated with information which has
become avatlable in 1990 and 1991. This produces the new
[PCC Scenarios “1892a” and “IS92b”. Because of
substantial uncertainty in how the future will evolve, this
Seclion also includes a preliminary assessment of a range
of additional no-climate-policy scenarios, as well as
comparisons with other published greenhouse gas
scenarios. The updated scenarios are set against two
studies of the probability distributions of possible CO,
scenarios, and then are compared to other published
“central tendency” scenarios that extend past the year 2000
and up to the year 2100. Finally, we present sector-by-
sector discussions of the particular methods and
assumptions in the update, along with additional sectoral
scenarios. Delailed documentation of the scenarios is
available in a supporting document which also provides
tabulations of key variables including population, GNP,
primary cnergy consumption, and emissions (Pepper er al.,
1992).

A3.2 New Aspects of this Update

The following changes have occurred since the original
IPCC scenarios were developed:

« revised World Bank and United Nations (UN)
population forecasts;

* a new greenhouse gas scenario from the IPCC
Energy and Industry Sub-Group (EIS);

+ important political reforms in the USSR, Eastern
Europe and other countries, and a war in the Persian
Gulf;
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* more optimistic assessments of the economical
availability of renewable energy resources;

* revised estimates of current sources and sinks of
greenhouse gases, reported in Section Al of this
repoxt;

= revised Food and Agriculture Organization (FAQO)
data on rates of tropical deforestation and several
new studies on forest biomass content; and

* the London Amendments to the Montreal Protocol as
well as developments in participation and
compliance with the Protocol entered into force.

For completeness, several small sources of greenhouse
gases are added to this assessment which were not
included in the 1990 1PCC Assessment Report. These
include N5O from the production of nitric actd and adipic
acid, and CH, from animal wastes and domestic sewage
(see Sections Al.3 and Al.4). In addition, scicntific
evidence described in Section A2 underscores the need to
consider the full range of gases which influence climate,
directly or indirectly. Cognizant of the importance of a
comprehensive approach, this Section also provides
preliminary estimates of present and future emissions of
volatile organic compounds (VOC) and sulphur oxides
(50,). Their indirect influences on radiative forcing are
more uncertain than those of the direct greenhouse gases
and it is not yet possible to guantify on an equivalent basis
all the direct and indirect forcing, Improved information
with which both to estimate the emissions of these gases
and to summarize their effects is needed for future
assessments.

The reader should be cautioned, however, that none of
the scenarios depicted in this section predicts the future.
Long-term scenarios provide inputs to climate rodels and
assist in the examination of the relative importance of
relevant trace gases, aerosols, and precursors in changing
atmospheric composition and climate. Scenarios can also
help improve understanding of key relationships among
factors that drive future emissions. Scenarios illustrate the
emissions which could be associated with an array of
possible assumptions regarding demographics, economics,
and technological advance. They can help policymakers to
consider the directions in which future emissions may
evolve in the absence of new greenhouse gas reductlion
efforts, and the types of change in important parameters
which could or would have to occur in order to
significantly change future emission paths.

The results of scenarios can vary considerably from
actual outcomes even over short time horizons, Confidence
in scenario outputs decreascs as the lime horizon increases,
because the basis for the underlying assumptions becomes
increasingly speculative. Uncertainties are of two types:

(i) large uncertainty associated with the evolution of
future patterns of human activity, such as economic
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growth and structure, technological advances, or
responses 1o environmental, economic, or insti-
tutional constraints; and

(ii) inadequacy of scientific knowledge concerning
physical parameters, such as emission factors, and
their relationships.

We have addressed some of these uncertaintics in the
updated 1592a and b in four ways. The first 1s through the
creation of new scenarios (¢ through t explained i Table
A3, 1) using modified key parameters: the second
compares some of the new IPCC scenarios with two
studies which have mapped probubility distributions of
future CQ, emissions; the third compares the range of new
IPCC scenarios with other published studies of “central
tendencies”; and the fourth analyses sensitivity of results
in different sectors to key parameters. The current exercisce
lays a basis for more complete analysis of the credible
range and probabilities of alternative scenarios.

A possibly important fimitation of this analysis is that it
does not assess the effects that climate change may have
on agricuitural production, energy demand, and terrestrial
ceosysiems. Nor does il make assumptions about growth of
vegetation i CO5 increases fertilization, or about losses of
the Torest uptake of CO, 1f deforestation continues. There
could alse be positive feedbacks on CO, and methane
emissions through increased respiration of vegetation and
degradation of orgunic soils. Also, as discussed in Section
A2 of this report, we do not yet have an adequate method
for summarizing on an equivalent basis the effects on
climate ot all the greenhouse gases.

A3.3 The Analytical Tool: The “Atmospherie
Stabilization Framework”

The Atmospheric Stahitization Framework (ASF),
developed by the US Environmensal Protection Agency
(EPA, 1990), was used as the primary tool for integrating
the assumptions and estimating future emissions ol
greenhouse gases. The ASE is a framework which
combines emission maodules for various sectors including
modules for energy. industry, agriculture, forests and land
conversion. as well as a number of small sources. Euch
module combines assumptions concerning population,
economic growth, structural change, resource availability,
and emission coefficients 1o estimate emissions in future
lime periods. The ASF estimates emissions for CO,, CHy,
N-Q. ¢hloroflucrocarbons {CFCs) and substitutes, CO,
NOy, VOCs, and SO,. The energy module uses energy
prices 10 equilibriate supply from the di{ferent energy
supply sources with demand in four energy end-usc
sectors. Increased energy prices encourage addilional
energy supply and increases in energy efficiency butl have
only a small feedback on cconomic growth. The
agriculture module combines assumptions on population

Emissions Scenarios for the IPCC: an Update A3

growlh, cconomic growth, improved yields, and other
factors to estimate future production and consumption ol
agricultural products, land vse, and fertilizer use along
with emissions of greenhouse gases (rom these activities.
The CFC module estimates fulure emissions of CFCs,
HCFCs, carbon ictrachloride (CCly), methyl chloroform,
and HFCs under dilferent policy objectives and
compliance scenarios, derived with assumptions on the
estimated growth i demand for CFCs. The tropical forest
section combines assumptions including population,
demand for agricultural land, method of forest clearing,
and the amount of biomass stored in the vegetation and
soils to estimate the clearing of tropical {orests and the fate
of the cleared land (e.g., forests may be cleared and then
allowed (o lic fallow in which casc they can start (o re-
accumulate carbon).

Al4d General Assumptions

The assumptions for the scenarios in this report come
mostly from the published forecasts of major international
organizations or from published expert analyses. Most of
these have been subject 10 extensive review. The premises
for the 1992 [PCC Scenartos a and b (“IS92a” and
“IS92h7} most closcly update the SA90 scenario from
IPCC (1990) There exist a wide variety of other plausible
assumptions, some of which arc used in the range of new
scenarios presented here. Table A3.1 summarizes the
different assumptions used in the six scenarios. These
assumptions are documented tn detail in a supporting
report (Pepper et al., 1992),

New information since the SA90 has raised the assumed
population and economic growth rates compared to those
in the earlier assessment. The forecast of future population
growth in the SA90 came [rom the World Bank (Zachariah
and Vu, 1988), which the World Bank has since revised
(Bulatao er ¢f, 1989). The UN has also published new
population estimates (UN, 1990; UN Population Division,
1992). The UN medium casc is very close to the World
Bank’s update; the UN medivm-low and medium-high
cascs arc used in the allernative scenarios presented here.
Most of the variance belween the medium-high and
medium-low cases is in the developing countries. The
updated World Bank population assumplions are close to
10% higher than the assumptions in the SA90: global
population increases from 4.84 billion in 1985, to 8.42
billion in 2025, and 0 11.33 billion in 2100, with about
94% of the growth occurring in the developing countries,
The UN medium forccast of future population estimates
that global population may reach 8.51 billion in 2025, 1%
higher than the World Bank cstimaie. Their recent medium
extension of this suggests world population of 11.78
billion in 2100 (UN Population Division, 1992), or about
1% lower than the World Bank’s. The UN medium-low
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Table A3.2: Population assumptions (in millions).

Emissions Scenarios for the IPCC: an Update A3

World Bank {1991) UN Med-Low UN Med-High

1S92a,b & e 1S92¢ & d [S92f
Region 1990 2025 2100 2025 2100 7 2025 2100 ¥
OECD 838 939 903 865 503 1,639 1,359
USSR & E.-Europe 428 496 513 475 337 540 856
China & CP Asia 7T 1,218 1,72 1,924 1,526 935 1LR81 2,385
Middle l<ast 128 327 603 272 223 349 693
Africa 648 1,587 2,962 1,375 1,668 1,807 4,651
Latin America 440 708 869 682 770 832 1.662
South & liast Asia 1,553 2,636 3,538 2,395 1,979 2,999 5,987
Total 5,252 3,414 11,312 7,591 6,415 9,445 17,592
T Regional breakout of data for 2100 reported here was derived from UN Population Division (1992) which used

diffcrent regions from this IPCC analysis and did not provide country-specific estimates.

++  CP = Cenlrally planned economies.
Table A3.3: GNP growth assumptions (average annual rate)

............ World Bank T ............

L L. o
Lowtt  1light™ 1892¢ 1592a 1892

1965 1990 1990 1950 1990 1990 1990 1990 1990

1989 2000 2000 2025 2100 2025 2100 2025 2100
OECD 32% 2.4% 3% 1.8% 0.6% 2.5% 1.7% 1.0% 22%
USSR/E.Europe’ 7" 1.3% 3.2% 16% 1.5% 0.5% 2.4% 1.6% 3.2% 2.4%
China & CPY Asia 7.6% 5.6% 6.7% 4.2% 2.5% 5.3% 3.9% 6.1% 4.7%
Other 4.7% 3.8% 4.5% 3.0% 2.1% 4.1% 3.3% 4.8% 4.1%
Global - - - 2.0% 1.2% 29% 2.3% 3.5% 3.0%

T Source: World Bank (1991),

T Estimated using projections of regional growth in GDP/capita and country estimates of GDP, population and

population growih from 1990 to 2000,

"1 World Bank data only include several countries in Fastern Furope.

CP = Cenirally planned cconomies.

and medium-high cases reach 6.4 billion and 17.6 billion,
respectively, in 2100. Table A3.2 summarizes the
population assumplions by region,

Future cconomic growth assumptions are summarized in
Table A3.3. Growth rates assumed in this update are based
in parl on the reference scenario to 2025 of the Energy and
Industry Sub-Group (EIS) of the RSWG (IPCC, 1991b).
However, we have adjusted them downward in the near
and medium terms in Eastern Europe, the (former) USSR,
and the Persian Gulf due to the likely impacts of recent
political events. Overall, the economic growth assumptions
in [S92a and IS92b are higher than thosc used in the SA90,
especially in Africa, China and Southeast Asia. However,

the I1S92a and b assumptions for 1990 to 2000 arc
generally below or at the low end of the ranges forecast by
the World Bank (1991), with the exceptions of the US,
QECD (Organization of Economic Cooperation and
Development) Pacific and the Middle East. Table A3.3
compares Lthe ranges of GNP assumptions in the new IPCC
Scenarios with historical data and the near term projections
Irom the World Bank (World Bank, 1991). The GNP
growth raie assumptions for the initial 35 years of 1S92a
and b, from 1990 to 2025, arc substantially below those
expericnced by most world regions in the past 34 years,
from 1955 10 1989. The exceptions are Africa; and Eastern
Europe and the USSR, where we assume substantial
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Table A3.4: GDP per capita growth T from 1955 1o 1989 government policies aimed at mitigating climate change

(average anaual rate)

OECD Meinbers 2.9%
Eastern Europe 2.5%
Europe, Middle East, & Notth Alrica 2.6%
Sub-Saharan Africa 1.0%
Latin America 1.6%
Asia 4.6%

Source: World Bank (1991), rates of growth re-cstimaied.

Table A3.5: GNP per capitu growth assumptions from
1990 to 2025 {average annual rate)

1S92¢ 18924 1592e
OECD 1.7% 2.2% 2.7%
USSR/E.-Europe 1.2% 2.0% 2.7%
China & CP Asia 3.5% 4.3% 5.1%
Mid-East 0.5% 1.2% 2.0%
Africa ¢.9% 1.7% 2.5%
Latin America 1.2% 1.9% 2.7%
Rest of Asia 2.3% 3.0% 3.8%

structural adjustment would boost growth in the medium
term. Over the long-lerm, GNP {ends Lo slow due to an
expected slowing of population growth,

Income per capita is assumed to rise most rapidly in the
developing world throughout the next century, but in 2100
it remains well below levels in the developed economies.
Table A3.4 provides historical data from the World Bank
on growth of GDP/capita in the past 34 years, for
comparison with Table A3.5 showing the range of 1592
assumptions for 1990 10 2025.

1L is important to note that the cmission results provided
in this paper are highly sensilive to both the population and
cconomic growth assumptions. These parameters would
most likely be negatively correlated, however. The
cconomic growth assumptions in 1892a and b [all below
historical rates. 1t is uncertain whether ambitious growth
¢an be realized and maintained in all regions, especially
considering possible capital and resource constraints and
the prescently volatile circumstances in a number of
nations. On the other hand, the relatively low GNP per
cupila in developing countries even at the end of the period
suggest that the 1892a and b assumiptions fall well below
the aspirations of many countries.

All the scenarios presented here include the changes in

which have been adopted (as of December 1991). The
cxpert group used a rule for 1S92a to incorporate only
those cmission controls internationally agreed upon and
national policies enacted into law, such as the London
Amendments to the Montreal Protocol, the amended US
Clean Air Act, and the 80,, NO,, and VOC Protocols of
the Convention on Long Range Transhoundary Air
Pollution (LRTAP).f) 1t does not include the CO,
emissions targets that have been proposed but not enacted
by many OLECD countrics nor broad policy proposals to
cut back on deforestation.

Another scenario, 1892h, shows some of the uacerlainty
surrounding these policies. 1892b cnlarges the inter-
pretation of current policies o mnclude stated policies
beyond those legally adepted. All CO; commitments of
OLECD countries, for example, are included, along with an
assumnplion of worldwide ratification and compliance with
the amended Montreal Protocol. Since we assumnc that the
CO, stabilization commitments would be achicved through
improvements in encrgy efficiency and switching from
lossil {ucls to nuclear or renewable energy, this reduces
simultancously somc of the other greenhouse gases emitted
by fossil fuels. We assume that after the target years,
emissions would be kept level.

Four additional scenarios have been constructed to
examine the sensitivity of future greenhouse pas emissions
to a wider range of alternative input assumptions for key
variables. Full documentation is available in Pepper et al.
{1992}. The scenarios suggest very dilferent pictures of the
[uture.

[892¢, the lowest scenarto, assumes the UN medium-
low population lorecast, in which population declines in
the twenty-first century. 1t also assumes lower growth in
GNP per capita than [§92a and b, as well as low oil and
gas resource availability, resulting in higher prices and
promoting expansion of nuclear and renewable cnergy.
Deforestation would be slower with lower population
growth. 1592d represents another low but morce optimislic
scenario. It extrapolates some possible trends towards
increasing environmental protection, but includes only
actions that could be taken due to concern about local or
regional air pollution. waste disposal, etc. Population
growth assumes the UN medium-low forecast and would
be associated with lower natality, falling below the
replacement rale late in the twenty-lirst century, duc for
example to improvement in per capita income or increased

{- In addition, since there is a trend roward increasing control of
local air poilution in many couniries, all scenarios assumed o
stow penefration of low-cost technologies which reduce SO and
NO, emissions from very large installations and, in the case of
NQ, and CO, Jrom motor vehicles.
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family planning. Like 1892¢, low fossil resource availabil-
iy gives rise to greater magket penetration of renewable
energy and safe nuclear power. The costs of more stringent
local pollution controls are incorporated into 1892d
through a 30% environmental surcharge on [ossit energy
use, Greater well-being is assumed to fead to voluntary
actions to halt deforestation, to adopt CHC substifutes with
no radiative or other adverse effects, and (o recover and
efliciently use the CH, from coal mines and landfills.
[592¢, the case with the highest estimated CO,
entissions, assumes the Waordd Bank (moderate) population
forceust but a more rapid improvement in GNP per capita.
Fossil resources are plentiful, but, due o assumed
improvement in living standards, environmental sur-
charges are imposed on their use. Nuclear energy 1s phased
out by 2075, CFC substitute assumptions are like those in
15924, but plentiful fossil resources discourage the
additional use of coal mine methane for energy supply as
assumed in 1592d. Deforestation procecds at the same pace

40
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as in 1892a. [892f falls below 1892¢, using the high UN
population growth forecasts but the lower assumptions of
improvement in GNP per capita than 18924, Other
assumptions arc high fossil resource availability,
increasing costs of nuclear power, and less improvement in
renewable cnergy technologies and costs. Table A3.6
summarizes key results ot the scenarios for all gases and
Figurc A3.1 illustrates the scenarios for CO, emissions
onty. Table A3.7 summarizes net emissions of CO,. and
anthropogenic emissions of CHy, and N,QO by region for
15924,

A3.5 Comparisons with Other Studics

No systematic analysis has been conducted in this exercise
of the likelihood of any of the outcomes illustrated in the
six new [PCC Scenarios described above. However, the
probabilities of these emission paths has been considered
in part by comparison with other studies of probabilities

Annual CQ: emissions (Gigatons C)

. 1892¢e

15921

SA9Q
1592a
1592b

i892d

- 1592¢

L
2040
Year

!
2000

2020

2060

|
2080

2100

Figure A3.1: Annual CO- emissions from energy. cement production and tropical deforestation for the six [PCC 1992 scenarios

(1892a-f) and for the 1990 TPCC Scenario A (SA90),

Table A3.7: Net emissions of CO» and anthropogenic emissions of CHy and NoO under 1S92a.

COn Anthropogenic N,O Anthropogenic CTi,"
(GLC) (TegN) (Tg)
1990 2025 2104} 1990 2025 2100 1900 2025 2100
OECD 28 35 4.3 1.4 2.0 1.7 74 90 143
USSR & Eastern Europe 1.7 24 2.5 0.8 1.0 n.g 70 62 113
China and CP Asia’™* 0.6 L6 42 0.5 0.8 0.9 37 53 73
Other 0.9 32 8.8 1.9 17 j. 146 260 380
Towal 6.0 10.7 19.8 4.6 7.5 8.7 326 465 709

Excludes CH, from domestic sewage which was not estimated on a regional basis.

=t (P = Centrally planned cconenies.
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Figure A3.2; Uncertainty analyses for carbon emissions from fossil fuel. The following studies are represented: Edmonds - (1) 95th
percentile, {3) 75th percentile, (7) 25th percentile, and (8) 5th pereentile; Nordhaus and Yohe - (2) 95th percentile, (4) 50th percentile,
and {6) 5th percentile; also (5) I§92a. The shaded area indicates the range of the IS92 scenarios.
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Figure A3.3: Comparison of CQO, emissions from fossil fuels out 1o AD 2025 according to: (1) IEA; (2) CEC; (3) I592a; (4) OECD;
(5} [592b, (6} SA90; (7) the World Energy Conference (WEC) “moderate” and (8) “low” scenarivs. The shaded area indicates the

range ol the 1892 scenarios.

and “best guess” scenarios. Two studies, Edmonds et al.
(1986} and Nordhaus and Yohe (1983) explicitly examined
the issue of uncertainty by estimating the probabilities
associated with the various critical input assumptions and
the correlation among them, in order to calculate
probability distributions of future CO, trends, Figure A3.2
shows their results, against a shaded area representing the

range of the new IPCC Scenarios. Both the Edmonds et al.
and the Nordhaus and Yche teams found a very wide
variation in potential future emissions in the absence of
policies to limit this growth. The [S92a falls slightly below
the 50th percentile values from Nordhaus and Yohe in the
2050 to 2100 time period until they coincide near 2100.
1592h is slightly lower, The 1892a and b lic between the
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Figare A3.4: Comparison of CO4 emissions from fossil fuels according to longer-range scenarios: (1y CETA: (2) CRTM-RD; (3)
Manne & Richels; (4) EPA (RCW); (5) Edmonds/Reilly; (6} SAY0; (7) IS92a, and (8) EPA (SCW). The shaded arca indicates the range

of the IS92 scenarios.

50th and 75th percentiles in the Edmonds analysis. The
highest, new IPCC Scenario s very close to Edmonds 75th
percentile, while the lowest is higher than Edmonds 25th
percentile. These results from Edmonds er al. and
Nordhaus and Yohe reinforce the conclusion that emission
trajectories are exiremely sensitive to a number of key
parameters including population growth, economic growth,
improvements in energy efficiency and structural change
in the economy, as well as the future costs of fossil energy
and alternative energy supplics.

Figure A3.3 compares CQ, cmissions rom the range of
[S92 scenarios in the period 1990 to 2025 to emissions
adapted from scenarios of future energy use developed by
the Tnternational Energy Agency (IEA, 1991), the
Commission of the European Communities (CEC, 1989),
the World Energy Conference (WEC, 1989), Burniaux et
al. (1991), and SA90. Emissions in the IEA and CEC
Scenarios are from 3% to 12% higher than the emissions in
the IS92a through to 2010, the end point of their scenarios.
Burniaux et el. (1991), vsing the OECD-GREEN model,
suggest CO, emissions that arc 4% lower than the [S92a in
the carly years but increasc to the same levels by 2020.
Emissions in the WEC moderate scenario are 24% lower
than 1§92a in 2020. Figure A3.4 examines longer-ierm
scenarios, comparing the new IPCC Scenarios with 7
others, including the SA90 Scenario, two scenarios
(Slowly Changing World, SCW, and Rapidly Changing
World, RCW) developed by the US EPA (1990}, scenarios
from Manne and Richels (1990), and several studies
underway within the Stanford University Energy Modeling
Forum. The modellers include Edmonds and Barnes, Peck
and Teisberg (using CETA), and Rutherford (using
CRTM} (Weyant, 1991; studies to be published in mid-
1992). The range of the new IPCC Scenarios is broader
than the “central tendency” studies presented in Figures

A3.3 and A3.4. This is especially true by 2100, due to the
range of population and economic growth assumptions
used in the scenarios. Edmonds et al. (1992) provides a
more detailed comparison of these scenarios.

A3.6 Energy

Future levels of greenhouse gas emissions lrom the cnergy
sector are a [unction primarily of population, incomes, the
structure and efficiency of economies, and the relative
costs and availability of different sources of energy. The
population and economic assumptions in this update of the
IPCC scenarios have already been discussed. To 2025, the
estimates of energy demand by region and sector are based
primarily on the EIS reference scenario. After 2025,
energy demand is a function of the economic assumptions
and the factors discussed in this Section, and modelled by
the ASF (EPA, 1990). Associated emissions of greenhouse
gases are estimated using coefficients from the OECD
(1991).

The exogenous assumptions of improvements in the
intensity of energy end-use are critical parameters
counterweighing the upward push on CO, emissions from
population and economic growth. The assumptions used
within 1S92a and b result in a global decrease in energy
intensity of 0.8% annually in the period to 2025, and 1.0%
annually from 2025 to 2100. The decrease in energy per
unit of GNP is assumed to be particularly strong in China
through to 2100 and in Eastern Europe and the former
republics of the Soviet Union in the period 2000 to 2025 as
1§92a and b assume substantial structural change. This
reflects a complex mix of factors, including market-
oriented reforms, a tendency to increase encrgy demand
per capita with increased standards of living (though GNP
growth is substantially reduced in Eastern Europe and the
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republics of the former Soviet Union in the early part of
this period), and a tendency toward consumption of less
energy intensive goods and services as economies develop.
Long-term rates of decrease of exogenous end-use
intensity are plausible in the range of 0.8% to 1.0% per
year. Edmonds and Reilly (1985) explored the historical
rate of change of the energy to GNP ratio in a wide range
of OECD countries over extended periods of up to 100
years. The United Kingdom averaged a rate of decline in
the energy Lo GNP ratio of 0.8% annually from 1880 Lo
1975, while the United States averaged 1.0% from 1920 to
1975. Ratcs of change over a 50 yeur period (1925 through
1975) for 13 other OECD nations ranged from .45% per
yvear (Germany) to 1.33% per year (Italy). For three
centrally planned economies (the former USSR,
Czechoslovakia and Yugoslavia) the rate of change was
1.1% per year over the same 50 year period, The range of
experience is significantly broader over shorter periods of
time. Globally, according to World Bank data, the ratio of
primary energy (o GDP declined at an average rate of 0.4%
in the 24 year period from 1965 to 1989 (World Bank,
1991).

The shares of different primary cnergy supplics change
dramatically in all of the scenarios due to assumed
limitations in fossil resources, expected advances in energy
technologics, as well as calculated increases in energy
prices. In [S92a and b, assumptions regarding available
conventional oil, natural gas liquids (NGL), and gas
resources are based on Masters ef al. (1991). At oil and gas
prices of $23 per barrel ($/bbl) and $2 per gigajoule
($/GJ), respectively, the available resource equals the
Masters et a!. mean resource estimates. Additional
conventional resources, up to the Musters ef al. 90%
bounding values, are available al prices rising to $35/bbl
for oil and $8/GF for gas. As a resull, in thesc scenarios,
conventional oil and gas production is gradually replaced
by unconventional fossil sources, by synthetic fuels from
coal, and non-fossil energy supplies. World oil prices
increase 10 $55/bbl by 2025 and up to $70/bbi by 2100. Up
o 760 billion barrels of unconventional liquids including
heavy oils, bitumen, and enhanced oil recovery are
assumed to become available at oil prices of $35 1o
$70/bbl. As conventional cil and gas are replaced with coal
and unconventional supplies, the production and
conversion losses tend Lo result in significunt increases in
the rate of CO, emissions in [8S92a. Large resources of
shale oil are assumed to be available at prices over
$70/bbl. For the high fossil resource assumptions in 1892e
and f, we incorporated estimates of oil resources from
Grossling and Nielson (1985).

Simultaneously, the costs of non-tossil cnergy supplies
are assumed to fall significantly over the next hundred
years. For example, solar electricity prices are assumed to
fall to US$ 0.075 kilowatt per hour ($/kWh) in the [S92a,

Emissions Scenavios for the 1PCC: an Update A3

and o US$ 0.065/kWh in the more optimistic 1892d. They
are assumed to fall only o $0.083/kWh in [892f, Overall,
while renewables are nol significantly competilive with
fossil energy in 1990, their market penetratton speeds as
unit costs fall and fossil fuel prices increase rapidly around
2025, By 2100, nuclear, solar, hydropower and biofuels
represent 43% of total global primary energy supply in
[S92a and b, Overall, the six new IPCC Scenarios
represent a global energy system which continues to be
dependent on lossil fuels, notably coal, and which shows
only moderate gains in energy efficiency and technological
development of non-fossil energy sources.

Global energy use rises steadily until 2100 in [S92a,
reflecting increases in population and income. Commercial
primary energy use which is 344 exajoules (EJ) in 1990,
grows to 708 EJ by 2025 and to 1453 EI by 2100:(/)
Primary fossil energy use represents over 85% of primary
energy use until 2025. After 2025, the fossil share of
ptimmary energy declines to 57% by 2100 despite a nearly
three-fold increase in fossil energy production and use.
Energy sources such as nuclear, hydropower, solar, and
commercial bioluels play a much more important role after
2025 than before in all scenarios, although the mix varies
AMONY scenarios.

CO; emissions from energy use increase with primary
energy use but at a slightly slower rate due 1o increased use
of non-carbon energy sources. CO, emissions in the IS92a
increase from 6.0 billion tons of carbon (GtC) in 1990 1o
10.7 GtC in 2025 and 19.8 GtC in 21002 Compared to
the original SA90, this represents faster growth before
2025 but slower growth afterwards. The higher path uniil
2025 reflects the assumptions in [S92a and b of more rapid
population and cconomic growth, combined with less
oplimistic assumptions concerning improvements in
cnergy cfficiency, bused on the EIS reference scenario
assumptions. After 2025, 15924 relies more heavily on
non-fossil energy sources than SA90 thereby reducing the
rate of growth in CO, emissions.

While global CO, emissions from energy use in 1S92a
and b grow fairly constantly at a rate of 1.1% and 1.0%
annually, respectively, from 1990 to 2100 (see Figure
A3.4), the pattern of growth differs considerably among
regions. CO5 emissions from the developed economies
grow at an average annual rate of 0.8% until 2025. After
2025 in the developed economies, lower economic growth
combined with stabilized population levels and increasing

1 - Primary energy use in SA90 was 473 to 657 EJ in 2025 and
728 to 1682 EJ in 2100, the range reflecting alternative
economic growth projections.

2 - Average C0O, emissions from energy in SAY0 were 9.9 GrCin
2025 and 21.7 GiC in 2700.
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use of non-fossil energy sources yield reductions in this
growth to an annual average of 0.2%. Emissions from
developing economies continue to rise duc o increases in
population and economic growth. In the period, 1990 w
2100, CO, emissions per capita from cnergy use grow at
an average annual rate of only (L.2% to 0.3% in the OECD,
Eastern Europe, and the republics of the former Soviet
Union, while averaging 1.09% for the rest of the world. CO,
emissions per cdpita in developing countrigs remain on
average one quarter to one half those of developed
countries by 2100. Conversely, CO, emissions per dollar
GNP (per $GNP) in the OECD are two thirds the global
average, one half those of Fastern Europe and the former
Soviet Union, and one fifth those of China. Global average
CO, emissions per $GNP decline at an average annual rate
of 1.2% from 1990 to 2110 Regionally, the highest rate of
decline is in China where CO, emissions per $GNP are
over [our times higher than the global average in 1990.

1592b incorpoerates the stabilization goal lor tossil
carbon dioxide emissions for the year 2000, proposed by
many OECD Member countries. If countries achieve these
comiifments and sustain them through 2100 (which is
likely to require programmes beyond those already
planned) and the rest of the world does not adopt similar
measures, global emissions in 2025 of fossil carbon would
be 0.4 GtC lower than in the 1S92a. This reduction
represents a reduction of 11% in emissions of CO, from
the OECD from 1S92a bul only a 4% reduction of global
erissions. These resulls reflect the long-term contribution
ol the economies ol developing countrics, the republics of
the tormer Soviet Union, and Fastern Europe to €O,
cmissions.

A3.7 Halocarbons

Halocarbons, including chlorofluorocarbons (CFCs), their
substitutes, and other compounds which deplete
stratospheric ozonc, may have important implications for
climate change, Many of these compounds exert a much
more powerful direct radiative forcing than CO» per
molecule. Recently, it has been discovered that the loss of
lower-stratospheric ozone can reduce the radiative forcing
of the troposphere/surface system, particularly at high
fatitudes. Hence, ozone depleting molecules can have both
positive (direct) and negative (indirect) contributions to
radiative forcing. However, the net effect of such
halocarbons on globally averaged temperatures or, more
broadly, on climale is uncertain at present. As a result, the
comparisons of scenarios for these gases are summarized
using the kilotons (kt) of the compounds, not the index of
direct “Global Warming Potential” (GWP), as calculated
in Section A2 of this report.

An important event since the development of the
scenarios for the first IPCC assessment is the agreement to

&5

adjust and amend the Montreal Protocol in London in 1990
{the “London Amendments”). Most key nations have
either now signed the agreement or have pronounced the
intention to do so. In [892a, 70% of the developing world
is assumed to ratify and comply with the I.ondon
Amendments. This percentage is based on the GNP of
countries that have signed and/or ratified as of December
1, 1991 (e.g., China has signed while India has not). We
further assume in IS92a that if most of the world develops
and uses CFC substitutes, then the need to trade in global
markets and “technology transfer” witl lead to a gradual
phase-out of all CFC use (we assume gradually from 2025
to 2075) even withoult worldwide ratification. We have
also included the voluntary reductions ahead of schedule
achicved by many countries. IS92b assumes global
compliance with the Montreal Protocol.

The London Amendments contain a recommendation
only w0 use halocarbon substilutes for a transition period.
There are no international agreements for eventuoally
phasing down the production of all substitute compounds,
Some substitutes may not deplete stratospheric ozone but
may still contribute to climate change. Therefore, in the
scenarios, we assume that the production of substitutes
would mimic the growth rate of the underlying controlled
compounds which they replace under the phase-out,
adjusted for market reductions due to non-chemical
substitution and increased use of recycling and other
emission control programmes. Accordingly, all of the cases
assume that the demand for CFCs grows by 2.5% annually
until 2050 then remains [lat. HCFCs und HFCs are
assumed to replace approximately 21 to 42% (depending
on the scenario) of phased-out CFCs. Substitution is
weighted much more towards HCFCs than HECs over the
long-term unless additional policy steps are taken.

This analysis includes seven cases of future emissions of
CFCs and their substitutes. Three of these cases are
incorporaled into the 1892 Scenarios. The first two cascs,
“Partial Compliance and High HCFC” and “Partial
Compliance and Reduced HCFC” portray a future where
only 70% of the developing world ratifies and complies
with the London Amendments. In these scenarios, CFC
production in the remaining 30% continue to grow until
2100. Also, the HCFC reductions in the US are not
incorporated. The third scenario, “Partial Compliance and
Technology Transfer”, is incorporated into IPCC Scenarios
18924, ¢, and f. It assumes partial compliance with the
London Amendments but assumes that “technology
transfer” results in a full phase-out of production of CFCs
by 2075. 1t includes the phase-ont of HCFCs in the US
required by the Clean Air Act. The fourth case, “Global
Compliance”, is incorporaled in 1892b and contains full
global ratification and compliance with the London
Amendments. The fifth case, *'97 Phase-Out for Developed
Countries”, accelerates the phase-out schedule lor CFECs.
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Figure A3.5: Emission of chloroflucracarbons (CFCs) under a range of scenarios. Includes CFC-11, CIC-12, CFC-113, CFC-114 and
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Figure A3.6: Emission of halocarbons under [392a, ¢ and f. These assume only partial compliance with the London Amendments to
the Montreal Protocol but, through technical transfer 1o non-complying countries, 4 complete cnd to CFC production by AD 2075.

The sixth case, “97 Phase-Out and HCFC Phase-Out” is
incorporated in IS92¢ and d and expands on the fifth case
by incorporating a global phase-out of HCFCs. The
seventh case, “Faster Phase-Out - Global”, accelerates the
phase-out of CFCs and HCFCs in developing countries.
For the calculations, US EPA’s Integrated Assessment
Model for CFCs was used. Detailed results can be found in
the supporting document, Pepper et al. (1992). In the
18924, emissions of CFCs, carbon tetrachloride, and
methyl chlorotorm declinc rapidly through 2010 (see
Figures A3.5 and A3.6, “Partial Compliance and
Technology Transfer Case™). After 2010, these emissions

stabilize and ultimarely decline to zero aller 2075 as all the
world adopts the prominent technologies. Emissions of
HCFCs and HFCs grow rapidly throughout the whole time
herizon in all cases, rcflecting their roles as substitutes for
the CFCs and the postulation of no controls on their
emissions (except on HCFCs in the US). Its results
indicate that the composition of substitutes could have an
important impact on levels of radiative forcing.

It “technology transfer” to non-signatories of the
agreement were not to lead to a phase-out of CFCs, the
implications by 2100 could be substantial, leading to
emissions almost back up to the level estimated for 2000.
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The results for the emissions of CFCs are depicted, as an
example, in the *“Partial Compliance and High HCFC” case
in Figure A3.5. In this case, after 2010, emissions of CFCs,
carbon tetrachloride and methyl chloroform stabilize and
then start Lo increase. This reflects growth from non-
signatories of the London Amendments.

[S92b assumes full ratification of and compliance with
the London Amendments. Emissions are nearly eliminated
much earlier (“London Amendments-Global Compliance™)
than in [892a. Moreover, recent data showing more
scvere ozone depletion (WMO, 1992) could lead to a
more rapid phase-out of CFCs and halons, carbon
tetrachloride, and methyl chloroform (“97 Phase-Out for
Developed Countries”). Controls on the use of HCFCs are
also possible.

A3.8 Agricultare, Forests and l.and Conversion

A3.8.1 Agriculture

Details of the estimation of greenhouse gases from
agricultural sources are available in Pepper er al. (1992).
The distribution of the global emissions of non-CQO,
greenhouse gases among different sources in the base year
has been taken from the assessment of the global budgets
reported in Section Al of this document. This distribution
is still poorly understood for most gases. In particular,
emissions of CH, from rice cultivation are highly
uncertain but lower than believed in TPCC (1990). Average
emission cocllicients of 38 grams per square metre per
year for land under rice coitivation have been selected for
all scenarios based on the CH, emission budget of 60
teragrams (Tg). In IS92a and b, the emissions rise
gradually from 60Tg in 1990 to 88Tg by 2050, then
decline to 84Tg by 2100. The scenarios assume continuing
advances in crop yields which average 0.5% annually over
the period. Consequently, the growth in emissions is
slower than growth in rice production, which more than
doubles.

Table A3.8: Assumptions used in deforestation cases.

&7

In [$92a and b, CH, emissions from enteric fer-
mentation in domestic animals rise from 84Tg in 1990 to
close to 200Tg by 2100. This increase reflects a rapid
increase in consumption of meat and dairy products and
assumes constant emissions per unit of production.
Emissions of CH, from animal wastes have been added,
changing with the levels of meat and dairy production. If
meat production per animal were to increase, emissions
would be lower. Emissions from animal wastes increase
from 26Tg CH, in 1990 1o 62Tg CH, by 2100, It is
uncertain whether this growth in the production of meat
and dairy products can actnally be maintained, taking into
account possible land and feed constraints which are not
explicitly dealt with in these scenarios. Autonomous
developments that affect the emissions from enteric
(ermentation or animal waste per unit of production, such
as those resulting [rom changed feeding patterns, are not
hypothesized either. Both types of factors could change the
emission trends of these scenarios.

Emissions of N,O from fertilized soils in 1990 of 2.2
TgN have been selected as the starting budget, falling
within the range of uncertainty of 0.3 to 3.0 TgN reported
in Section Al. They increase in proportion to fertilizer use,
which more than doubles in IS92a and b. The impact of
changing fertilization practices and the dependency of N,O
emissions on local soil types, moisture, agricultural
practices, clc., has not been estimated.

A3.8.2 Forests and Land Conversion

Since SA90 was finalized, new data have become available
regarding both tropical deforestation rates and the average
content of carbon per hectare of above-ground vegetation.
Both are higher than the assumptions used in SA%0. The
estimates of carbon in soils and fluxes of greenhouse gases
with changes in land nses remain as in SA90. Neither of
the possible effects on CO, fluxes due to increased
fertilization or respiration, which may be associated with
higher CO, atmospheric concentrations or temperature

Scenario Used In Biomass Content

Rate of Deforestation

IS92a,b, & ¢ Moderate

1592¢ Moderate

1S92d Moderate

15921 Moderate

None High

None Moderate High
None High High
None Moderate

Moderate (tied 10 moderate population growth)
Moderate (tied to low population growth)

Halt Tropical Deforestation

Moderate (tied to high population growth)

Moderate (ticd to modcrate population growth)

Halt Tropical Deforestation/Increase Establishment of Plantations
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increases, have been incorporated in this analysis.

To incorporate the new data and the uncertainties still
surrounding these parameters, cight cases of tropical [orest
clearing and emissions of greenhouse gases werc
developed. These eight cases include four cases which
were incorporated within the new TPCC Scenarios which
assume moderate assumptions of rates of tropical
deforestation (except 1S92d which has a halt 1o defor-
estation) and biomass content of vegetation in these
forests. The eight cases also include four sensitivities
around the case incorporated in IS92a. The sensitivity
cases vary rales of deforestation, rates of establishment of
plantations, and assumpiions concerning the biomass
conicnl of the forests. Table A3.8 summarizes these cascs
and their assumptions.

As lands convert from one use o another, greenhouse
gases can be released or taken up by vegetation and soils,
for example by the burning or regrowth of forests or the
tilling or amendment of soils. This analysis simulalcs and
tracks the changes of land parcels from one use to another
from 1975 1o 2100, due to agricultural demand, burning,
plantations, ctc., and calculates the associated greenhouse
gas emissions and uptake over time. As land is cleared,
sometimes more than once in the period of analysis, only
part of the carbon stored in vegelalion and soils is released
over an extended period of time. As regrowth occurs on
cleared land, carbon is sequestered. We calculate the net
balance of carbon from vegetation and soils of all lands
estimated 1o be tropical forests at any time from 1975
through 2100. Assumptions about rates of carbon loss or
absorption and other parameters uscd in this analysis, as
well as the case results, are detailed in Pepper ef al. (1992).

The 1892 Scenarios use the new FAQ 1990 Tropical
Forest Assessment (FAQO, 1991) and the 1988 update of
the 1980 Tropical Forest Assessment (FAO, 198R8) for its
deforestation rates. The new assessment estimates that, on
average, 17 million hectares of tropical closed and open
forest were cleared annually from 1981 to 1990. The 1988
FAO Tropical Forest Assessment provided estimates of
clearing rates for the period 1976 to 1980. While questions
have been raised concerning the reliability of these data,
they are the best and most recent currently available for the
world.

We cstimated a constant rate of change in clearing rates
over this pericd such that the average quantilics of clearing
for 1976 to 1980 and for 1981 to 1990 maich those
reported in the FAO 1988 and 1991 reports, respectively.
Moreover, this estimate is constrained so that forest areas
in 1980 equal the quantities given in the more complete
and detailed 1980 assessment. This results in calculated
clearing rates increasing [rom 13.2 million hectares in
1980 10 19.3 million hectares in 1990. After 1990,
deforestation rates increase in proportion to population, but
lagged twenty years and constrained by available forest
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area in each country. In the “high deforestation” sensitivity
cases, these rates are increased by an additional 1% point
per year. In the “halt delorestation” sensitivity case and in
1S92d, we assume that rates of deforestation decline,
starting in 1990. The IPCC Greenhouse Gas Task Force
advised that it should be assumed that all forests not
legally protected, including arcas which have been
classified as non-productive, can be subject Lo defor-
estation (TPCC, 1991c).

Forest clearing in 1892a, b, ¢, e, and { increases to 20 (o
23.6 million hectares per year by 2025, depending on
population growth, and then declines. In 1S92d, clearing
declines steadily after 1990 to 0.7 million hectares per year
by 2025. In the high deforestation sensilivity cases,
tropical forest clearing increases to 28.6 million hectares in
2025 before declining. In all sets of assumptions, available
forest resources within each country provide upper bounds
on future clearing. In the 1892a, 73% of all tropical forests
(1.4 billion heclares), are cleared by 2100. In the high
deforestation sensitivity case, this [raction increases to
91%. In [S92a, countries representing 43% of forest
clearing in 1980 have (or have nearly) exhausted their
forest resources by 2025. By 2050, this fraction increascs
10 52%.

Other factors which vary in the sensitivity cases include
the fate of forest fallow, future rates of plantation
establishment, and the carbon stored in the aboveground
biomass. The high deforestation sensitivity cases inciude
another possible net source of carbon: permanent clearing
of forest fallow. These arc areas of logged or abandoned
agricultural lands which are regenerating to [orest. The
high deforestation sensitivity cases assume that up to 10
million hectares of forest fallow are currently being
converted to permanent agriculture annually (Houghton,
1991) and that this clearing continues into the future until
almost all forest fallow is converted. In 18924, the
establishment of plantations, which FAQ (1988) estimates
as 1.3 million hectares annually between 1980 and 1983, is
assumed to continue with |18 million hectares added
between 1990 and 2100. The high deforestation sensitivity
cases assume that no new plantations are added after 199().

Moderate estimates of carbon stored in the biomass arc
from OECID (1991) which have been adapted from Brown
and Lugo (1984), Brown er al. (1989), and Brown {1991},
and have been estimated vsing wood volumes. The
moderate biomass estimates arc used for the 1592
Scenarios. The high biomass estimates, used in the
sensitivity analyses, increase the moderate estimates by the
percentage corrections cited in Houghton (1991) to reflect
vncertaintics in measurement techniques and results from
other studies utilizing alternative (i.e., destructive
sampling) approaches. Table A3.9 summarizes current
estimates of biomass contents and those used in all [S92
SCenarios.
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Table A3.9: Carbon stored in tropical forests (tons Clhectare).
Carbon Stocks from Houghton (1991)
.............. 1892ab 1 . Earlier Estimate ¥ Recent Estimate 1
Closed Closed Open Moist Seascnal  Closed Open
B-leaf Conif.  B-leaf  Crops Forest Forest Forest Forest Crops
oW ®WT bt o)t
Vegelation
Latin America 76 78 27 5 176182 158/85 89/73 27127 5
Asia 97 83 27 5 250133 150/90 112/60 60/40 5
Africa 117 68 16 5 210/124 160/62 136/111 90/15 5
Soils 100 100 69 - 100 90 - 50

-+

calculated from estimates of wooed volumes.

For columns labelled (D/V), the first value is based on destructive sampling of biomass and the second value is

Tt For columns labelled (U/L}, the first valuc is for undisturbed forests and the second value is for logged forests,

11 Source: OECD (1991).

—‘-
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Figure A3.7: Comparison of net CQ, emissions from tropical deforestation according to some longer-range scenarios: (1) High
deforestation/high biomass; (2) High deforestation/moderate biomass; (3) moderate deforestation/high biomass; (4) 1592f; (5) IS92a, b
and e - moderate deforestation/moderate biomass; (6) 1592¢; (V) 1392d, and (8) No deforestation/high plantation. (Note: does not
include the effects of fertilization or increased respiration on nef COy enissions due 10 higher CO, gimospheric concentrations.)

CO, emissions in the 1892 Scenarios and the sensitivity
cases range from 1.1 GIC 1o 2.3 GIC in 1990. These
inclode net soil carbon released as well. In the 1S92a,
emissions ure refatively (lat through to 1995 and then start
to decline. Net emissions are slightly negative by 2100 due
to carbon seguestration by pilantations. In the high
deforestation and high biomass sensitivity case, emissions
increasc 10 3.0 GIC by 2025, decline to 1.9 GtC in 2050
and 0.2 GtC by 2100. Even though in all of the cases
clearing of open forests in the period 1980 to 1990
represents over one third of total clearing, net emissions of
CO, from open forests represent less than 10% of total
deforestation emissions.

All these cases do not span the range of possibilities for
both current and future emissions. There is a strong necd

for improvement of the base data. Moreover, current trends
in deforested area, combined with changes in policies,
could very well lcad to emissions lower than in the
moderate case.

In conclusion, the sensitivity analysis explorcs a wide
range ol possible fulures and 1dentifies the importance of
several key assumplions. Figure A3.7 illustrates the CO5
emissions from the 1892 Scenarios along with the
sensitivities around 1892a. One sensitivity case, “High
Deforestation/Moderate Biomass™ illustrates the impact of
the higher clearing rates and forest fallow clearing
assumptions on CO, emissions. The sensitivity case,
“Moderate Deforestation/High Biomass”, illusirates the
importance of assumplions concerning carbon stored
within the biomass. The sensitivily case, “High Delor-
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estation/High Biomass™ shows the combined impact of
these alternative assuraptions. The “Halt Deforestation/
High Plantations™ sensitivity casc iliustrates the potential
for reducing emissions by quickly stopping lorest clearing
and actively establishing plantations. In this case, forest
clearing is reduced starting in 1991 and eliminated by
2025, Up to 293 million hectares ol plantations arc
established by 2100.

A3.8.3 Resolution of Land Assumptions

While these cases and sensitivities provide a plausible
range of emissions they do not address all of the
uncertainty. A key concern with these cases is consistency
of the assumptions about land uses among the different
sectors. Because the models and methodologies used for
the different sectors are not fully integrated with respect to
land use, this consistency is not automatically guaranteed.
With population doubling by 2100, improved nutrition in
the developing cconomies, and the agricultural land base
possibly degraded, the demand for additional land
conversion to produce crops especially in the developing
countries would be significant, even if sustained
productivity increases were achieved. Above, we already
noted the anticipated demand for land for livestock and
feed production, while the 1S92a assumes over 190 EJ of
energy from commercial biofuels by 2100, of which 70%
would be in developing countries.

A review of current land uses, forest clearing, and
plantation assumptions suggests that the assumptions in the
new [PCC Scenarios are not inconsistent, FAO (1986)
reported that in 1984, 1.5 billion hectares were used for
arable land and permanent crops and 3.1 billion hectares
were used for permanent pasture leaving 4.1 billion
hectares of forest and woodiands. The moderate defor-
estation casc assumes that on average 1.6 billion hectares
of wopical forests will be cleared by 2100 while 0.1 billion
heetares of forest plantations will be established, roughly

Table A3.10: Land-use assumptions (106 hectares).
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allowing for a doubling of the arable land base. Table
A3.10 summarizes these statistics for Latin America,
Africa, and the Far East along with the 1$92a assumptions
for these regions. Clearing of forest land in these tropical
regions matches well with the increase in population and
demand for food. The largest concern would be in Asia
where population densities are the highest and cleared
forest lands might not have the same productivity as
existing cropland, nor may the production be as
sustainable. Any reduction in deforestation would reduce
the potential land hase and would have to be matched by
increased productivity on existing agricultural land. Other
anthropogenic influences on the terresirial carbon cycle,
such as pollution, erosion, desertification, logging in
temperate and boreal zones and carbon sequestration in
managed forests, have not been taken into account in this
study because of the absence of quantitative information.

A3.9 Other Sectors and Gases

The 1992 Scenarios include emissions of additional gases
and emissions from additional sectors. Specifically,
emissions of N,O, CH,, CO, and NO, {rom cnergy
combustion and production were developed using
assumptions about emission controls consistent with the
US Clean Air Act and the Protocols under the Convention
on Long-Range Transboundary Air Pollution. In the base
year's emission budget, our estimate of emissions of CO
from fossil fuels, by applying emission coefficients to fuel
use, falls below the low end of the range given in Section
Al of this report. Qur estimate of emissions reflects the
latest data on energy consumption and emission
coefficients, but the CO budget discrepancics need 1o be
investigated further. Emissions of N,O from the
production of nitric and adipic acid have been included and
reflect scenario assumptions on nitrogen fertilizer
production and economic growth respectively. Emissions

Africa Asia T Latin America

FAO

1984 Arable Land & Permanent Crops 154 272 177

1984 Permanent Pasture 630 35 351
Remuaining Tropical Forest {1980} 704 431 938
Forest Cleared (1980—2100) 653 329 635
Plantation Area Established (1980-2100) 27 47 44
Maximum Energy Plantation Areaf? B8 161 118

T Far East as defined by FAO
T Energy plantation area in addition to other plantation area
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Table A3.11: Global emissions of direct greenhouse gases under 1592a.

9!

1990 2000 2025 2050 2100
CO3 (GtC)
Energy 6.0 7.0 10.7 13.2 19.3
Deforestation 1.3 1.3 1.1 0.8 0.1
Cement 02 02 0.4 0.5 0.6
Total 74 84 12,2 14.5 203
CH, (Tg)
Encrgy Production & Usc a1 64 110 140 222
Enteric Fermentation 84 99 138 173 198
Rice 60 66 78 87 84
Animal Wastes 26 31 43 54 62
Landfills 38 42 63 93 109
Biomass Buming 28 29 32 34 33
Domestic Sewage 25 29 40 47 53
Natural 135 155 155 155 155
‘T'otal 506 545 659 785 917
N,O (Tg N)
Energy 04 05 Q.7 08 0.8
Fertitized Soils 2.2 2.7 3.8 42 4.5
Land Clearing 0.8 08 1.0 1.1 1.0
Adipic Acid 0.5 0.6 0.9 1.1 1.2
Nitric Acid 02 0.3 0.4 0.5 0.5
Biomass Burning 0.5 0.6 0.7 0.7 0.7
Natural 83 8.3 8.3 8.3 83
Total 12.9 13.8 15.8 16.6 17.0
Halocarhbons {kilotons)
CFC-11 298 168 94 ) 2
CFC-12 363 200 08 110 1
CFC-113 147 29 21 24 0
CFC-114 13 4 3 3 0
CFC-115 7 t 1 0
CCl, 119 34 19 21 ¢
Methyl chloroform 738 353 97 110 O
HCEC-22 133 275 330 523 614
HCFC-123 0 44 159 214 267
HCFC-124 0 7 (1 15 16
HCFC-14(b 0 24 §2 110 138
HCFC-142b 0 7 11 0 0
HCF(-225 5 17 30 38 40
HFC-134a 0 148 467 918 1035
HEC-125 0 0 14 175 199
HFC-152a ] 0 30 448 570
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Table A3.12: Global emissions of indirect greenhouse gases under 1592a.

1990 2000 2025 2050 2100
CO(TgC)
Energy 130 140 160 219 383
Biomass Burning 297 309 341 363 353
Plants 43 43 43 43 43
Oceans 17 17 17 17 17
Wildfires 13 13 13 13 13
Total 499 522 574 655 811
NOy (TgN)
Energy 25 28 43 53 72
Biomass Burning 9 9 10 11 11
Natural Lands 12 12 12 12 i2
Lightning 9 9 9 9 9
Total 55 58 74 85 104
VO Emissions by Gas (Tg)
Paraffing 56 59 84 106 152
Olefins 42 43 49 56 72
Aromatics (btx) T 15 16 21 25 36
Other 8 8 12 15 23
Total 121 126 166 202 283
YOC Emissions by Sector (Tg)
Energy Production & Use 27 30 43 64 102
Biomass Burning 53 53 54 54 52
Industry 23 25 36 46 62
Other 18 19 27 38 67
Total 121 126 166 202 283
Sulphur (TgS)
Energy Production & Usc 65 67 101 132 123
Biemass Burning 2 2 3 3 3
Other Industrial 8 10 16 19 21
Narural 22 22 22 22 22
Total 98 101 141 175 169

¥ Benzene, toulene, and xylene

of CO, from cement production and CIH, from landfills
reflect regional population and economic growth
assumptions as well as expectations of resource limitations
and saturation. Emissions of N,O, CH,, CO, and NO,
from biomass burning are based on emission coefficients
from Crutzen and Andreae (1990) and Andreac (1991),
and future rates of deforesiation, clearing of fallow lands
for shifting agriculture, non-commercial biofuel use, and

other burning activities. Emissions of volatile organic
compounds (VOCs) are highly uncertain, especially for
developing countries. They are based on a detailed,
country level emissions inventory developed by EPA
(1991). They are compared with other sources and
extended into the future based on activitics such as
transportation energy use, deforestation and biomass
burning, and industrial activity. Emissions of SO, from
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encrgy use are based on a study performed by Spiro er al.
(1991) where emissions reflect average sulphur content of
the different fossil fuels and are adjusted for emission
control programmes. Emissions of all trace gascs by gas
and sector are summarized in Tables A3.11 and A3.12.

All of the new IPCC Scenarios except for [S92d show
significant increases in emissions of CO, NO, and SO,
even the assumed of adoption ol some emission controls
on large stationary sources and mobile sources in the
developing countrics. Emissions of these gases could be
significantly higher it we had not assumed significant
penetration of local pollution controls. For example, in
[592a annual emissions of CO grow from 499 TgC in 1990
to 811 TgC by 2100 and annual emissions of NO, grow
from 55 TgN in 1990 to 104 TgN by 2100. Without the
assumed pollution controls, annual emissions of CO and
NO, would increase to 1049 TgN and 103 TgN,
respectively, by 2100.

A3.10 Conclusions

This chapter presents a new set of IPCC greenhouse gas
emission scenarios. The purpose is not to predict which
evolution of greenhouse gases is most probable among the
array of plausible alternatives. Rather, comparison of
alternatives may help policy-makers to consider the
directions in which future emissions may evolve in the
absence of new greenhouse gas reduction efforts, and the
types of change in important paramcters which could or
would have to occur 1o significantly change future paths.
Commitments by individual governments or companies to
reduce emissions of greenhouse gases in response o the
global warming or other environmental issues could
significantly affect some of the individual emission
sources. However, 1t is difficult to take these commitments
into account in global emission cstimates.

Two of the Scenarios “1892a” and “1S92b” update the
original Scenario A from IPCC (1990} by incorporating
important information which has become available in 1990
and 1991, 1S92a includes only those policies affecting
greenhouse gas emissions which are agreed internationally
or enacted into national laws {as of December 1991).
1892b includes proposed greenhouse gas policies as well.
While some of the revisions to the assumptions used in
SA90 are significant, the results of IS92a and b are on
balance very similar to the original SA90. The other
scenarios provided in this chapter explore a broader range
of plausible assumptions than in SA90, und indicaie that
the array of possible futurc trends in greenhouse gas
emissions spans an order of magnitude. That the diiferent
futures within this range are not a)l equally probable has
not been systematically addressed in this analysis, but this
topic should be pursued. A more thorough exploration of
the uncertainties in assumptions and relationships among
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parameters could reveal more about the confidence
policymakers should have in such emission scenarios and
in the influence of their decisions on future emission paths.

Even with a wide range of possible greenhouse gas
scenarios, a number of conclasions can be drawn from the
analysis:

* CFC emissions are likely to be substantially lower
than previously estimated by the IPCC, especially if
technology transfer and world trade requirements
lecad all countries to comply with the London
Amendments to the Montreal Protocol. However, the
future production and composition of CFC
substitutes could significantly affect the levels of
radiative forcing from halocarbons.

* The commitments by many OECD Member
countries to achieve and maintain stabilization or
reduction of their CO, emissions by the year 2000,
in absolute terms or per capita, could have an
important impact on their own emissions but a small
influence on global emissions by the year 2100. The
CO, commitments may have the simultaneous effect
of reducing other greenhouse gases as well. Most of
the uncertainty over {uture growth in greenhouse gas
emissions is likely to depend on how developing
countrics, Easterm European countries, and republics
of the former Soviet Union choose to meet their
economic and social needs.

+ Population growth, robust economic growth,
pleniiful fossil fuels at relatively low costs, and net
deforestation tend to push upward the trends in
greenhouse gas cmissions; decreases in energy
required per unit of GNP, the economical availability
of rcnewable energy supplies, planiations of
biomass, the control of convenlional air pollution,
and improvements in agricultural productivity tend
to diminish greenhouse gas emissions over the long-
term. Public attitudes and governmental policies may
have a strong influence on which of these variables
will dominate over the coming century.

+ O, emissions from forest and land conversion are
higher than previous estimates, ranging from 1.1 GiC
to 2.3 GtC in 1990, because of higher recent
estimates of both deforestation rates and biomass in
forests in the tropics, as assessed by the FAO and
several recent studies, respectively.

» There is no evidence to alter the main conclusions of
IPCC (1990) regarding CO, emissions from fossil
luels. While several factors could lead to both higher
or lower emissions, especially in the long-term, most
cxpert analyses suggest that these emissions could
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rise substantially over the coming century. I1S92a and
b, which most rescmble the SASCQ in terms of
assumptions for key parameters, show a range ol
emissions of 10.3 to 10.7 GtC in 2025, and 18.6 to
19.8 GtC in 2100. However, a broader range of
alternative assumptions is plausible. The range of
cmissions estimated for the wider set of alternative
scenarios is 7 o 14 GtC in 2025 and 5 to 35 GtC in
2100.

» Comparison with other studies of CO, scenarios
indicates that the 1892a and b fall within the range of
other short-term (to 2025) scenarios, including those
of the World Encrgy Council, the International
Energy Agency, and the Commission of the
European Communities. By the year 2100, the IS924
and b are below but not distant from all the other
long-term CO, scenarios reporied except one.
However, the range of alternative, new IS92
Scenarios encompasses virtaally all the other
scenarios, with a spread of almost an order of
magnitude.

* There remains an important need to improve the
estimates of greenhouse gas emissions in all sectors
(especially in the forest and agriculture sectors) as
well as of the underlying human-related variables
(such as rates of land clearing).
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EXECUTIVE SUMMARY

Coupled Model Experiments

The new transient climate simulations with coupled
atmospherc-ocean general circulation models (GCMs)
gencrally confirm the findings of Section 6 in the 1990
Intergovermmental Panel on Climate Change report (IPCC,
1990), although the number of coupled niodel simulations
is still small.

There is broad agreement among the four current models
in the simulated large-scale patterns of change and in their
temporal evolution.

The large-scale patterns of temperalure change remain
essentially fixed with time, and they become more cvident
with longer averaging intervals and as the stmulations
progress.

The large-scale patterns of change are similar to those
obtained in comparable equilibrivm experiments except
that the warming is retarded in the southern high latitude
ocean and the northern North Atantic Ocean where deep
water is formed.

All but one of the models show slow initial warming
(which may be an artefact of the experimental design)
followed by a nearly linear trend of approximately 0.3°C
per decade.

All models simulate a peak-to-trough natural variability of
about 0.3°C in global surface air temperature on decadal
time-scales,

The rate of sea level risc due to thermal cxpansion
increases with time to between 2 and dcm/decade at the
time of doubling of equivalent CO,.

Regional Changes

Atthough confidence in the regional changes simulated by
GCMs remains low, progress in the simulation of regional
climate is being oblained with both statistical und one-way
nested madel technigues. In both cascs the quality of the
large-scate {low provided by the GCM s critical.

Climate Feedbacks and Sensitivity

There is no compelling new cvidence to warrant changing

the equilibrium sensitivity to doubled CO, [tom the range
of 1.5 10 4.5°C as given by IPCC 1990,

There is no compelling evidence that water vapour
feedback is anything other than the positive feedback it has
been conventionally thought to be, although there may be
difficultics with the treatments of upper-level water vapour
in current models,

The effects of clouds remain a major area of uncertainty in
the modelling of climate change. While the treatment of
clouds in GCMs is becoming more complex, a clear
undcrstanding of the consequences of ditferent cloud
parametrizations has not yet emerged.

Atmospheric Variability

Model experiments with doubled CO, give no clear
indication of a sysiematic change in the variability of
temperature on daily to interannual time-scales, while
changes of variability for other climate [cawres appear (o
be regionally (and possibly model) dependent.

Ocean Modelling

»

Results from eddy-resolving ocean models show a broadly
realistic portrayal of oceanic variability, although the
climatic role of eddies remains unclear.

Ocean-only GCMs show considerable sensitivity of the
thermohaline circulation on decadal and longer time-scales
to changes in the surface [resh-water flux, although
coupled models may be less sensitive.

Sea-ice dynamics may play an important role in the
freezing process, and should therefore be included in
models for the simulation of climale change under
increased CO;,

Model Validatien

Therc have been improvements in the accuracy of
individual atmospheric and occanic GCMs, although the
ranges of intermodel error and sensitivity remain large.
The lack of adequate observational data remains a serious
impediment to climate model improvement.
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B1 Introduction

Since the publication of the first IPCC Scientific
Assessment of Climate Change (IPCC, 1990) there have
been significant advances in many areas of climate
research as part of a continuing worldwide acceleration of
interest in the assessment of possible anthropogenic
climate changes. In this section we conccntrate on
advances in the modelling of climate change due to
increased greenhouse gases, improvements in the analysis
of climate processes and feedbacks, and on advances in
climate model validation that were not available to the
TPCC in early 1990. This section is thus intended as an
update to sclected portions of the 1990 assessment rather
than as a comprehensive revision, and an effort has been
madc to keep the discussion both concise and focussed in
accordance with the stringent space limitations placed
upon this supplementary report.

In Section B2 recent simulations of climate change are
assessed, with emphasis on results from coupled ocean-
atmosphere models. In Section B3, recent research on
modelling climate feedbacks is discussed, and the IPCC
1990 estimates of climate sensitivity are reviewed. The
simulation of atmospheric variability and its changes due
to increased atmospheric CO, are discussed in Section B4
while developments in ocean and sea-ice modelling are
presented in Section B35. Finally, Section B6 discusses
advances in climate model validation.
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B2 Advances in Modelling Climate Change due to
Increased Greenhouse Gases

B2.1 Introduction

Simulation of the climatic response to increases in
atmospheric greenhouse gases has continued to dominate
climate modelling. Preliminary results from new
integrations of coupled global atmosphere-ocean models
with progressive increases of CO, show that the patterns of
the transicnl responsc are similar 1o those in an equilibrium
response, cxcept over the high-latitude southern occan and
northern North Atlantic ocean; here the delayed warming
has highlighted the critical role of the oceanic
thermohaline circulation. Computing limitations have
continued Lo restrict the resolution that can be used in
GCM simulations of the climate changes due to increased
grecnhouse gases, although progress is being made in the
simulation of regional climate by both statistical
techniques and by locally nesting a higher-resolution
madel within a global GCM.

B2.2 New Transient Results from Coupled Atmosphere-
Ocean GCMsy

At the time of the 1990 TPCC report, preliminary results
were available from only two coupled model integrations
with transient CO,, namely those made at NCAR
(Washington and Meehi, 1989) and at GFDL (Swouffer et
al., 1989). Of these only the GFDL integration had been
carried to the point of CO, doubling (which occurred after

Table BI: Summary of transient COy experiments with coupled ocean-atmosphere GCMs

GFDL MPI NCAR UKMO

AGCM R15L9 T211.19 RIS LY 2.5"x 375" LIt

OGCM 45 x 375 L12 4101 5’14 25 %375 1.17

Featurcs no diurnal cycle, prognostic CLW, quasi- progrostic CLW,
isopycnal ocean geostrophic ocean isopycnal occan
diffusion diffusion

Flux adjustment seasonal, heat, fresh seasonal, heat, tresh none seasonal, heat, fresh
walter water, wind stress water

Control CO, {ppm) 300 390+ 330 323

COs (1) 1% yr‘] IPCCa & d (1990 1% yr-) 19% yr
(compound) Scenarios), 2xCO, (lincar) (compound})

Length (yr) 100 100 60 75

CO;, doubling time (yr} 70 60 (JPCCa) 100 70

Warming ("C} at CO, 23 1.3 23 1.7

doubling (prejected)
2xC0, sensitivity ("C) 4.0 2.6 4.5 2.7 1

{with mixed layecr ocean)

[. - number of vertical levels; R - number of spectral waves (rhomboidal truncation); T - no spectral waves {triangular truncation).
i - equivalent CO; value for trace gases
™ - cstimate from low resolution experiment
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approximately 70 years as a result of a 1% per year
compound increase of C(,). Here we present further
results [rom the transient CO, experiments with both the
GFDL and NCAR coupled modcls, along with preliminary
results from new transient CO, integrations recently
completed al the Max-Planck-Institute for Meteorology
(MPI) in Hamburg and at the Hadley Centre of the United
Kingdom Mecteorological Office {UKMO). A fuller
description and intercomparison ol these results is being
prepared (WCRP, 1992).

A summary of the new transient results is presented in
Table B1. Note that there are differences in the CO,
equivalent doubling times (by a factor of almost two) and
that the equilibrium sensitivity of the models is different.
The UKMO model has the finest horizontal resolution
while the MPI model has the finest vertical resolution in
the atmosphere and includes explicitly the radiaiive effects
of other trace gases. Three of the four coupled models (see
Table B1) use a correction or adjustment of the air-sea
fluxes so that the CO,-induced changes shauld be
interpreted as perturbations around a climate similar to that
presently observed. Adjustment of the fluxes also prevents
distortion of the CO, induced perturbation by rapid drift of
the model climate (since the same corrections are applied
to the control and anomaly simulations).

1. The new transient climate simulations with coupled
atmospheve-ocean GCMs generally confirm the findings of
Section 6 in the 1990 IPCC report, although the number of
coupled model simulations is still small,

The globally averaged annual mean increase of surtace
air temperature at the time of effective CO; doubling (70
years for the GFDL and UKMO models, 60 years for the
MPI model with IPCC Scenario A, and 100 years for the
NCAR model) is between 1.3°C and 2.3°C. These values
are approximately 60% of thc models’ equilibrium
warming (where known) with doubled CO, when run with
simple mixed-layer occans. These results confirm those
[rom the simple models used in TPCC 1990, The lower
values of warming compared to the equilibrium
cxperiments are partly duc to the fact that the transient
cxperiments take into account the thermal inertia of the
deep ocean and are therefore not at equilibrium at the time
of cflective COy doubling.

2. All but one of the models show a limired initial warming
{which may be an artefact of the experimental design)
Sfollowed by a nearly linear trend of approximately 0.3°C
per decade. All models simulate a peak-to-trough natural
variability of abaitt 0.3 to 0.4°C in global surface air
temperature on decadal time-scales.

The evolution of the change of globally averaged
surface air temperature (sca surfacc temperature for the
NCAR experiment) during the course ol the various
transient experiments with coupled ocean-atmosphere

Climate Modelling, Climate Prediction & Model Validation B

Temperature rise (°C)

|
-

T T T T T T T

0 20 40 60 80 100
Year

Figure B1: Decadal mean changes in globally averaged surface
temperature {*C) in various coupled ocean-atmosphere
experiments. (see Table B1). Note that the scenarios employed
differ from model to model, and that the effect of temperature
drift in the control simulation has been removed. Open boxes =
GFDL; solid circles = MPIL; triangles with dashed line = UKMO;
triangles with dotted line = NCAR (sea temperatures only); solid
fine = IPCC 1990 Scenario A “best estimate”.

GCM:s is shown in Figure B1. In spite of the differcnces in
the models’ parametrizations and in their experimental
configurations, all of the models exhibit a number of
similar overall features in their response. Firstly, three of
the models show relatively little warming during the first
few decades of the integration rather than a consiant rate of
warming throughout, despite the near constant rate of
increase in radiative heating. This so-called “cold start ™ is
barely noticeable in the GIFDL simulation, but in the
UKMO and MPI models the warming is negligible during
the first 2 to 3 decades. This phcnomenon is thought to be
an artefact of the experimental design and can be
reproduced qualitatively using simplified models
{Hasselmann et al., 1992, J.M. Murphy, pcrsonal
communication; sce alse Hanscen et al., 1985} which
indicate that the length of delay grows with increasing
model sensitivity (the equilibrium warming for doubling
CQ;) and with effective heat capacity in the ocean. Until
this “cold start” phenomenon is investigated and
understood, it is not meaningful to match “model time”
with calendar dates. Secondly, as the increase in CO,
progresses, each model approximates a constant rate of
warming, in overall agreement with the 0.3°C/decade in
the IPCC (1990) projections made for the “business-as-
usual” CO, forcing scenario (A) with a simplified
upwelling-diffusion occan model. Thirdly, all models
exhibit variability on inlerannual, decadal and even longer
time-scales, and some models reproduce ENSO-like
effects (Meehl, 1990; Lau er al., 1991; I.F.B. Mitchell,
personal communication). The peak-to-trough range of
global surface air temperature intra-decadal natural
variability is (.3 to 0.4°C (see, for example, Figore B2).
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Figure B2: Temporal variations of the area-averaged deviation
of annual mean surface air temperature (°C) from the
corresponding 100-year average of the control as simulated by
the GFDL coupled occan-atmosphere model tor: (a} the globe,
(b} the Northern Hemisphere, and (c) the Southern Hemisphere.
(From Manabe er al., 1991))

30

GFDL

20 1

10 1

Sea level rise (cm)

T v T T T

20 40 60 80 100
Year from start of simulation

Figure B3: Decadal mean changes in globally averaged sea level
change (em) from various coupled ocean-atmosphere GCM
experiments (see Table B1). Open squares = GEDIL; solid circles
= MPI (IPCC Scenario “A™); solid diamonds = MPI (1IPCC
Scenario “D™); open triangles = UKMO. Note the differcnces in
torcing in Table B, and that the effect of long-term drift in the
models has been removed by differencing,

Analysis of the nature of this variability in the coupled
integrations and of the implications for detecting global
warming is currently in progress.

105

3. The rate of sea level rise due 1o thermal expansion
increases with time to between 2 and demidecade at the
time of doubling of equivalent CO3,

The “cold start™ leads to a substantial delay in the
associated change in global sea level rise due to thermal
expansion {Figure B3), and is most proncunced in the
UKMO and MPIL models. The rate of sea level rise
increases during the simulations to 2, 2.5 and 4cm/decade
by the time of CO, doubling in the MPI A (Scenario A),
UKMO and GEDL experiments, respectively. The
simulated rate of sea level rise at 2030 (the time of
doubling of CO,) due to thermal expansion (Scenario “A”
best estimate) in the previous IPCC assessmenl was about
2.5cm/decade. Note that we have not reassessed the
contribution to sea level rise from changes in the snow and
ice budgets over land.

4. The large-scale patterns of change are similar to those
obtained in comparable equilibrium experiments excep!
that the warming is retarded in the southern high latitude
acean and the northern North Aflantic Ocean where deep
water is formed.

The geographical distribution of the change in surface
air temperature at the approximate time of CO, doubling in
the four transient experiments is shown in Figure B4. (For
the NCAR model the CO, increase is only 60%) The same
overall characleristics are scen in the distribution of the
simulated change of surface air lemperature. These
characteristics are: (1) the largest warming occurs in the
high latitudes of the Northern Hemisphere, (2) relatively
untlorm warming occurs over the tropical occans, and (3) a
minimum of warming or in soroe cases cooling occurs over
the northern North Atlantic and over the Southern Ocean
around Antarctica. Features (1) and (2) are familiar from
the earlier studies of the equilibrium warming in response
to doubled CO, with a mixed-layer ocean (see Section
B2.3); the high latitude ocean warming minima, on the
other hand, are due to the presence of upwelling and deep
vertical mixing which increase the effective heat capacity
and hence the thermal inertia of the ocean locally.

5. There is broad agreement among the four models in the
simulared large-scale parterns of change and in their
temporal evolution. The large-scale parterns of
temperatire change remain essentially fixed with time, and
they become more evidenr with longer qveraging intervals
and as the simulations progress.

A larger warming over land areas compared o that over
the oceans is common to all models in hoth winter and
summer. This ocean-land asymmetry contributes to a more
rapid warming in the Northern Hemisphere compared to
that in the Southern Hemisphere. There is a maximum
warming over the Arctic Ocean in winter (Figure B3a) and
a minimum in summer (Figure B5b). similar to the
equilibrium results. However, the warming and its seascnal
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Figure B5: Distribution of the mean surface air temperature ("C) for (a) DJF, and (b) JA during years 60-80 of a transient CO,
simulation with the GFDL model, relative to the 100 year average of the control. (From Manabe er af., 1992.)

variation over the circampolar ocean in the Southern
Hemisphere is considerably less than in the equilibrium
models because of deep vertical mixing in the ocean.
Precipitation increases in the Northern Hemisphere in high
latitudes throughout the year, in much of mid-latitudes in
winter, and in the southwest Asian monsoon {Figure Béa,
b). In the Southern Hemisphere, there are precipitation
increases along the mid-latitude storm tracks throughout
the year. In the Northern Hemisphere, winter soil moisturc
increases over the mid-latitude continents, while in the
summer there are many areas of drying; this is also similar
to the results obtained by equilibrium models (Figure B7a,
b).

In at least one simulation (Cubasch et al., 1991) the
progressive change in surface temperature is uarelared to
the pattern of internal variability in the model; the first
enmpirical orthogonal function (EOF) of the annual mean
surface temperature in the control run is uncorrelated with
the first EOF from the simulation with increasing

greenhouse gas concentrations. The climate change pattern
becomes more evident as the integration progresses, as
indicated by the growth in the fraction of variance
explained by the first EOF of the anomaly experiment
(Figure B8). This feature is noticeable in other models (for
example, Meehl er al., 1991a) and in other fields such as
soil moisture (Figure B9) and (1o a lesser extent) in the
precipitation (Santer er af., 1991; J.F.B. Mitchell, personal
communication). In [PCC 1990 it was assumed that the
regional climate changes would scale linearly with the
global mean temperature changes; while Figurc B9 offers
some support for this assumption, there is considerable
interdecadal variability at regional scales in the coupled
model simulations, so this scaling remains questionable.
There are a number of caveats to be kept in mind in
assessing the results of the transient CO, simulations with
coupled ocean-atmosphere models shown here. Chief
among these is the use (in the GFDL, MPI and UKMO
models) of adjustnents to the oceanic surface fluxes so
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Figure B6: Decadally averaged changes in precipitation (mm/day) for {(a) DJF, and {(b) JJA around the time of doubling of C(3, in an
experiment in which CO, was increased by 1%/year in the UKMO model (J.F.B. Mitchell, personal communication). Contours are

every lmm/day and arcus of decrease are stippled.

that the ocean temperature and salinity remain closc to
present climatology. H flux corrections arc not used (as in
the NCAR model), imperfections in the component models
(and in their interaction) may introduce significant
systemalic errors in the coupled simulation. Such flux
corrections or adjustments represent substantial changes of
the IMuxes that are exchanged between the component
models and, as shown in Figure B10, are comparable in
magnitude to the atmospheric [luxes. In the case shown,
they tend to be of opposite sign, i.e., the flux correction
substantially reduces the net cffective flux to the ocean.
The use of such adjustments may distort the models’
response to small perturbations like those associated with
increasing CO,. On the other hand, the similarities in the
responses ol the NCAR model without flux corrections
and in the three models that use flux corrections indicate
that the simulated changes in the models may not be

suhstantially affected by flux adjustment. In addition,
confidence in the overall validity of the results is raised hy
the consistency of parallel experiments with the GFDL
model in which the CO, undergoes a progressive transient
reduction (Manabe ef al., 1991,1992).

B2.3 New Equilibritm Results from Atmospheric GCMs
and Mixed-Layer Ocean Models
Although increasing altention is being paid 1o transient
simulations with coupled atmosphere-ocean GCMs (sec
Section B2.2), doubled CO, experiments with atmospheric
GCMs and mixed-layer occan models continue to be of
interest since they can be carried to statistical equilibrium
relatively casily and they provide a benchmark for model
sensitivity. The results of several new such experiments
completed since the publication of the 1990 [PCC
Scientific Assessment (IPCC, 1990} are summarized in
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Figure B7: Decadally averaged changes in soil meisture in the MP1 model for (a) DIF, and {b) JJA around the timc of doubling of
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Table B2. In general the simulated globally-averaged
increases in surface air temperature and precipitation are
similar to those found earlier (see IPCC, 1990, Table 2.3
(4); the differences relative to earlier models can be related
in some cases to the differences in cloud radiative
feedback in the tropics (see Section B3.3)). The largest
changes are found in the one new model (LMD) that
includes prognostic cloud liquid water and variable cloud
optical properties.

New model results suggest that the difference in the
vertical distribution of the radiative forcing has
implications lor the simulations of the control climate as
well as for the greenhouse gas-induced warmer climates.
As demonstrated by Wang ef al. (1991b), inclusion of
individual trace gases (i.e., not as equivalent CO,) in a
control simulation produces a warmer atmosphere,
especially in the tropical upper troposphere. Since this
mode! (and most other GCMs without trace gases) show a

cold bias relative to observations of the current climate
(Boer er al., 1991a; see Section B5.2), inclusion of the
trace gases should tend to reduce this systematic error.
Note, however, that the anticipated cooling effect of
aerosols (Charlson ef al., 1991) is not included in current
climate models.

The regional climate responses due to the inclusion of
additional greenhouse gases have been examined by Wang
et al. (1992). In one experiment the trace gases (CO,,
CFCs, methane and nitrous oxide) were represented
explicitly, while in the second trace gases were represented
by adding the amount of CO, which gives an equivalent
increase in radiative heating at the tropopause, i.e., using
CO, as a surrogate for the trace gases. When the trace
gases and CO, are given values in 2050 according to the
IPCC “business-as-usual” scenario (at which time the
concentrations of CO,, CH,, N,O, CFC-11 and CFC-12
would have increased by 52, 89, 19, 49 and 121%,
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model integration. (From Murphy, 1990,)
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Figure B9: Distribution of the change in JJA soil moisture (cm)
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Figure B1l: Effect on equilibrium surface temperature change (DIF) using actual trace gases (Scenario “A”, 1990-2050) instead of
radiatively equivalent increases in CO, (Wang et al., 1992): (a) warming using actual trace gases. Contour interval is 1°C except in
stippled region (>8°C) where the interval is 4°C; (b} difference due to use of actual trace gases rather than cffcctive CO,. Contour
interval is 0.5°C, negative contours are dashed and areas of statistical significance are stippled.

respectively, relative to 1990), the equilibrium simulations
show nearly identical annual and global mean surface
warining and increased precipitation (see Table B2).
However, the regional patiern of climate changes belween
the two cxperiments is different (Figure B11). Although
the physical mechanisms for these differences have not yet
been csiablished, such resulis suggest that atmospheric
trace gases other than CO, shovld be included explicitly in
future GCM simulations of both the present and future
climates.

B2.4 Regional Climate Simulations
Although confidence in the regional changes simulated by

GCMs remains low, progress in the simulation of regional
climate is being made with both statistical and one-way
nested model techniques. In both cases the quality of the
large-scale flow provided by the GCM is critical.

The horizontal resolution in current general circulation
models is too coarse to provide the regional scale
information required by many users of climate change
simulations. The development of useful cstimates of
regional scale changes is dependent upon ihe reliability of
GCM simulations on the large-scale. Recognizing that
simple interpolation of coarse-grid GCM data to a finer
grid is inadequate (Grotch and MacCracken, 1991),
strategies have been developed that involve the projection
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of large-scale information from GCMs onto the regional
scale either by using limited area models with boundary
conditions obtained directly trom the GCM (the one-way
nested approach) or by using empirically-derived
relationships between regional climate and the large-scale
flow (the statistical approach). In both approaches,
however, accuracy is limited by the accuracy of the large-
scale flow generaied in the GCM, and so they do not avoid
the need for improvement in GCM simulations.

Since the preparation of the IPCC (1990) report there
has been considerable rescarch using statistical approaches
to climate simulation; see, lor example, Wigley er al.
(1990), Karl et al. (1990) and Robock et al. (1991)
amongst others. The statistical 1echnique of Von Storch er
al. (1991) has successfully reproduced observed rainfall
patterns over the Ibenian peninsula, and has been applicd to
an IPCC Scenario A model integration (Cubasch et al.,
1991). The resulting changes in the winter rainfall are
shown in Figure B12 as compared to the original GCM
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Figure B13: The average January surface air temperatare ("C) over Europe: (a) as given by high-resolution observations; {b) as
simulated by a mesoscale model nested within the NCAR CCM1 R13; (c) as given by large-scale obscrvations, and (d) as simulated by

the NCAR CCMI alone. (From Giorgi ef al., 1990.)
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grid-point rainfall amounts; here, however, only about half
of the year-to-year variability is explained. Similar
research is underway at other institutions (UKMO,
BMRC(C). A recent review of research in thesc areas has
been prepared by Giorgi and Mearns (1991).

The one-way nested modelling approach has been
applied by Giorgi ef al. (1990), whose regional scale
climate simulations shown in Figure B13 compare well
with high-resolution observations, and show a significant
amount of detailed information that was not portrayed in
the original GCM. (The limited area model is likely to
produce significant improvements only in regions where
topographic cifects are substantial.) Similar results have
been found by McGregor and Walsh (1991) with the
CSIRO model and by other groups (MPI, UKMO). The
application of the nesting approach to regional climate
changes in increased CO, experiments is not quite so
advanced, although Giorgi er al. (1991) have recently vsed
the NCAR doubled CO, simulation of Washington and
Meehl (1991) in this way; their simulated changes of
January surface air temperature for both the original GCM
and the GCM plus a one-way nested mesoscale model are
shown in Figure B14.

In spite of this progress, the relatively low confidence
attached to regional projections of any sort should be
emphasized. Analysis by Karl et al. (1991} has shown that
the observed changes of temperature and the winter-to-
swnmer precipitation ratio over central North America are
not consistent with the 1IPCC (1990} projections, though
this inconsistency could be due to factors other than model
CITOTS.

B3 Advances in the Analysis of Climate Feedbacks and
Sensitivity

B3.1 Introduction

While climate simulation continues apace, new attention
has been given to the critical role of feedback processes in
determining the climate’s response to perturbations. In
general, water vapour is expected to amplify global
warming, while the effect of clouds remains uncertain.
Overall, there is no compelling evidence to change earlier
model estimates of the climate’s sensitivity to increased
greenhouse gases.

B3.2 Water Vapour Feedhack

There is no compelling evidence that warer vapour
feedback is anvthing other than the positive feedback it has
generally been considered to be, although there may be
difficulties with the ireatments of upper-level water vapour
in current models.

The importance of water vapour feedback in climate
change has long been recognized (Manabe and Wetherald,
1967) and the dependence of the current greenhouse effect
on water vapour has been documented by Raval and
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Figure B14: The distribution of changes in Janvary surface air
temperature over Burope as a resull of doubled CO5: (a) the
temperature change ("C) given by the NCAR GCM relative (o the
GCM controf; (h) the temperature change ("C} given by the
nested mesoscale model relative to the nested model control.
(From Giorgi e al., 1991.)

Ramanathan (1989) using satellite data from regions of
clear skies. The theoretical maximum concentration of
water vapour is governed by the Clausius-Clapeyron
relation, and incrcases rapidly with temperature (about
6%/°C); this is the physical basis for the strong positive
water vapour feedback seen in present climate models
(whereby increases in temperature produce increascs in
atmospheric water vapour which 1o turn enhance the
greenhouse effect leading to a warmer climate). Increascs
in water vapour will be more effective at higher levels
where temperatures are lower, and the change in emissivity
(or effectiveness in absorbing thermal radiation) will be
approximately proportional to the fractional change in
water vapour. (This simple relationship is complicated by
absorption by the water vapour continuum in the lropics,
so that for a given percentage increase in water vapour, the
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Figure B15: Vertical profiles of the global mean change in (a) specific humidity, and (b) relative humidity, simulated by the GISS
GCM in a warm climate (+2°C SST change) relative to a cold climate (-2°C $ST change). The [ull line denotes the standard version of
the model and the dashed line denotes an improved version. (From Del Genio et al., 1991.)

biggest contribution 10 increasing the greenhouse effect
oceurs from about 300 hPa in cold regions, but from about
800 hPa in the tropics (Shine and Sinha, 1991).)

The main source of water vapour is evaporation over the
oceans, and humidities in the oceanic boundary layer are
close to saturation, with the concentration decreasing
rapidly with height. Both convective and large-scale
motions and the evaporation of precipitation help to
maintain the moisture distribution of the middle
troposphere (Betts, 1990; Pierrehumbert, 1991; Kelly e¢
al., 1991). The generally strong vertical gradients of water
vapour may, however, lead to systematic errors in models
with parametrized vertical moisture diffusion or coarse
vertical resolution. Consequently, the large-scale transport
of moisture must be treated carelully in GCMs lest
spurious sources and sinks of moisture occur (Rasch and
Williamson, 1990, 1991; Kiehl and Williamson, 1991).
Nevertheless, the overall realism of the outgeing clear-sky
radiative fluxes and of the simulated mean tropospheric
temperaturcs suggests that the models’ simulated
tropospheric water vapour concentrations are not greatly in
etror (Cess et al., 1990; Boer ef al., 1991a).

Under global warming, there is general agreement that
the atmospheric boundary layer would become moister,
and as a result of both large-scale and convective mixing,
the humidity in the upper troposphere is also likely to
increase. All current GCMs simulate a strong positive

water vapour feedback (Cess er al., 1990) with relative
humidity remaining constant 1o a first approximation
(Mitchell and Tngram, 1992). Lindzen {1990) noted,
however, that at warmer temperatures, tropical convective
clouds might detrain moisture at higher, colder
temperatures, and thus provide less water to the
atmosphere directly. Del Genio ¢f al. (1991) diagnosed
results from two versions of the GISS GCM, and found
that in a warmer climate, cumulus-induced subsidence
indeed tends to increase drying as anticipated by Lindzen,
but found that this elfcct is offset by increased moisiening
as a result of upward moisture transport by large-scale
eddies and by the tropical mean meridional circulation
(Figure B15).

Estimates of the strength of the water vapour feedback
can be made from observations, although they are not
independent of the effects of atmospheric motions. As
noted earlier, Raval and Ramanathan (1989) computed the
dependence of the normalized clear-sky greenhouse effect
derived from ERBE satellite data against sea surface
temperature from different locations and seasons. The
enhancement due to ascent in the intertropical convergence
zone (at temperatures around 303K) and the reduction due
to subsidence (at temperatures around 295K) can be seen
in Figure B16, The overall positive slope suggests that the
greenhouse effect indeed increases with temperalture,
although work by Arking (1991) indicates that some of the
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Figure B16: The dependence of the global clear-sky greenhouse
effect normalized by infrared emission (g} as a function of sea
surface temperature (T, in K) as given by ERBE data during
April 1985,

contribution to the slope is due to changes in the vertical
profile of temperature. Results from several GCMs have
been found to agree with Raval and Ramanathan’s results
and with other satellite data. For example, Rind et al.
(1991) compare the simulated July to January relfative
humidity difference simulated by the GISS model in
cloud-free areas with the corresponding observations from
the SAGE II instrument (which retrieves water vapour
concentration between the stratopause and cloud top
altitnde). As shown in Figure B17, in the region above 700
hPa the model is in rather good agreement with the
observations, especially in the tropical areas that are
dominated (in the clear-sky areas) by subsidence from
penetrating cumulus convection. (Although the simulated
relative humidity was too high by about 30%, this need not
necessarily exaggerate the water vapour feedback, as the
feedback is approximately proportional to the fractional
change in water vapour content.) The model also simulates
the increased relative humidity in the middle and upper
troposphere in summer and that in the convectively-
dominated tropical western Pacific relative to the largely
non-convective eastern Pacific.

B3.3 Cioud Feedback

The effects of clouds remain a major area of wncertainty i
the modelling of climate change. While the treatment of
clouds in GCMs is becoming more complex, a clear
understanding of the consequences of different clond
parametrizations has not yet emerged.

Cloud feedback is the term used to encompass effects of
changes in cloud and their associated radiation on a change
of ¢limate, and has been identified as a major source of
uncertainty in climate models (see IPCC (1990} Sections 3
and 11). This feedback mechanism incorporates both
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(%) between July and January: (a) as simulated by the GISS
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changes in cloud distribution (horizontal and vertical) and
changes in cloud radiative properties, although these
cannot always be separated.

Observational data on the variation of cloud radiative
properties in terms of other variables, such as cloud water
conient and temperature are relatively scarce. The
observations of Feigelson (1978) over the Soviet Union,
used by Somerville and Remer (1984), suggest a general
increase of cloud optical thickness for temperatures below
about 0°C, for which Betts and Harshvardhan {1987)
provided plausible supporting thermodynamic arguments.
The imptication is that low clouds become more reflective
as temperature increases, thereby introducing a negative
feedback, while the feedback from high clouds depends
upon their height and coverage and could be of either sign.
The feedback effect of changes in temperature on low-
cloud optical properties has recently been considered by
Tselioudis et al. (1991} in a study based on ISCCP data.
They infer a decrease in low-cloud optical depth with
increasing temperature for warm continental and almost all
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maritime clouds. 11 this correlation holds for global
warming, then it represents a posilive feedback mechanism
associated with low c¢loudiness in these regions. (Note,
however, that other processcs can lead to local changes in
cloud optical depth, and the correlation with temperaturc
may be fortuitous.) Feigelson’s data, however, suggest
little change in optical depth with increasing temperature
(or water clouds.

Ramanathan and Collins (19%1) have discossed a
negative feedback mechanism assoctated with the
production of highly reflective cirrus clouds as 4
consequence of an increase in tropical convective activity
associaled with the 1987 El Nifio. The importance of this
mechanism for the case of greenhouse warming remains to
be (ully investigated, as the circulation changes in the
tropics accampaaying global warming are unlikely to be
the same as those during an El Niiio (Milchell, 1991; Boer,
1901},

Cloud leedbuck cficels have been investigated in GCM
studies in order to understund some of the consequences of
the different ways in which clouds and cloud optical
properties are represented in models. Clouds are
represented either diagnostically as a function of relative
huomidity, or prognostically by carrying an equation for
cloud water. Additionally, the optical properties of the
clouds may be specified to remain fixed or they may be
purametrized to change as the climate changes (see Table
B1; also Table 3.2a, in IPCC 1990). As noted in TPCC
1990, Cess er al. (1990) included examples of each of
these possibilities in a study of 19 GCMs, and found that
the simulated cloud feedback varied from slightly negative
1o strongly posilive.

Cloud {eedback due 1o changes in cloud amount and/or
distribution may be different, depending on whether clouds
are specified in Lerms of relative humidity or derived from
an explicit cloud water prognostic equation. Dilferences
may also arise from the differing treatment of clouds in
explicit cloud water schemes. For example, in the UKMO
model (Senior and Mitchell, 1992a) increasing the lifetime
ol water cloud relative to ice cloud weakens the cloud
feedback (tending to reduce climate sensitivity), while in
the LMD model (Li and Le Treut, 1991) lowering the
temperature at which ice cloud forms strengthens the cloud
feedback. Tn the UKMO model the parametrization of
cloud propertics (as a funclion of cloud water content)
apparently results in a modest positive contribution to the
total (cedback in the tropics due to increased infrared
longwave emissivitics. In the CCC model, on the other
hand, the parametrization of cloud properties (as a [unction
of temperature) gives a negative contribution 1o the
feedback in tropical regions due to the increasc in cloud
albedo. The reduced tropical solar input at the surface in
the perturbed climate thus moderates both the warming
and the increase in evaporation, so that the hydrologicat

H7

cycle does not strengthen as much as in other models
(Bocer, 1991).

B3.4 Surface Albedo Feedback

The conventivnal explanation of the amplification of
global warming by snow feedback is that a warmer climate
will have less snow caver, resulting in a darker surface
which in turn absorbs more solar radiation. A recent
analysis suggests thar snow-albedo-temperature feedback
processey in models are somewhat more complex than this
view would indicate.

Using a methodology developed for an cardier study of
GCM cloud feedbacks (Cess er al., 1990), a perpetual
April simulation was used with an imposed globally-
vniform SST perturbation of 2°C relative to a prescribed
climatological SST diswibution. To isolate snow (eedback,
two such April climate change simulations were
performed, onc in which the snow cover was held fixed
and onc in which the snow line was allowed (o retreat
following the imposition of the SST anomaly. The results
of these simulations are shown in Figure B1¥ in terms ol
the climate feedback or sensitivity purameter & that was
defined in Section 3.3.1 of the IPCC (1990) report. {An
increuse in A represents an increased climate change
caused by a given climate forcing.) There are clear
differences among current GCMs in their response to
changes in snow cover as measured by the ratio A/Ag
(where A is the sensitivity parameter for fixed snow). Here
a value of A\, >] indicating a positive snow feedback is
found in most models. Also shown arc the corresponding
feedbacks in the case of an equivalent cloudless
atmosphere, found by separately averaging the models’
clear-sky radiative fluxes at the 1op of the atmosphere
(TOA)Y in order teo isolale the cffects of clouds on snow
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Figure B18: The snow feedback in terms of the ratio of the
sensitivily parameter (A) to that with fixed snow (Ag), as
simulated in 17 atmospheric GCMs. The [ull ¢ircles denate
global values while the open circles are for ¢lear-sky conditions.
(From Cess ¢t al., 1991
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feedback. The clecar-sky values of A/hg range from
negligible snow feedback to as much as a two-fold
feedback amplification.

In general, clouds are thought to reduce positive snow
feedback by shiclding the TOA albedo change. This
mechanism, however, cannot account for the feedback sign
reversals or the cloud-induced amplification of positive
snow feedback exhibited by some models. As discussed by
Cess er al. (1991), the sign reversal in some cases 18 caused
by cloud redistribution, while in others it occurs as a
consequence of cloud-induced longwave interactions; there
is also a significant longwave feedback associated with
snow retreal in some models. These resulis are
complementary to those of Cohen and Rind (1991), who
found that the suppression of surface air temperature
changes by positive snow anomalies is considerably
reduced by a negative feedback involving the non-radiative
components of the surface energy budget.

Uncertainties in the size of the surface athedo feedback
associated with sea-ice remain. As Ingram ef al. (1989)
noted, estimates of the strength of feedback depend not
only on the model used, but alsc on the method used to
provide the estimate, Covey e al. (1991) estimated an
upper limit to sea-ice-albedo feedback by carrying out
simulations in which the albedo of sea-ice was changed to
that of the open ocean. They found an enhancement of
globally and annually averaged absorption of radiation of 2
to 3Wm-2, comparable to the change on doubling CO,.
They concluded that for a warming of the magnitude
expected on doubling CO,, sea-ice-albedo feedback is
likely to be smaller than the feedback from water vapour
and potentially smaller than that from clouds. This is
consistent with Ingram et af. {1989) who estimated a
feedback of 0.2-0.3Wm~K-! (rom sea-ice-albedo changcs,
whereas estimates of the strength of water vapour feedback
are typically about 1.5Wm >K-! (see for example,
Mitchell, 1989). Mechl and Washinglon (1990) found that
changing their sca-ice albedo formulation to one which
was lable to induce ice melt led to both a warmer control
climate (about 1K) and a greater sensitivity (about (0.5K} to
doubling CQ,. Further discussion ot sea-ice modelling is
given in Section BS5.4.

B3.3 Climate Sensitivity

There is no compelling new evidence to warrant changing
the equilibrium sensitiviry to doubled CO; from the range
of 1.5 t0 4.5°C as givern by IPCC 1990.

The climate sensitivity is defined as the equilibrium
change in global average surface air temperature due to a
doubling of CO, (Section 3.2 of IPCC, 1990), and is a
measure of the response of a climate model to a change in
radiative forcing. The climate sensitivity may be thought
of as partly a direct radiative cffect (estimated to be of the
order of 1.2°C for a doubling of CO,) and partly the effect
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of feedbacks that act to cnhance or suppress the radiative
warming. The IPCC “best guess” for the climate sensitivity
is 2.5°C, with a range of uncertainty from 1.5 to 4.5°C,
Values of the climate sensitivity cstimated from recent
equilibrium GCM simulations [or doubled CO; are
summarized in Table B2, and generally fall within the
range given in Table 3.2a of IPCC 1990. These iecent
simulations convey little new information as they all (with
the exception of the LMD model) employ a relative
humidity-based cloud scheme and fixed cloud radiative
properties as in earlier models. The coupled model results
(at the time of CO, doubling) give lower bounds, as
discussed in Section B2.2,

Recent additional estimates of the climate sensitivity
have been made by fitting the observed temperature record
to the evolution of temperature produced by simple
energy-balance climate/upwelling-diffusion ccean models,
assuming that all the observed warming over the last
century or so was duc solely to increases in greenhouse
gascs (see IPCC (1990), Sccuions 6 and 8). Schlesinger ef
al. {1991) estimate a climate sensitivity of 2.2+0.8°C
allowing for the effect of sulphate acrosols, while Raper et
al. (1991) obtain a value of 2.3°C with a larger range of
uncertainty due to their allowance for natural variability
(see Wigley and Raper, 1990) and they estimate a value of
1.4°C with no aerosol effect. The effect of including
sulphates (or other facters that could act to oppose the
greenhouse warming) in such calculations is to increase
the estimated climate sensitivity, since the observed
climate warming is then ascribed to a reduced radiative
forcing (see Sections A2.6 and C4.2.4).

In summary, there have been a number of further studies
that have a bearing on estimates of climate sensitivity.
New cquilibrium GCM simulations have widened the
range slightly to 1.7°C {Wang et al., 1991a) and 5.4°C
(Senior and Mitchell, 1992a), but no dramatically new
sensitivily has been found. Encrgy-balance model
considerations bring previous estimates of sensitivity
(IPCC, 1990) more in line with the TPCC “best guess™.

B4 Advances in Modelling Atmospheric Variability

1. Although studies are incomplete in many respects, the
abilitv of models to replicate observed atmospheric
behaviour on a wide range of space and time-scales is
encouraging. As noted in IPCC 1990, this ability provides
some evidence that models may be usefully applied to
problems of climatic change associated with the
greenhouse effect.

2. Model experiments with doubled CO; give no clear
indication of a systematic change in the variability of
temperatitre on daily to interannual time-scales, while the
changes of variability for other climate features appear (0
be regionally (and possibly model) dependen.
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B4.1 Introduction

Since the 1990 1PCC report there has been increased
emphasis of the analysis of the ability of models to
simulate atmospheric variability on time-scalcs ranging
from diurnal to decadal in both control and perturbed
climate simulations. Such studies are critical to the
assessment of the effects of climate change, since it is
increasingly recognized that changes in variability and the
occurrence of extreme events may have a greater impact
than changes in the mean climate itself (Katz and Brown,
1991). Notwithstanding these results, there is at present
only limited confidence in the ability of climate models to
infer changes in the occurrence of interannual and regional
cvents.

The following discussion is arranged in order of
increasing time-scales from divrnal to decadal. Particular
attention is given to new studics that include simulated
changes in variability duc to doubling atmospheric CQ,,
and to relating new results to the findings of IPCC 1990.
Other studies are included to document the improvement
in the capability of models to simulate selected aspects of
atmospheric variabilily.

B4.2 Diurnal Cycle

Inclusion of the diurnal cycle (now a feature of many
GCMs) permits the simulation of high-frequency temporal
variations. For example, a recent simulation by Randal] e/
al, (1991a) has demonstrated that the diurnal variation of
the hydrologic cycle in the tropics can be realistically
simulated, while Cao er af. (1992) have found that the
simuiated diurnal range ot surlace temperature is generally
comparable 1o obscrvations excepl for a slight
underestimate in the mid-latitudes. On doubling CO,, Cao
et al. (1992) found a slight decrcase in the globally-
averaged diurnal range of surface temperatures, as noted in
IPCC 1990, although locally they found that factors such
as reduced soil moisture, receding snow lines or reduced
cloud cover could lead to an increase in the diurnal
lecmperature range with doubled CO,. Historical
ohservations over 25% of the global land area show a
decreased diurnal temperature range, although the reasons
for this change, which is largely a resuit of an increase in
minimum temperaturcs, are not yet clear (see Section
C3.1.5).

R4.3 Day-to-Day Variability

In scveral of the models used in CO; studics, the day-10-
day variability of surface temperature is greater than that
observed, particularly in higher northern latitudes (Meehl
and Washington, 199(%; Portman et al., 1990). Cao er al.
(1992} found that in a UKMO model the daily variability
of surface air temperature is overestimated in high
northern latitudes in winter, but is less than observed over
mid-Jatitude continents in summer.
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On doubling CO,, Cao ef al. (1992) found a general
reduction in day-to-day temperature variability in winter in
mid- to high latitudes over North America and over the
ocean. The reduction was particularly pronounced in
regions where winter sea-ice had melted. Mearns et al.
(1990, however, found no clear pattern of change in daily
temperature vartability whercas P. Whetton (personal
communication) found gencral increases in daily
wemperature variability throughout Australia in both winwer
and summer. Mearns ¢t al. (1990) found a general increase
in the day-to-day variability of precipitation doe to
increased CQO,, whercas Boer et al. (1991b) found an
overall decline in the daily variance of sea-level pressure
duc to doubling CO,, with the largest decrease aceurring
in the North Atlantic in winter.

Bd.4 Extreme Events

The simulation of extreme events is an important aspect of
a model’s performance, and is ¢loscly connected with the
question of natural variability. An important extreme event
is the occurrence of tropical cyclones (or hurricancs)
which GCMs cannot simulate in detail, though they do
simulate tropical disturbances (see IPCC 1990, Section
5.3.3). Broccoli and Manabe {1990) and Haarsma er al.
{1992) found that the spaiial and temporal distributions of
modelled tropical disturbances are similar to those
observed. On doubling CO, Haarsma et 2l (1992) found
that the number of simulated tropical disturbances
increased, with little change in their average structure and
intensity. However, as noted in [PCC 1990, Broccoli and
Manabe (1990) found an increase in the number of tropical
storms if cloud cover was preseribed, but a decrease if
cloud was generated within the model.

In the 1990 IPCC report a consistent increase in the
frequency of convective precipitation at the expense of
large-scale precipilation was noted, with the implication of
more inlense local rain at the cxpense of gentler bul more
persistent rainfall events. This tendency has been found in
recent simulations uging the CSTRO model (Gordon er al.,
1991; Pittock ef al, 1991) and a high-resolution UKMO
maodel (J. Gregory, personal communication). Pittock er al.
(1991) find a systematic increase in the frequency of heavy
rain events with doubled CO, (Figure B19) and a
consequent decrease in the return peried of heavy rainfall
(Figure B20). These changes are related to a systematic
increase in the frequency of penetrating convection in the
tropics and mid-latitudes on doubling CO, (see IPCC,
1990).

B4.5 Blocking and Storm Activity

Studics of the simulated variation of storm activity with
enhanced CO, are difficult to generalize as they use
different measures for storminess and address different
regions. R. Lambert (personal communication) found a
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Figure B19: Changes in the frequency of occurrence of daily
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as simulated by the CSIRO model for both control {1xCQ,) and
douybled CQ,. (From Pittock ef al., 1991.)

significant reduction in the number of cyclonic events in
the CCC model between 30°N and the North Pole during
winter, but a significant increase in the number of strong
cyclones. (Boer er al. (1991b) noted a decrease in the
variance of 1000 hPa height in the same experiment; sec
Scction B4.3.) Senior and Mitchell (1992b) found a
northwest shift in the filtered variance of geopotential
height (a surrogate for storm tracks) in the North Atlantic
in winter in the high resolution UKMO model. B. Hoskins
(personal communication), on the basis of experiments
using the time-mean data from Senior and Mitchell’s
simulations, attributed the changes in storm tracks to
changes in the horizontal temperature gradicnt and
increases in atmospheric water vapour. Mullan and
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Renwick (1990) conducted a derailed analysis of the
results of the CSIRO model in the Australian-New Zealand
region, and found a slight increase in the aumber of storms
in this region for all seasons.

The simulation of persistent arge-scale anomalies such
as blocking has proved difficult to forecast with extended-
range NWP models (Tibaldi and Molteni, 1990; Miyakoda
and Sirutis, 1990), althongh GCMs can simulate some of
the statistical properties of blocking in the Northern
Hemisphere as recently shown by Hansen and Sutera
(1990) for the NCAR CCM and by Kitoh (1989) for the
MRI GCM. Tibaldi (1992) has examined the space-lime
variability of blocking in the MPI {(ECHAM) model, using
the blocking index of Tibaldi and Molteni (1990) applied
to 5-day mean December to February 500 hPa fields in the
Northern Hemisphere. While the variance of both the low-
and high-frequency components is reasonably well
simuolated, the are systematically
underestimated.

magnitudes

B4.6 Intra-Seasonal Variability

An important intra-seasonal variability is that associated
with the 30-60 day oscillation. This oscillation appears to
influence onset and break phases of the monsoons, and
thus has a considerable impact on the prediction of tropical
rainfall (Lau and Peng, 1990). These oscillations may also
play a role in the onsel of El Nifie events. Park el al.
(1990) and Zeng er al. (1990) have shown that some
GCMs simulate intra-scasonal variations that are similar in
structure to those observed, but they are generally of
smaller amplitude.

B4.7 Interannual Variability

As in IPCC 1990, no meaningful change in the interannual
variability of temperatiure has been found with increased
CO,, apart from a general reduction in the vicinity of the
winter sea-ice margins.

Some of the models used in climate studies exaggerale
the interannval variability of surface temperature in high
latitudes in winter (Mearns, 1991, reporting on simulations
by Oglesby and Saltzman, 1990; Cao ef al., 1992). The
simulated changes in the variability of temperature with
doubled CO; vary from model to model; Rind (1991)
found decreases over much of the northern continents in
winter in the GISS model, as did Georgi et al. (1991) using
a regional model driven by output from the NCAR GCM
simulations of Washington and Meehl (1991). On the other
hand, Mearns (1991) found both increases and decreases in
temperatare variability, while Cao et al. (1992) found that
increases were widespread in the tropics and subtropics,
and in surnmer over North America and western Europe,
with significant reductions confined o regions where sed-
ice receded in winter.
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Figure B21: The 1970-1989 timc-series of (a) the zonal surface wind stress anomalies averaged between 180°-140°W and 4°N-4°S,
and (b) the Southero Oscillation Index, The obscrved varialion is given by the dashed line, and that simulated by the MRI GCM is

given by the solid line. (From Kitoh, 1991.)

B4.8 ENSO and Monsoons

A dominant mode of atmospheric variability in the tropics
is that associated with tropical sea surface temperature
anomalies in the Pacific. These tropical ocean-global
atmosphere oscillations are called El Nifio-Southern
Oscillation, or ENSO, As noted in IPCC (1990),
atmospheric models are capable of giving a realistic
simulation of the seasonal tropical atmospheric anomalies
al least for intense El Niiio periods if they are given a
satisfactory estimate of the anomalous sea surface
temperature (SST) in the tropical Pacific. This conclusion
is supported by more recent results (Konig et al., 1990;
Kitoh, 1991; B. Hunt, personal communication). For
example, as illustrated in Figure B21, a rather good
simulation has been made of the obscrved interannual
variations of zonal surface wind stress over the central
equatorial Pacific and of the observed large-scale
interunnual vanations of sea-level pressure as represented
by the Southern Oscillation Index, Using prescribed sea
surface temperatures from 1987 and 1988, the broad
characteristics of monsoon interannual variability have
been reproduced (Palmer ef al., 1991 Kitoh, 1992). Using
the coupled TAP mode!l with observed initial conditions,
Zeng et al. (1990} and Li er al. (1991) teport a successtul
simulation of summer precipilation anomalies in the
monsoon region of southeast Asia,

Using tropical ocean-atmosphere models, Lau et al.
(1991), Nagai ef al. (1991), Philander e al. (1991} and
Latif et al. (1991) have successfully simulated interannual
variations that resemble some aspects of ENSO
phenomena, although the amplitude of the simulated SST
anomalies is generally less than that observed (as noted in
IPCC, 1990) and model resolution appears to have an
important influence on the simulated behaviour. Meeh]
(1990) claims some success in simulating ENSO-like
disturbances in a global low-resolution ocean-atmosphere
GCM, though it should be recalled that not all tropical SST
variations are associated with ENSQ. As shown in Figure
B22, the patlerns of tropical sea-level pressure changes
that are characteristic of ENSO in the present climate are
also present with doubled COy (Meehl ez al., 1991b). The
patterns of the tropical precipitation and soil-moisture
anomalies are similar in the control and doubled CO,
cuses, with the dry areas becoming gencrally drier and the
wet areas becoming generally wetter with increased CO,,.
These results, however, are yet to be confirmed with other
models, On increasing the concentration of greenhouse
gases in the MPI global coupled model, Lal et al. (1992)
found no evidence for a significant change in the mean
onset date of the Indian Monsoon or for changes in the
precipitation in the monsoon region.
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Figure B22: The change in DIF sea-level pressure (hPa) between composite warm ENSO events and the 15-year mean simulated by a
coupled ocean-atmosphere model for {a) normal CO,, and (b) doubled CO,. (From Meehl er al., 1991b.)

B4.9 Decadal Variability

There arc now a sufficient number of model integrations
over 50-100 year (and longer) periods {o provide
preliminary information on the simulation of atmospheric
decadal variability. (See Section B4.3 for a discussion of
simulated decadal variability in the ocean.) Whether
simple models, low-resolution GCMs coupled to an
oceanic mixed layer (Houghton er al., 1991; B. Hunt,
personal communication) or full global ocean-atmosphere
GCMs (Section B2.2) are used, the presence of
considerable natural variability (i.e., in the absence of
changes in external forcing) on decadal time-scales is
characteristically found in modcl control runs. Typical
magnitudes of such decadal variations are several tenths °C
in surface air temperature, as illustrated in Figure B2 for

the controi run of the GEDL coupled model that was used
in the transient CO, simulation discussed in Section B2.2.
In this integration the surface flux corrections upplied at
the ocean surface were evidently successful in preventing a
multi-decadal drift of the mean temperature. Such internal
variability may mask at least part of the changes due to
increased greenhouse gases.

B35 Advances in Modelling the Oceans and Sea-1ce

B5.1 Introduction

Although there is gencrally less experience in ocean
modelling than there is in atmospheric modelling, since the
preparation of the TPCC (1990) report there have becn a
number of studies with high-resolution and other occan
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(a)

Figure B23: (a) The instantaneous 160m emperature at 1°C intervals, and (b} the volume transport streamlines at 10 Sv intervals, as
simulated in an eddy-resolving global ocean GUM with 1/2” resolution, (From Semtner and Chervin, 1988.)

models that have potentially important consequences for
the simulation (and identification) of climate change with
coupled ocean-atmosphere GCMs (Anderson and
Willebrand, 1991}.

B5.2 Eddy-Resolving Models

Recent simulations with the WOCE community ocean
model (Bryan and Ilolland, 1989) for the North Atlantic
with a 1/3” resolution have yielded a distribution of eddy

energy that agrees reasonably well with the GROSAT
altimetric observations, although the simulated amplitudes
are generally too small. A qualitatively similar agreement
ol simulated and observed variability was found by
Scminer and Chervin (1988) with a 1/2° model of the
global ocean, examples of which are shown in Figure B23.
First results from the FRAM 1/4° model for the Antarctic
Circumpolar Current (Webb ef af., 1991) indicate that the
distribution of maximum variability associated with
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mesoscale eddies is reasonably well simulated, although
the eddy minima appear to be too low. The FRAM model
also shows a strong meridional (Dcacon) cell in the
Antarctic Qccan, with a transport of over 205v. The
upwelling branch of this cell, which is seen in both high-
and low-resolution models, occurs at those latitudes where
the coupled ocean-atmosphere models show delayed
greenhouse gas warming (see Section B2.2). A recent
experiment by Boning and Budich (1991) has shown that
the simulated eddy energy increases substantially (along
with significant variability on time-scales of several years)
when the horizontal resolution is increased to 1/6°. This
raises the question (of practical importance for climate
modelling) whether or not mesoscale ocean eddies must be
resolved in climate calculations. Mesoscale effects are so
inhomogeneous and so tenwously connected to the larger-
scale currents that a simple parametrization of their effects
seems unlikely. However, studics using models that omit
salinity variations suggest that the total meridional heat
transport is only slightly influenced by eddies, since the
eddy [lux tends to be compensated by a modification of the
mean flow induced by the eddies themselves (Bryan,
1991). Further rescarch on the climatic (as opposed to the
synoptic) role of ocean eddies is clearly required.

B5.3 Thermohaline Circulation
A great deal of interest has recently focussed on the
behaviour of the thermohaline circulation of the North
Atlantic, whereby North Atlantic deep water is formed.
This sinking is part of a global system of ocean transports
known as the Conveyor Belt Circulation (Gordon, 1986).
Many aspects of the thermohaline circulation have been
simulated in a 1/2° global ocean model (Semtner and
Chervin, 1991), and its basic dynamical structure and
scnsitivity are being illuminated by both theoretical studies
and simulations with idealized models. In the present
climate, high-latitude winter cooling of relatively saline
surface watcr in the North Atlantic causes it to sink and
subsequently to move out of the basin by deep southward
currents; this flow is compensated by the northward flow
of warm surface water from the tropics, whose salinity
may be increased relative to the other high-latitude oceans
by enhanced evaporation (Stocker and Wright, 1991).
Coupled ocean-atmosphere models produce sinking in
high latitudes in the Norith Atlantic, though it is not clear
how realistically they do so. It may also be noted that
Dixon et al. (1991} have recently succeeded in simulating
the observed spreading of CFCs in the Southern Ocean
with the same GFDI. coupled model that was used in the
transient €O, experiments; this increases cenfidence that
the vertical mixing parametrization in the oceanic part of
the mode! is a reasonable approximation. However, it
should be noted that heat may affect the vertical stability in
the ocean and hence may not behave in the same way as
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CFCs. Using a model with flux adjustments, Manabe er al.
(1991) find that the effect of enhanced greenhouse
warming is to reduce the rate of deep water formation.
(Washington and Meehl (1989) also note a reductlion in
deep water formation in a model without f(lux
adjustments.) This in turn decreases the flow of warm
surface water from the south and probably contributes to a
delay in the greenhouse response in the northern North
Atlantic noted earlier in Figure B4.

As shown with ocean-only models, variability on
decadal and longer time-scales is associated with the
advection of salinity anomalies through the deep
convection regions (Marotzke and Willebrand, 1991;
Weaver and Sarachik, 1991; Weaver et af., 1991;
Mikolajewicz and Maier-Reimer, 1990). In the GFDL
coupled model (R. Stouffer, personal communication)
similar variability on time-scales of order 30 years is
found. In an integration started from dilterent initial
conditions, a GFDL model {Manabc and Stouffer, 1988) in
fact converged to a second equilibrium solution in which
the North Atlantic was both fresher and colder (as shown
in Figure B24) with a thermohaline circulation that waus
weuakly reversed. The existence of multiple equilibrium
states for the global ocean circulation raises the question of
their stability, i.e., how easily the system may change from
one state to another. Maier-Reimer and Mikolajewicz
(1989) used the uncoupled MPI ocean GCM to investigate
the Younger-Dryas event and found that the North Atlantic
thermchaline circulation was sensitive 10 relatively small
variations in the strength and location of the surface fresh
water input, such that a breakdown of the circulation could
oceur within a few decades. Other recent experiments with
zonally averaged ocean models have demonstrated that
transitions between multiple equilibrium states can be
triggered by relatively modest changes in the large-scale
precipitation (Marotzke and Willebrand, 1991; Stocker and
Wright, 1991).

The possibility of the natural collapse of the North
Atlantic thermohaline circulation has obvious implications
for our ability to predict future variations ol the climate
system on decadal and longer time-scales. The North
Atlantic circulation, however, appears to be more robust 1o
change than the occan-only model results suggest. Atlantic
and Pacific decp sca sediment cores show that, with the
exception of a possible short interruption during the
Younger-Dryas evenat, no major break in the thermohaline
circulation has occurred since the end of the last ice age in
spite of the variability that has occurred in both the
atmosphere and ocean (see, for example, Keigwin er af.,
1991). Preliminary results from a long integration of a
coupled ocean-atmosphere model (R. Stouffer, personal
communication) suggest that the thermohaline circulation
is more stable in a coupled model than in an ocean-only
model with restored SSTs.
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Figure B24: The difference in (a) mean surface temperature (*C}), and (b) surface salinity (parts per thousand), in the North Atlantic in
an equilibrium solution of the GEDL coupled ocean-atmosphere model with an active thermohaline circulation, relative to an
alternative solution withoul thermohaline circulation. (From Manabe and Stouffer, 1988.)

B3.4 Sea-Ice Models
Ocean-only and coupled ocean-atmosphere models
generally vse thermodynamic sea-ice models with (at
most) only simple advection schemes for the sea-ice.
LExperiments with sea-ice models coupled to mixed-layer
pycnocline models (Owens and Lemke, 1990} have shown
that the net freezing rate may depend on (he continuum-
mechanical properties used for the sea-ice. Inclusion of
sca-ice dynamics may therefore be required to properly
model the surface boundary conditions of the occan. A
model that contains most of the characteristics of sea-ice
believed to be relevant for climate investigations was
proposed by Hibler {1979) and has recently been
reformulated in a simplified version by Flato and Hibler
(1950).

Experiments with dynamic-thermodynamic sea-ice

modets have shown that such models are generally less
sensitive to changes in the thermal forcing than are the
simplified sca-ice models used so far in climate studies
(Ilibler, 1984; Lcmke et al., 1990). This redoced
sensitivily is a result of a negative feedback between the
sea-icc dynamics and thermodynamics. Tt is therefore
possible that the pronounced response of the polar regions
found in experiments with increased CO, (see Section
B2.2 und IPCC (1990), Section 5) will be modified by the
inclusion of ice dynamics. On the other hand, dynamic sca-
ice meodels are more sensitive than thermodynamic models
to changes in the wind forcing, and most atmospheric
circulation models do not reproduce the observed wind
field in polar regions very well. Further improvement of
sea-ice models therefore depends upon advances in the
parametrization of polar processes, including the etfect of
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fog and low stratus clouds on the polar radiation balance. 1t
may also be noted that models typically filter their
solutions in polar latitudes for purely numerical reasons,
and this may tend to degrade the simulation of sea-ice.

B6 Advances in Model Validation

Bé6.1 Introduction

Climate models show an increasing ability to simulate the
current climate and its variations. This improvernent is due
to a combination of increased model resolution and
improved physical parametrizations. The correciness of
simulated results for the present climate at both global and
regional scales is a desirable but not a sufficient condition
for increased confidence in their use for simulations of
future climate change.

B6.2 Systematic Errors and Model Intercomparison
Every climate modcliing group strives (o identify their
models’ systematic errors as a natural part of the
continuing process of model development. Ideally, each
physical parametrization in a climate model should be
individually calibrated against appropriate obscrvational
data, although in many (if not most) cases this is not
possible. Instead, with a particular set of parametrizations
and a particular resolution, a model’s performance is
evaluated against the available seasonal climatological
distributions of the large-scale variables such as
temperature and circulation. While atmospheric and
oceanic modcls continue Lo improve, the overall
characterization of their performance given in Section 4 of
IPCC (1990) remains valid (Gates et af., 1990). The
situation is somewhat dillerent, however, lor coupled
atmosphere-ocean GCMs, for which only a provisional
error assessment is possible due to the limited number of
integrations that have been performed (see below and
Section B2.2) and because of the [imited ocean data
currently available.

Progress in atmospheric model validation since the
[PCC (1990) report has occurred both in the form of
documented iimprovements in specific GCMs and in the
form of intercomparisons of large numbers of independent
GCMs. An example of an improvement in a particular
modcl is the change in the parametrization of tropical
evaporalion and convection that has removed a major
systematic crror in the ECMWF model (see Figure B25).

Recent intercomparisons of atmospheric models have
either focussed on the simulation of the present climate (as
in Boer ef al., 1991a) or have considered the radiative
forcing induced by a prescribed climate change {as in Cess
er al., 1991) (see Section B3.3.3). On behalf of the
Working Group on Numerical Experimentation (WGNE),
Boer e1 al. (1991a) have collected the mean DJF and JJA
distributions of selected atmospheric variables as
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Figure B25; The 200 hPa velocity potential anomalies (100m2s-1)
for IIA 1988: (a) as given by ECMWTF analyses referenced
against the meun during 1986-1990; (b) as simulated by the
ECMWF model over the same interval with observed SST and
standard surface flux parametrizations for heat and moisture, and
(c) as simulated with revised parametrizations accounting for
luxes at low windspeeds. (From Miller et al., 1991.)

simulated in the control runs of 14 atmospheric GCMs.
Despite the fact that the models differed greatly in
resotution and in the nature and sophistication of their
parametrizations of physical processcs, a number of
common systematic errors where found. The simulated
climate was colder than that obscrved on average, and all
models showed a cold bias in the middle- and high-latitude
upper troposphere and in the tropical lower stratosphere
{see Figure B26). These temperature errors induce
corresponding errors in the zonal wind distribution in
accordance with the thermal wind relationship, with the
result thal most GCMs display too westerly a flow in the
upper troposphere and in high latitudes. Taken as a whole,
maodels appear 10 be more sensitive (o changes in physical
parametrizations than to moedest changes in resolution.

The principal features of the Hadley, Ferrel and polar
cells that characterize the atmospheric circulation are
simulated by all models, along with approprate seasonal
shifts. There is, however, considerable variation in the
strengths of the models’ simulated meridional circulations.
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Figure B26: The systematic error (simulated minus observed) in
mean temperaiure ("'C} for () DJF, and (b) A for the UKMO
atmospheric GCM. (From Boer ef al., 1991a.)

At the same time there has been improvement in the
simulation of mean sea-level pressure in a number of
models, due partly to increased resolution and partly to the
introduction of the parametrization of gravily wave drag.
This improvement is illustrated in Figure B27a. The largest
differences among models are found ncar Antarctica,
where the extrapolation of pressure Lo sea level may
introduce artificial variations.

There has not been as much improvement in the
simulation of precipitation by current GCMs. As shown in
Figure B27b, there is a systematic over-estimation of the
precipitation over much of the Northern Hemisphere (as
well as an apparent under-estimation in the mud-latitudes
of the Southern Hemisphere), and the models’ simulated
precipitation in the tropics varics considerably around that
observed. There are, however, uncertainties in the
obscrved data themselves, especially over the tropical
oceans and in the Southermn Hemisphere. Relatively large
uncertaintics in the simulation of regional precipitalion are
shown in the intercomparison of atmospheric GCMs being
undertaken by the Monsoon Numerical Experimentation
Group (MONECG) of the WCRP (1990b).

In a companion study to the model intercomparisons of
Cess et gl. (1990, 1991) (see Section B3.3), an inter-
comparison of the surface energy fluxes in the GCMs has
recently been made {(Randall ef ol., 1991b). In this study
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Fignre B27: (a) The zonally-averaged JJA sea level pressure
(mb) simulated by current high resolution GCMs; (b) the zonally-
averaged DJF precipitation (mm/day) simulated by current
GCMs. Different symbols indicate different models and the solid
line is the observed climatological aversge according 1o Jaeger
(1976). (From Boer ef afl., 1991a.)

considerable variation is found in the models’ simulated
increases in precipitation, evaporation and total atmo-
spheric waler vapour in response to a uniform 4°C 88T
increase. As shown in Figure B28, the models also
simulale an overall increase in the net infrared clear-sky
flux al the surface, reflecting the positive temperature/
water vapour feedback (Section B3.2) in the models.
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Figure B28: The change in the zonally-averaged longwave
clear-sky flux at the surface as simulated by 14 atmospheric
GCMSs in response to a uniform 4°C increase of SST relative to
July climatology. (From Randall ez al., 1991b.)

In the Boer er al. (1991a) intercomparison, as in most
previous intercomparisons of climate models, results have
been collected as available from the modelling community
and no attempt has been made to run the models under
common conditions and for common periods of time. In an
effort to achieve a more systematic intercomparison of
models, these attributes have rccently been incorperated
into the WGNE/PCMDI Atmospheric Model Inter-
comparison Project (AMIP), in which virtually all of the
world’s atmospheric GCMs will simulate the decade 1979-
1988 with common values of the CO, concentration and
solar constant and with observationally-prescribed but
monthly-varying SS8T and sea-ice distributions (Gates,
1991). The AMIP involves many of the same modelling
groups that participated in the earlicr WCRP
Intercomparison of Radiation Codes in Climate Models
(ICRCCM), the results of which have recently been
published (Ellingson er al., 1991; Fouquart et al., 1991).

The identification of systematic errors and the
intercomparison of ocean models arc at a less advanced
stage than for atmospheric models. When forced with
“observed” surface temperatures, salinities and wind
stresses, ocean models have been moderately successful in
reproducing the observed large-scale circulation and water
mass distribution (see Section B3). The principal
systematic errors common Lo most occan models are an
underestimate of the meridional heat transport as inferred
from observations, and the simulation of the main
thermocline to be 100 decp and oo diffuse. No common
systematic crrors have as yet been identified in the deeper
ocean in view of the paucity of observational data,
although there are considerable differences in the
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simulated rate and location of deep water formation and in
the strength of deep ocean circulation.

In order to examine ocean model performance in more
detail, an intercomparison of opical Pacific ocean models
has recently been undertaken by TOGA-NEG (WCRP,
1990a; D. Anderson, personal communication), in which
several models have been integrated with the same
representation of surface lorcing. In general, the SST error
in all models shows a similar pattern, with the central
cquatorial Pacific being too cold and the equatorial
western Pacific (oo warm throughout the year. Waler along
the western coast of South America is also generally too
warm, and the equatorial undercurrent tends to be too
weak. These discrepancies may be at least partly caused by
inadequate surface forcing.

An intercomparison of the behaviour of the tropical
Pacific SST in coupled ocean-atmosphere models (in
which the ocean and/or the atmosphere is a GCM) has
recently been made by Neelin ef al. (1992). These models
show a wide range of behaviour in their simulation of
tropical interannual variability, and some are more
successful in simulating ENSO-like events than others.
The runs were not made under the same conditions,
however, and there is a wide range of model sophistication
represenicd.

The comparison of simulaled past climates with palaco
data provides a further test of models, though the
usefulness of such tests is limited by the quality of data
and by our knowledge of the changes of past climates. A
Palaeoclimate Model Intercomparisen Project (PMIP) has
been proposed (NATO Advanced Research Workshop on
Palacoclimatic Modelling, 27-31 May 1991, Saclay,
France) to promote the understanding of the response of
climate models to past changes in forcing.

Although model intercomparison of the sort described
here does not address many important questions in climate
modelling (such as how to determine which parametriz-
ations are “best” or how best to couple the atmosphere and
ocean), intercomparison has proven useful as a collective
exploration of model parameter space and as a benchmark
for the documentation of model improvement. It is
characteristic of model intercomparisons that no single
model is found to be superior to all other models in all
respects. It should also be recognized that the various
intercomparisons are designed for ditferent purposes: those
of Cess ef al. (1990, 1991} are concerned with the models’
response to changes in forcing (and are therefore relevant
to the response to possible future changes of greenhouse
gascs), while those of Boer er al. (1991a) and those being
undertaken in AMIP (Gates, 1991) are concerned with the
models’ ability to simulate the present climate. As model
development continues {and as increased computer
resources become available), there will be both an
opportunity and a need to conduct further climate model
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intercomparisons, especially of coupled ocean-atmosphere
models in both their control configuration and in
experiments with increasing greenhouse gases.

B6.3 Data for Model Validation

The availability of appropriate observational data is a
critical factor in the validation (and improvement) of
climate models, and some progress has been made in the
assembly of global data sets for selected climate variables.
The recent glabal compilations of average monthly surface
air temperature and precipitation by Eegales and Willmolt
(1990a, b) are helicved to be improvements over ecarlier
atlases of these variables, and new assemblies of land-
based precipitation (Hulme, 1992} and soil moisture
(Vinnikov and Yeserkepava, 1991) are available. It should
also be noted that the diagnostics made from the
operational analyses of global numerical weather
prediction models (Hoskins et al., 1989; Trenberth and
Olson, 1988) are important sources of data for the
validation of selected aspects of atmospheric models. The
climatological occan atlas of Levitus (1982) has been
supplemented by the compilation of surface variables from
the COADS data set (Wright, 1988; Oberhuber, 1988;
Michaud and Lin, 1991). These data are proving vseful in
the validation of both ocean and coupled ocean-
atmosphere models, as arc the observations of transient
tracers in the ocean (Toggweiler et al., 1989; Dixon ef al.,
19913.

For other variables such as cloudiness, precipilation,
evaporation, run-off, surface heat flux, surface stress,
ocean currents and sea-ice, however, the observational data
base remains inadequate for the purposes of model
validation. These variables are relatively difficolt to
observe on a global basis, and are not easily inferred from
compilations of conventional circulation statistics such as
those of Oort (1983). The best prospect for their systematic
global estimation is probably the procedure known as re-
analysis, whereby modern data assimilation techniques are
used to retrospectively initialize a comprehensive
atmospheric GCM on a daily basis for a number of past
years. Such projects are being planned by both ECMWEF
and NMC, and the possibility of applying the technique to
occan models is under active consideration.

Finally, it should be noted that the development of a
more comprehensive glohal climate data base is a key
element of the World Climate Research Programme
(WCRP). The observational plans that have been
developed in recent years for the Global Precipitation
Climatology Project (WCRP, 1988a), for the World Occan
Circulation Experiment WOCE (WCRP, 1988b}, for the
Tropical Ocean-Global Atmosphere project TOGA
(WCRP, 19904), and for the Global Encrgy and Water
Cycele Experiment GEWEX (WCRP, 1990¢) are focussed
on the acquisition of data that are necessary for the further
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development and validation of global atmospheric and
oceanic models, and have culminated in the proposal for a
Global Climate Obscrving System (GCOS) (WCRP,
1991).
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EXECUTIVE SUMMARY

1. Giobally-avcraged land and ocean surface temperatures for
1990 and 1991 have been similar to those of the warmest vears of
the 1980s and continue to be warm relative to the rest of the
record. Trends show, however, regional and seasonal diversity
and not every region shows warming.

2. Continuing research into the nineteenth century ocean temper-
ature record has not significantly altered our calculation of surface
temperature wariming of 0.4510,15°C since (he late nineteenth
century.

3. In those land arcas for which we have adcquate data on
maximum and minimum tcmperaturcs (approximately 25% of the
global land mass), the observed warming over the past several
decades is primarily due to an increase of the daily minimum
(night-time) temperatures with little contribution from the daily
maximum {daytime) temperatures. The source of the greater
warming at night relative o that by day is not clear but could be
related Lo enhanced cloudiness, increasing concentrations of man-
made sulphur-based acrosols, increasing concentrations of
greenhousce gases and possibly to residual urbanization effects in
the record.

4. A new analysis of radiosonde data confirms that mid-
tropospheric warming has occurred over the past several decades.
Combining information from the two available analyses, the
radiosonde data show a mid-tropospheric warming at the rate of
0.21°C/decade in the Northern Hemisphere and 0.23°Cl/decade in
the Southern Hemisphere over the period 1964-1991. By contrast,
the new analysis of upper tropospheric lemperature changes
shows less cooling than estimated in the 1990 Scientific
Assessment. However, time-varying biases known to exist in
radiosonde temperature instruments have yet to be quantificd.

5. Microwave Sounding Unit (MSU) data provide a more
complete satellite-based global dataset for tropospheric and
stratospheric mean temperatures, but the record is still too short
for a meaningful assessment of trends. MSU data show less
warming in the mid-troposphere than do the radiosonde data
since 1979, though a full analysis of inhomogeneities in the MSU
data that might affect trends has not been done. Because of
volcanic eruptions, the MSU data show substantial 1-2 year time-
scale stratospheric (100-50 hPa) warmings exceeding 1°C on a
global average. However, alier combining information from the

two available analyses, the longer global radiosonde record
shows a lower stratospheric cooling at the rate of -0.45°C/decade
over the period 1964-199].

6. The recent eruption of Mount Pinatubo injected two 1o three
times as much sulphur dioxide (SO,) into the stralosphere as did
the El Chichon eruption, The tropical stratosphere warmed by
several degrees in responsc but is now cooling again. A global
surface and tropospheric cooling of scveral tenths of a degree is
pussible over the next vear or two due to this eruption, the
amount depending on the counterbalancing warming influence of
the current El Nifio event in the tropical Pacific and other natural
influences. However, if any cooling occurs, it will be short-lived
compared with time-scales of greenhouse-gas-induced climate
change.

7. Precipitation variations of practical significance have been
documented in a number of regions on many time and space
scales. Owing to data coverage and inhomogencity problems, how-
ever, we cannot yel say anything new aboul global-scale changes.

8. Evidence continues to support an increase in water vapour in
the tropical lower troposphere since the mid-1970s, though the
magnitude is uncertain due to data deficiencies. An increase is
consistent with the observed increase in lower tropospheric
temperature. However, we cannot say whether the changes are
larger than natural variability.

9. Northern Hemisphere snow cover continues its tendency © be
less extensive than that observed during the 1970s when reliable
satellite observations began. Its reduction relates well (o
simultancous increases of extratropical Northern Hemisphere
land air temperature.

10. No systematic change can be identificd in global or
hemispheric sea-ice cover since 1973 when satellite measure-
ments began.

11. Some influence of solar changes on climate on the time-scale
of several sunspot cycles is plausible but remains unproven.

12. It is still not possible to attribute with high confidence all, or
even a large part of, the observed global warming to the enhanced
greenhouse effect, On the other hand, it is not possible to refute
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the claim that greenhousc-gas-induced climate change has
contributed substantially 1o the observed warming. The findings
that increasing concentrations of man-made tropospheric aerosols
have tended o cool the climate and that decreased lower
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stratospheric ozone is also likely (o have a cooling effcct in the
troposphere, help to bring the observed warming into better
accord with model estimates of the warming ctfect of increasing
greenhouse gases.




C Observed Climate Variability and Change

C1 Introduction

We present a supplement to Section 7 (Folland ef al.,
1990b - hereafter referred to as $7) “Observed Climate
Variations and Change” of the 1990 TPCC Scientific
Assessment (IPCC, 1990). It should be read in conjunction
with S7 to obtain a fuller discussion of observed climate
variations and changes. The main purpose of the
supplement is to introduce new findings and to update
important time-series and maps contained in 87 with
emphasis on large spatial scales and recent satellile
evidence. Consistent with this approach, most of the
references contained in Scction C are confined 1o those
published since 1989 or 1o those which are in press. Some
work on the detection and atiribution of climate change is
also briclly reporiled, a subject previously contained in
Section 8 (88) of the Scientific Assessment “Detection of
the Greenhouse Effect in the Observations™ (Wigley and
Bamnett, 1990). Although mainly discussed in Section A of
the present report, we also mention recent findings relevant
to interpretation of the climate record in terms of
“external” forcing factors like solar variations and
tropospheric and volcanic aerosols. Discussion of the
surtace cooling effect of recent lower stratospheric ozone
reductions is confined to Section A, as there is no unam-
bignous observational data available 10 confirm this.

C2 Palaeoclimate Variations and Change - Climates
Mainly Before the Late Nineteenth Century

Several recent palacoclimate studies are mentioned here
for their probable importance in estimating natural low-
frequency climate variability. Note that each series is
limited to sampling a small area and most of the series are
biased towards measuring onc or two scasons. {When
interpreting this Section, the recader may wish to refer
forward to the discussion of the instrumental lemperature
record in Section C3.1),

A study of one thousand years of tree-ring data (Cook ez
al., 1991) confirms a strong twentieth century warming of
summer temperature in Tasmania following a pronounced
cold period in the early 1900s, though the warming is still
within the range of natural climate variability experienced
over the past 1000 years. The strong twentieth century
warming is consistent with New Zealand tree ring
evidence (Norton et al., 1989) and large glacial retreats
there since 1860 (Salinger, 1990). However, no allowance
has been made in these and similar studics for (he possible
fertilization effect of twentieth century increases in carbon
dioxide (CO,) on tree growth, neglect of which might lead
to an overestimate of recent warming.

Oxygen isotope measurements from the northern
Aantarctic Peninsula have been interpreted as evidence of
warmer temperatures during the nineteenth century
compared with the twentieth century {Aristarain ef al.,
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1990). However, the isotope/temperature link is weak both
physically and statistically (Peel, 1992), and accumulation
rate changes, which are more dircctly related to in situ
temperatures, point to eooler conditions in the nineteenth
century (Jones ¢f al., 1992). Fragmentary cvidence from
expedition reports also points to cooler conditions during
the first decade of the twentieth century (Jones, 1990).

A recent study of documentary evidence in China
(Wang and Wang, 1991; Wang et al., 1991) reveals that
the seventecnth and nineteenth centuries were the coldest
periods there in the last 500 years (Figure Cla and 1b),
Finally, Briflta ez al. (1992) have expanded the analysis
presented in un earlier paper (Briffa ef al., 1990) where
they use free-ring data to reconstruct summer temperatures
for northem Fennoscandia since AD 500. Their new analysis
is designed to highlight greater than century time-scale
variability which was largely removed by the analysis
procedure they used previously. They find good evidence
in this region for a “Medieval Climatic Optimum” (S7, p
202) arcund 870-1110, another warm period around 1360-
1570, and a “Little Ice Age” (S7, p202) period around
1570-1750. Because of the pronounced multidecadal
temperature fluctuations in their data, Briffa er al. (1990)
suggest that greenhouse-gas-induced summer warming in
Fennoscandia might not be detcetable until after AD 2030.

A considerable number of instrumental records, mainly
but not exclusively in Europe, extend back prior to the late
nincteenth century, such as the De Bilt temperature record
in the Netherlands, to 1706 (van Engelen and Nellestijn,
1992) and the Central England temperature record in
England, to the late seventeenth century with homogenized
daily values back to 1772 (Parker et al., 1992). Such
records could be combined with palacoclimale data to

Anomaly (°C)

1350 1400 1450 1500 1560 1600 1850 1700 1750 1800 1850 1800 1950 2000
Year

Figure C1: (a) Variations (“anomalies”™) of air temperature in
East China (approximately 25°-35°N, 110°-122"E) since 1380,
relative 10 1880-1979, based on documenlary evidence. The
smoothed curve is a 50-year running average. Decades colder
than the 1380-1879 average are shaded. (b) As (a) but for North
China (35°-45°N, 110"-120°E). From Wang and Wang (1991}.
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provide a more detailed history of climate back to the
cighteenth century (Bradley ef al.. 1991). Thus, Lough
(1991} has combined observed rainfall and river tlow data
with data on coastal coral growth to provide a proxy
summer rainfall record for Queensland back to 1735.

C3 The Modern Instrumental Record

C23.1 Surface Temperature Variations and Change
C3.1.1 Hemispheric and Global Land Temperature
There are three independently derived, but overlapping
data sets, those of Hansen and Lebedeff (1988), Jones

(a)
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(1988) and Vinnikov et al. (1990). These show noticeable
differences (Elsner and Tsonis, 1991a), attributed o
differences in the amounts of raw data (especially in the
early parts of the record, for which the Jones data set is
more comprehensive than the other two), from the methods
used to ensure homogeneity of individual station records,
and from methods used for spatial averaging. Jones et al,
(1991) discuss differences between the data sets in detail.
Nonetheless, the average intercorrelation between the
global annual temperature anomalies from all three sets
between 1881 and 1990 is 0.94.

The Jones hemispheric land air temperature series are

1
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Figure C2: Land air temperature anomalies, relative to 1951-1980. Annual values from Jones (1988, updated). Smouthed curves; thick
solid line = Jones (1988, updated) (1861-1991); dashed line = Hansen and Lebedeff (1988, updared) ( 1870-1991); thin solid line =
Vinnikov ef al. (£990, updated) (18611990 NH and 1881-1990 SH). (a) Northern Hemisphere; (b) Southern Hemisphere.
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extended to 1991 in Figures C2a and 2b (vertical bars
show annual Jones data) and the smoothed Hansen and
Lebedeff and Vinnikov et al. serics are cxtended to 1991
and 1990 (data from the original authors). The Jones data
differ slightly from the data used in §7 because an
improved method was used to convert 1951-70 anomalies
to 1951-80 anomalies. Smoothed curves in this
supplemeni, except where otherwise described, use a 21
point binomial low pass filler as mentioned in paragraph |
on p207 of S7. In the Jones data set, 1990 was the warmest
year in the Northern Hemisphere record. In the Southem
Hemisphere, 1991 appears to have been the warmest,
because of anomalous warmth in Antarctica, but data for
some areas are incomplete. For both hemispheres, the
1980s was the warmest decade in the entire record.

Warming due to urbanization may still affect these
results but is probably not serious (57, p 209). However, a
physically-based analysis of the urbanization problem is
still Jacking: a recently published simplified physical
model of urbanization warming indicates that the problem
may be more complex than hitherto thought (Oke et al.,
1991). Jones et al. {1990) have compared rural-station
temperature data sets over three large regions, European
parts of the Soviet Union, castern Australiz and eastern
China, with widely nsed hemispheric data sets. When
combined with earlier analyses for the contiguous United
Staies, the regions are representative of about 20% of the
Jand area of the Northern Hemisphere and 10% of the
Southern Hemisphere and contain some of the most
heavily populated areas. They indicale thal urbanization
influcnces have yielded, on average. a warming of less
than 0.05°C during the twenticth century over the global
land. The reasons for this result are only partly understood
but, for the Jones data set, they indicate that the station-by-
station quality control procedures used were fairly
successful.

C3.1.2 Hemispheric and Global Sea Surface Temperature
C3.1.2.1 Ship data

In §7 two Sea Surlace Temperature (S8T) analyses were
used: those of Bottomley er al. (1990), up 1o 1989 and
those of Farmer er al. {1989} up to 1986, the latter now
discussed in Jones ef al. (1991). Here we show an updated
time-serics thal uses the Jones ef ¢f. data and a new UK
Meteorological Office analysis to 1991. This new analysis
combines the Bottomley et ¢l (1990} SST data base with
some Comprehensive Ocean-Atmosphere Data Set
(COADS) 88T values. The COADS {(Woodruff ef al.,
1987) holds substantially more surface marine
observations than does the data base created by Bottomley
et al. (1990) but both sets contain unique data (Woodruff,
1990). The COADS werc used to fill missing values in the
fields of monthly Bottomley et af. (1990) SST data, mostly
in the eastern half of the Pacilic. Figure C3a shows the
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percentage of occan covered by the new data and by the
Bottomley et al. (1990) data. The new data reftect a
substantial incrcasc in coverage between the late [870s
and around 1910. Note that the new UK Meteorological
Office SST data coverage exceeds that of the COADS.
Improved instrumental corrections that use better models
of heat transfers affecting wooden and canvas buckets
have been used in the new UK Meteorological Office
analysis as discussed in Folland (1991) and Folland and
Parker (1992} The average magnitudes of these
corrections, which vary geographically, with seasen and
through time, are near 0.3°C (canvas buckets) and 0.1°C
{wooden buckets). Although these values are small
compared with the uncertainty in individual observations
{Trenberth et «l., [992) they are important when calcu-
lating the averages of thousands or more observations.

Another revision, that removes a little of the
disagreement between Bottomley er al. (1990) and Farmer
et al. (1989) data that was discussed in 87, is based on
further cvidence that wooden buckets may have been in
predominant use at the beginning of the record. It is now
assumed that 1009% of buckets were wooden in 1856, the
percentage linearly decreasing o 0% in 1920 (Folland and
Parker, 1992). This transition from wooden 10 canvas
buckets is nearly the same as that assumed by Farmer et al,
(1989). However, since these authors assumed zero
corrections for wooden buckets, appreciable differences
between the two corrected data sets remain.

Although we feel justificd in presenting a single best
estimate of hemispheric and global S8T changes since
861 based on an average of the Jones ef af. and UK
Meteorologicai Office data (Figures C3b-d), we also show
the smoothed curves for each data set. The new best
estimate hemispheric and global SST curves generally lie
between the continuous and dashed curves shown in
Figures 7.8a and 7.8b of §7 (see note about Figure 7.8b in
italics at the end of this sub-section). The addition of more
Pacific data from the COADS in the late nineteenth
century to the Bottomley er af (1990) values has slightly
increased the global average temperature in the UK
Meteorological Office dala set before 1900, and it remains
warmer then than the Jones er al. data, largely owing to the
positive wooden bucket corrections. Despite thesc
“improvements”, the uncertainty in the levels of nineicenth
and carly twentieth century SST due to data biases is 0.1°C
at the least, the typical difference betwcen the UK
Meteorological Office and Jones er al. (1991) corrections
at that time. This uncertainty increases markedly when the
effects of data gaps are included.

Modern SST data may also contain non-trivial biases
(Folland et al., 1992), but only if these have changed
significantly in recent decades would they affect trends.
The fact that the many regional SST and night marine air
temperature graphs shown in Botlomley er al. (1990) wrack
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cach other well in recent decades indicates that this is
unlikely to be a serious problem.

Taken at face value, the increases of global mean SST
between the periods 1861-1880, 1881-1900, 1901-1920,
1921-1940 and 1941-1960, and the single decade 1981-90,
arc now (.43, 0.38, (.50, 0.35 and 0.19°C respectively.
This result highlights the irregularity of the warming
which is largely concentrated in the periods 1920-1940 and
1975-1990 with sharp cooling between aboul 1900 and
1910,

Recently, Bates and Diaz (1991) have shown that even
the present coverage of ship observations in the southermn
oceans south of 40°S is insulficient to adequately define
the annual cycle of SST. Not surprisingly, therefore, SST
anomaly time-series show that the Bottomley er el (1990)
1951-80 climatology contains biases in parts of this area
where very sparse data were blended with an eaclier
climatology. Though these biases probably do not much
alfect estimates of trends (Section C3.1.2.2), considerable
uncertainty remgins in Southern Hemisphere SST1 and SST
anomaly eslimates.

Due to a printing errovr, Vigures 7.8b and 7.106 in 87 of
IPCC 1990 referring to Southern Hemisphere temp-
eratures were transpused. Thus, as printed, Figure 7.10b
(p213) really shows Southern Hemisphere SST only and
Figure 7.8b (p210) shows combined Southern Hemisphere
SST and land air temperature.

C3.1.2.2 Reliability of the SS8T data

The causes and sizes of random ervors in 88T data have
been studied by Trenberth e al (1992) and Folland ef al.
(1992). They deduce that over many parts of the global
ocean the signul of imter-monthly temperature variations is
inadequately resolved even on large spatial scales.
Iowever, Folland et al. (1992) show that [or seasonal
averages over ocean basins, with the exception of areas
south of 40°S, the resolved climatic signal is af lcast twice
as greal as the noise. For climate change and variability
studies, there is an urgent need Lo extend these results to
the annual, decadal, and cenlury lime-scales. “Frozen grid”
lests show that estimates of global SST anomalies are only
slightly morc sensitive to changes in coverage than are the
combined SST and land data. The latter (see S7, Figure
7.10d) show a surpristngly low sensitivity to the large
changes in data coverage. But, as mentioned in 87, “frozen
grid” tests do not adequately include the influence of those
regions for which data has ulways been absent or very
sparse, such as much ol the Sonthern Ocean.

The 88T data used in this document and in $7 are based
on in situ observalions [tom ships and buoys and, for the
COADS, additional observations of ncar-surface
Lemperatures from bathythermographs and recent data
from the USA’s Coastal-Murine Automaied Network.
During the past decade 4 new SST analysis has been
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created by bhlending data from satellite-borae infrared
radiometers, for regions without ir siti data (about 20% of
the occans), with in siru data elsewhere (Reynolds and
Marsico, 1992). This blended unalysis includes optimum
inlerpolation (Gandin, 1963), takes explicit account of the
presence ol sea-ice and seems to successfully remove the
temporally varying biases in satellite SST data reiative 1o
in situ data (Folland ef al., 1992). The identification of the
satellile SST biases has resulted in a debate about the
accuracy of the operational algorithms used (o convert
satellite radiance values to SST in the presence of
atmospheric water vapour, cloudiness and cpisodes of
global or regional contamination by volcanic or other
aerosols (McClain ¢ al., 1985; Sirong, 1989; Reynolds er
al., 1989; Bates and Diaz, 1991).

A comparison between the UK Metcorological Office in
situ SS'1' data and the Reynolds and Marsico data reveals a
high correlalion (r=0.94) between global, seasonally
averaged anomalies during 1982-1990, but with a
systematic difference of (0.1°C. The difference originates
mostly in the Southern Hemisphere. The UK data are
0.16°C (0.03°C) warmer in the Southern (Northern)
Hemisphere with a 0.85 ((1.95) correlation of the seasonal
anomalics. Thesc differences originate near ice edges
wherce they are much larger, and can be traced mainly to
the lact thal the Reynolds and Marsico analysis fixes SST
at ice edges at -1.8°C, the average freezing point ol sea
waiter, while the UK analysis does not do this. The cffects
of this difference in methodology influence the analyses
for some distance from the ice cdges. Despite the ditfer-
ences, the wnterannual variability and the trends in the two
data sets are very similar because the data bases coniain
much data common to both.

C3.1.2.3 Coral reef bleaching as an indicaror of SST
extremes
Increased reports of the bleaching of coral reefs may
indicale higher SST values in many tropical regions over
the last decade, The health of the coral reefs widely found
through the shallow parts of tropical oceans is known to be
sensitive fo a number of {actors, one of which is sea
temperature in the lop few tens of metres of the ocean
(D’Elia et al., 1991). Corals can tolerate a range of
temperature without damage; oulside this range damage is
often cxhibited as “blcaching”. Bleaching occurs when
green algac on which the coral depend are cxpelled Irom
the cells of the coral when the latter are stressed. The
tolerated temperature range varies with the species of
coral, diftferent species being adapted to given local
conditions (I)’Elia er al., 1991). Thus bleaching can be a
manifesiation of a sca temperature that is extreme for the
locality. However, local high temperatures may act with
other stresscs, such as pollution, to produce bleaching
{Roberts, 1991). Recently many coral reef scientists have
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become convinced that bleaching due to elevated sea
temperatures has become more common in the tropical
oceans in the last decade (Brown, 1990; Glynn, 1991)
though part of the increase may be due simply to better
monitoring.

Several of the most severe events occurred in the
tropical casl Pacific and were refated to the very strong
1982-1983 El Nifio warming event when SST values
increased several degrees above average values in this
region. One hydrocoral species sullered a reduction of
range, and another was probably made extinct (Glynn and
de Weerdt, 1991). Since (hat time several other bleaching
events have occurred, though not all can be related
convincingly to available SST data. A more detailed
comparison of coral reef bleaching and historical SST data
is needed.

(C3.1.3 Land and Seq Combined

Figures C4a-¢ show land data from the Jones analysis
combined with the average of SST data from the new UK
Meteorological Office analysis and the Jones et al. (1991)
SST analysis for the Northern Hemisphere, Southern
Hemisphere and globe respectively. The vertical bars are
annual values. The method of combining the land and
ocean data here is slightly ditferent from that used in §7
(the latter is discussed in Folland, 1990). In Figures Cda-c
land and ocean values have been combined morc
accurately and allow (approximately) for the relative areas
of land and sea in every analysed grid box for every
month. Figures C4a-c also show, as thinner lines, the
analyses published in S7, for comparison. Values in the
nineteenth century are very close to those shown in S7, and
probably indistinguishably different allowing for
nncertainties. The net effect of the changes is to make the
long-term warming trends assessed in each hemisphere
more nearly equal, with the Southern Hemisphere
relatively marginally warmer in the lale ninetcenth
century, especially around 1880, and the Northern
Hemisphere unchanged. Compared to values shown in 87,
larger diffcrences in the last few years result from the
addition of the warm years 1990 and 1991. S7, p212, cited
increases of, or nominal linear trends in, temperature
between various periods over the last century and a very
recent pericd. A variety of warming rates occur, especiaily
in the Northern Hemisphere, Here we note that the overall
temperature increases over the globe, Northern and
Southern Hemispheres between the twenty year period
1881-1900 and the latest decade 1981-90 arc 0.47, 0.47
and 0.48°C respectively. This provides an estimalte of the
overall warming seen in the more reliable part of the
instrumental rccord. Comparable values shown in 87
where the decade 1980-89 was compared with the twenty
ycar period 1881-1900 were 0.45, 0.42 and 0.48°C
respectively. To illustrate the small effect of including the
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least reliable carlicr data, the estimated changes between
1861-80 and 1981-90 are 0.4%, 0.42 and 0.56°C respec-
tively. Differences between the two sets of changes should
be regarded as heing duc to noise in the data. The
difficulty of meaningfully calculating linear trends in these
data is illustrated by Demarée (1990). He shows that the
Jones Northern and Southern Hemisphere land air
temperature records (Figures C2a and C2b) show a
statistically significant “abrupt™ change in their average
values around 1920, though this may also reflect a rapid
change in trend evident at that time (Section C4.2.3). This
step-like character of the land-based temperature record
was noled earlier by Kelly er al. (1983). Returning to the
combined data in Figure C4, the global mean warming that
commenced around 1975 represents an equally sudden
change in trend from about zero to a rapid warming.

Figure Cdd shows the coverage of the new combined
data plotted agamst that used in 87. The increase reflects
the increase in the UK Meteorological Oftice SST data
coverage shown in Figure C3a. Notable is the strengthened
representation of the very strong El Nifio warm event of
1877-78 which, being sampled over a greater area, has had
a greater effect on the hemispheric and global series.

1990 and 1991 are the warmest years in the combined
land/ocean temperature record, while the 1980s is the
warmest calendar decade. El Niilo events arc known o
causc warming on a global and hemispheric average (87,
p227), but there was no clear E1 Nifio event in 1990 in
contrast to a pronounced event in 1986-7 and a very strong
event in 1982-3. The reasons for the warmth of 1990 must
mainly be sought elsewhere. However, {991 did contain a
pronounced El Nifio event. It is known that atmospheric
circulation anomalies played a part in 1990; a strong
westerly atmospheric circulation over the Northern
Hemisphere carried unusually warm air into Northern
Eurasia in early 1990. Reduced snow cover (Section
C3.4.1) is also likely to have contributed to the warmth,
cspecially in March 1990, which was by far the warmest
month in the entire Northern Hemisphere land anomaly
record (Parker and Jones, 1991), Note that the ranking of
individual years in the surface record is not exactly the
same as for tropospheric data (see Section C3.3.1).

The difference in warming rate in recent decades in the
two hemispheres is discussed in the context of possible
aercsol and other effects in Section A and Scction C4.2.
The relative tempcerature anomalies are quantified in Table
C1. Data (or 1941-50 have not been included because ol
poor daia coverage in the Second World War (see also
Figure C4d). The difference in mean decadal anomaly
chunged markedly between 1946-55 and 1971-80,
corresponding to a relative warming of the Southern
Hemisphere compared to the Northern of nearly 0.3°C
between these decades. This relative’ warmth of the
Southern Hemisphere was greatest around 1975-1980 and
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CAPTIONS TO FIGURES A, B, C,D and E

Figure C5 (A): Worldwide annual surface temperature anomaly
patterns, 1981-1990, relative to 1951-1980. Sea surface temperature
data are an updated blend of Bottomley et al. (1990) and COADS.
Land air temperatures provided by Jones (1988, updated). A minimum
of 6 three-month seasons (Jan—Mar, etc.) with at least one month’s
data was required in a 5° latitude x longitude box in each half-decade,
in which there had also to be at least 3 years with data; otherwise the
box was treated as missing. Seasonal anomalies were averaged within
cach half-decade, then the two half-decadal anomalies were averaged.
See legend for contour details.

Figure C5 (B): As Figure C5(A) but for Dec—Feb. A minimum of 3
scasons with at least one month’s data was required in a 5°
latitude x longitude box in each half-decade; otherwise the box was
treated as missing.

Figure C5 (C): As Figure C5(B) but for Mar-May.
Figure C5 (D): As Figure C5(B) but for June-Aug.

Figure C5 (E): As Figure C5(B) but for Sept—Nov.
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Table C1: Decadal mean surface temperature anomalies relative to 1951-80 in cach hemisphere since 1946-55
Decade Northern Hemisphere Southern Hemisphere Difference

(D 2 (1)-(2)
1946-55 0.04 0,12 0.16
1951-60 0.05 -0.06 0.11
1956-65 0.03 -0.03 0.06
1961-70 0.01 -0.03 0.04
1966-75 -0.05 0.01 -0.06
1971-80 -0.05 0.06 -0.11
1976-85 0.05 0.15 -0.10
1981-90 g.19 0.25 -0.06

the mean difference in anomalies in the last five years has
returned to near zero. (The average anomalies for the three
non-overlapping decades during 1951-80 are close to, but
not exactly, zero due to progressive changes in data
coverage.)

Considering the most recent and warmest decade, the
sub-period 1986-1990 was warmer at the surface than
1981-835, though spatial patterns of temperature anomalies
were, in the annual average, similar for each 5-year period.
Positive anomalies in 1981-1990 were noticeably larger
during December to May than in the rest of the year in
both hemispheres (Figure C5). The El Nifio-Southern
Oscillation (ENSQ) had a clear cffect on the interannual
variability of the global termperature, but does not explain
all the observed patterns nor the fact thut 1986-90 was
warmer globally than 1981-1985, especially as 1986~1990
included the strong Pacific cold or “La Nina” event of
1988-1989. A cooling influence from the 1982 eruption of
El Chichon may have affected the first five year period,
though it is difficult to detect because of the strength of the
contemporaneous 1982-83 El Nifo.

C3.1.4 Worldwide Regional Temperature Anomaly
Patterns
The spatial pattern of temperature anomalies at the Earth’s
surface for the decade 1981-1990, relative to a 1951-1980
climatology, is shown in Figure C5a. This is similar to that
for 1980-1989 shown in Figure 7.13(c) of 87 and uses the
UK Meteorological Office SST analysis for its ocean
component. The decadal mean anomaly was assessed to be
0.22°C. Inclusion of COADS data has improved coverage
over the Southern Ocean slightly. This ocean shows
contrasting areas of positive and negative anomalies which
may partly reflect noise in the Bottomley et al. {(1990)
1951-80 SST climatology there. Some of the other local
signals may also be affected by noisc but it is not possible
to quantify these problems yet (see Section €3.1.2.2 and

Trenberth er al. (1992)). Notable are the warmth over the
middle and high latitude continents in the Northern
Hemisphere, the cool anomalies over the north-west
extratropical Atlantic and the predominant warmth of the
Southern Hemisphere where data exist. Also shown
{Figures C5h-e) are the anomalies for the constitnent three-
month seasons. The boreal winter map is an average from
Dec 1980-Feb 1981 to Dec 1989-Feb 1990, boreal spring
for Mar 1981-May 1981 to Mar 1990-May 1990, etc.
Notable {catures are:

(1) Dec-Feb - very large arcas of posilive anomalies
exceeding 1°C over the high latitude Northern
Hemisphere conlinents, with centres over 2°C,
separated by notably negative anomalies over the
northwestern North Atlantic, including the area
around south Greenland, and also the mid-latitude
North Pacific. The USA shows negative anomalies
in the south, with positive anomalies near Canada.
Positive anomalies over the Antarctic Pentnsula are
generally near 0.5°C. The global mean anomaly was
0.26°C (the most positive seasonal mean anomaly).

(2) Mar-May - a broadly similar pattern but with a
smaller area of high latitude Northern Hemisphere
anomalies exceeding 1°C and positive anomalies
over North Africa, Positive anomalies over the
Antarctic Peninsula are stronger than in December to
February. USA anomalies are positive away from the
southern states, notably over the Rockies with values
mostly exceeding 1°C there. The global mean
anomaly was 0.24°C.

(3) Junc-Aug - a broadly similar pattern to spring except
that both negative and positive anomalies are seen
over high latitude Asia, giving a small overall
positive anomaly. Positive anomalies over the
Antarctic Peninsula are at their strongest, averaging
around 2°C. Anomalies over the USA are mixed but
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Figure C5: (a) Worldwide annual surface temperature anomaly patterns, 1981-1990, relative to 1951-1980. Sea swface temperaturce
data are an updated blend of Bottomley er al. (1990) and COADS. Land air temperatures provided by Jones (1988, updated). A
minimmum of 6 three-month scasons (Jan-Mar. ctc.) with at least one month’s data was required in a 5° latitude x tongitude box in each
half-decade, in which there had also to he at least 3 years with data; otherwise the box was treated as missing. Seasonal anomalies were

averaged within each half-decade, then the two half-decadal anomaties were averaged. Vertical hatching >0.5°C, stippling »1°C.
horizontal hatching <-0.5°C, cross-hatching <-1°C. Also shown in the colour section. (Captions [or (b) and (¢) contirued on next page.)
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Figure C5:; (b) As Figure C5a but for Dec-Feb. A minimum of 3 seasons with at least one month’s data was required in a 5° latitude
by longitude box in each half-decade; otherwise the box was treated as missing; (¢} As Figure C3b but for Mar-May; (d) As Figurc
C5b but for June-Aug; (e) As Figure C5b but for Sept-Nov. Also shown in the colour section.

positive on average away from southern-most states.
The global mean anomaly was 0.20°C.

{4) Scpt-Nov - major differences from summer arc the
negative anomalies over Alaska and most of Canada,
widely cooler than -0.5°C. High latitude Asian
anomalies are generally positive with a pattem rather
like that of spring, but weaker. Antarctic Peninsula
anomalies are weak. USA anomalies are weak and
average to near zero. The global mean anomaly was
0.17°C (the least positive seasonal mean anomaly).

New land temperature series [rom the South Pacific and
eastern Australia show that the 1980s was the warmest
decade on record (Salinger and Collen, 1991; Plummer,
1991}). Temperature trends in the South Pacific come from

sites where there can be little question of an urban
influence. Many records are from island or remote rural
sites. Land surface temperatures in easiern Australia and
the South-West Pacific west of the South Pacific
Convergence Zone (SPCZ) increased from the 1940s until
1990 by berween 0.5 and 1.0°C. The area east of the
SPCZ in the central South Pacific showed a temperature
decline between 1945 and 1970, with a rapid temperature
increase during the 1980s.

Temperature changes in recent decades in China have
been regionally and seasenally specific (Chen er af., 1991).
Thus the 1980s were up to 1°C warmer than the 1951-1980
climatology in Northern China, but up to 0.5° colder in a
few locations in Southern China.

Note that in Figure 7.13(c) of §7 (IPCC, 1990),
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Antarctic air temperature anomalies were erroneously
reduced to one tenth of their true value; this has been
rectified in Figure C5. The main effect of this error was
virtually to eliminate large positive anomalies {up io 1°C)
over the Antarctic Peninsula. Anomalies were small
elsewhere over Antarctica.

C3.1.5 Changes in the Diurnal Range of Temperature

S7 (p217) provided evidence that maximum temperatures
in the USA, south-castern Australia and China remained
nearly stationary over the past scveral decades, but an
increase of minimum temperatures was quite apparenl.
Karl er al. (1991b) have extended these time-series 1o
include the USSR and have updated the Chinese and USA
scries (Figure C6). Over the last four decades, the results
indicate large increases of daily minimum temperatures
(0.1°C/decade) but little change of the daily maximum
temperatures. Karl e al. (1991b) also found trends in
seasonal extremes of the maximum and minimum similar
to the changes of the mean maximum and minimum,
Preliminary analyses for Canada and Alaska give similar
results. It is unclear whether this phenomenon is global,
but it is certainly a characteristic of a substantial part of the
Northern Hemisphere record. However Mifsud (personal
communication) finds a notable increase in the diurnal
range in Malta over the last 60 years and Biicher and
Dessens (1991), while describing a marked decrease in the
diurnal range at 4 mountain-top station in the Pyrenecs,
also note that the mountain-top Sonnblick (Austria) record
does not show such a change.

The results of Karl et al. (1991b) for the USA, the
USSR, and China arc appropriately area-weighted and
aggregated in Table C2, which shows that the annual rate
of warming is 3 to 10 times greater at night than by day,
depending on the period of record chosea. Overall,
summer maximum {emperaturcs appear 1o have deereased
in these regions.

Section 2 (52: sub-section 2.3; Shine ez ¢l., 1990) and
Section A of this report describe mechanisms for increascs
of cloud cover, cloud albedo, and clear-sky albedo because
of observed increases in sulphate aerosol. If this were
occurring, there would likely be a preferential cooling
effect by day, possibly leading to a reduced diurnal range
in the Northern Hemisphere. This conclusion is consistent
with the above results and with the linding of 87 that there
was no decline in the mean daily temperature range over
interior Australia and New Zealand.

Despite the known prablems with changes in cloud
observation practices and codes, it is likely that widely
observed increases in cloud cover (57, p230; Henderson-
Sellers, 1990} have contributed to the reduced diurnal
range (Plantico et al., 1990; Biicher and Dessens, 1991),
though not everywhere. Decreases of sunshine have been
found in Germany (Weber, 1990) and the diminution of
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Figure C6: Trends of annual mean daily maximum and
minimum temperatures and diurnal range (left) and of seasonal
extreme temperatures and their differences (right}. Solid bars are
statistically significant at the 95% confidence level using a two
tailed t-test. Data start in 1951 and finish in 1990 {USA), 1988
(China) and 1986 {(USSR). There arc no data available for the
shaded area of southwest China,

ultraviolet radiation at low altitudes (Scotto er al., 1988)
conpled with enhancement at high elevation (Bruhl and
Crutzen, 1989) suggests some type of increase in a lower
troposphenic scattering agent.

Whatever the exact cause of the decrease in the diurnal
temperature range (urbanization effects cannot be excluded
and atmospheric circulation changes might also be
contributing), there is an increasingly urgent need to
reinterpret the global land record, at least regionally, in
terms of changes in maximum (daytime) and minimum
(night-time) temperatures. Care will need to be taken that
artificial changes in the diurnal range are properly
accounted for, such as have already been done for the USA
where progressive automation of the climale observing
network has taken place accompanied by a change of
thermomelter screen (Quayle ef al., 1991). The resulting
non-climate related mean change in measured diurnal
range over the USA is assessed to be -0.7°C (note that Karl
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Table C2: Area-weighted aggregate of temperature trends, ‘C/100 years ( "Ci40 vears) for the USA, USSR and Peoples’
Republic of China

a} Using records for 1951-90 (USA), 1951-86 (USSR}, 1951-88 (China)

Season Mean maximum Mean minimum Mean max minus min
(day) (night) {diurnal range)

Winter 0.7 (0.3) 2.4 (1.0) ~1.7(-0.7)

Spring 2.1(0.8) 32(1.3) -1.2(-0.5)

Summer 0.7(-0.3 0.5(0.2) -1.2(-0.5

Autumn 0.1¢0.0} 2.2(0.9) -2.0(-0.8)

Annual 0.6 (0.2) 2.0 (0.8) -1.5 (-0.6)

h) Using records for 1901-90 (USA), 1936-86 (USSR}, 1951-88 (China)

Season Mean maximum Mean minimum Mean max minus min
{day) (night) (diurnal range)

Winter 0.6 (0.2) 1.8 (0.7) -1.2(-0.5)

Spring 0.6 (0.2) 1.5 (0.6) -0.8 (-0.3)

Sumrmer -0.4 (-0.2) 0.4 (0.2) -0.8 (-0.3)

Autumn -0.6 (-0.2) 0.7 (0.3) -1.2(-0.5)

Annual 0.1 0.0y 1.10.4) -0.9(-0.4)

et al., 1991b, analysed the corrected USA data). Mcean-
while, there is a need for comparisons with results from
general circulation models forced with increased
greenhouse gascs. Scction B4.2 gives an mitial discussion.

(3.2 Precipitation and Evaporation Variations and
Changes

For many areas, the variability of precipitation is so large
that it is virtually impossible to detect important changes
until well after the occurrence of changes that have
practical (e.g., agricultural or economic) significance. This
is highlighted in recent work by Karl ez al. (1991a) for the
USA and Nicholls and Lavery (1992) for Avstralia.

C3.2.1 Precipitation Over Land
As discussed in 87, p220, raingauges have tended to
underestimate precipitation, particularly snowfall (solid
precipitation). Legates and Willmott (1990) and Soviet
researchers (World Water Balance, 1978) have estimated
that global precipitation over land is on average
underestimated by 10% to 15%. Progressive improvements
to instrumentation have tried to remedy this and have
introduced artificial, systematic, increases in precipitation.
Reeent efforts to automate measurements may again be
reversing this trend. Thos long-term variations and trends
should be interpreted cautiously.

A selection of regional time-serics was given in S§7

(p219). These have been updated, but no new conclusions
can be drawn. For example, precipitation over the Sahel
region of North Africa (Figure 7.16b of S7) has remained
well below the long-term average in 1990 and 1991
(Rowell er al., 1992), extending the drought epoch there
into its third decade. Changes in rainfall in the Sahel have
been much larger than can be accounted for by
instrumental problems. The Sahel has expericnced the
largest observed regional percentage change in
precipitation between the two thirty year periods 1931-60
and 1961-1990: a decline of 30% (Hulme er al., 1992). The
latter period includes the relatively moist 1960s (S7,
Figurc 7.16b and Demarée and Nicolis, 1990), so the
“real” change in average since 1931-1960 may be larger.
The only other major region known to show a notable
long-term trend in precipitation is the USSR (Figure 7.16a
of §7). Area-averaged precipitation over the same region
(37°-70°N, 25°-140°E) has recently been revised to elim-
inate minor spurious trends and updated to 1990
(Groisman ef al., 1991). Overall, the effects of these
corrections are small and the conclusion in 87 that there
has been a notable increase of precipitation over the USSR
south of 70°N during the last century is unaffected,

Although a number of regional rainfall fluctuations on
decadal time-scales have been found, some of practical
significance, there is, as yet, no firm new evidence of
global-scale multidecadal rainfall trends.
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C3.2.2 Precipitation Over the Oceans

In §7, p220, a discussion was presented concerning the
likelihood that precipitation had increased over the global
tropical oceans since 1974, based on an analysis of satellite
ouigoing longwave radiation (OLR) data by Nitta and
Yamada (1989}, with an opposing opinion expressed by
Arkin and Chelliah (1990), Chelliah and Arkin (1992)
have now shown that much of the decreasing trend in OLR
between 1974 and 1991, which appears to indicate an
increase of tropical oceanic rainfall, can be unambiguously
related to satellite instrumental factors rather than a real
OLR increase. Therefore an increase in rainfall over the
tropical oceans since 1974 remains unproven.

C3.2.3 Evaporation from the Ocean Surface

Estimates of trends in evaporation over the ocean are
unlikely to be reliable until constant biases (Iscmer and
Hasse, 1991) and time-varying biases in wind speed
measurcment are properly accounted for (Cardone et al.,
1990; Ward, 1992; 87, Section 7.5.3, p220), and a proper
treatment of ocean temperature at the surface interface (the
ocean “skin™} is included. In addition, the uncertainties in
SST, near-surface air temperature and humidity data must
all be allowed for, especially as estimates of evaporation
changes made so far include ship-measured daytime air
temperature data which may have considerable absolute
and some time-varying biases as discussed in 57, p2l1.
Furthermore, inadequate ventilation of some thermometer
screens on ships, and the effect of the ship itself, can affect
calculations of specific humidity. Despite these data
problems, two studies have recently been made of latent
heat flux rends, with some allowances for artificial trends
in wind speed data. Because an increase in evaporation
associated with warming is potentially a very important
climatic feedback, we discuss these studies despite their
drawbacks.

Following initial calculations that appeared to show un
increase of the evaporation rate from parts of the tropical
oceans between 1949 and 1979 (Flohn ef af., 1990a, b), a
revised analysis has been carried out to investigate the
sensitivity of the results to varying assumptions about the
reality of increasing near-surface wind speed over the
oceans (Flohn ef al., 1992). Figure C7a shows calculations
of the evaporation trend in the tropical oceans between
10°S and 14°N, cxpressed as a linear rate between 1949
and 1989. Ouly the main shipping lancs have been studied.
I it is assumed that the observed near-surface wind speed
trends should be reduced to 50% of their meuasured values
over the areas sampled, an average increase of about
18Wm-2 of heat input into the atmosphere is implied over
the belt as a whole. Calculations for sub-sections of the
zone (warmest oceans, upwelling regions and Atlantic
sector) give similar results.

In a further study, Fu and Diaz (1992) show an apparent
upward trend of about 1% per year in integrated mean
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Figure C7: (a) Changes in evaporation rate, E, from the tropical
oceans (10°8-14°N) between 1949 and 1989, based on COADS
data alter multiplying the wind speed trend, Vs, by zero, 0.5 and
1.0. Taken from Flohn ef /. (1992): (i) whole zone; (ii) warmest
oceans (66°E-160°E); (iif) upwelling regions, and (iv) Atlantic
sector; {b) Trends in global annual occanic latent heat lux
(Wm2), 62°N-42°S from Fu and Diaz { 1992). Curve a (and
smoothed curve): using unadjusted winds; Curve b: using winds
reduced following Cardonce ef al. (1990).

oceanic latent heat flux during the period 1978-198%. This
increase (curve a in Figure C7b) is due primarily to an
overall increase in reported wind speed over the global
oceans of about 0.5 ms-!. Allowing for an artificial
component in the increase of wind speed (Cardone er al.,
1990), it is estimated that the observed wind speed trend
should be reduced to between 65% and 50% of its apparent
value, giving the reduced trend in latent heat flux shown in
curve b of Figure C7b. This corresponds to a global
increase in latent heat flux into the atmosphere between
1978 and 1988 near 5Wm-Z/decade. Similar results are
obtained by Flohn et al. (1992) over part of the tropical
North Atlantic. Although there is no indication of bias in
the surface pressure measurcments, possible hidden trends
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in pressure gradients in Fu and Quan’s analyses due to
variations in data sampling need investigation. Overall, it
is uncertain whether the apparent cnhancement of
evaporation from the global oceans shown in Figures C7a
and b is a real climatic signal that has accompaniced the
recent global oceanic warming seen in Figures C3 and C5.

An increase of tropical precipitation might be expected
to accompany increases in evaporation. However, the
results of Chelliah and Arkin (1992) discussed in Section
(C3.2.2 do not confirm this idea. So, although an increase
in the hydrological cycle in the last 10-20 years is
plausible, it is not proven. A rigorous analysis of the
physical consistency of the local values of, and trends in,
the various data used to calculate evaporation is essential
for further progress.

C3.3 Tropospheric and Lower Stratospheric Variations
and Change

C3.3.1 Temperature
C3.3.1.1 Radiosonde data

There are now two independently-derived data sets, that of
Angell (1988) used in S7 (p220-222) and a new
compilation due to Qort and Liu (OL) (1992). Boih data
sets may suffer from data-guality problems, because
adequate studies of possible time-varying biases in
radiosonde temperature data have not been made (Elliott
and Gaffen, 1991). The annuval data derived from the
Angell analysis uses a different definition of the calendar
year from all other analyses in Section C, being based on
December-November. This will slightly reduce
correlations between annual values of the Angell and other
data sets. Unless otherwise stated, the term “lower
stratosphere™ used in the remainder of Section C refers to
that part of the atmosphere between the 50 and 100 hPa
levels.

The spalial representativeness of the Angell radiosonde
data set has been examined by Trenberth and Olson (1991)
in a study of how well the widely spread but sparse 63-
station network describes regional and global climatic
changes. By comparing its interseasonal and interannual
climatic statistics over 1979-1987 with those from a
complete global data set provided by the European Centre
for Medium Range Weather Forecasts, they found that
corretations between the two data sets were generally quile
high, but that root-mean-square errors for Angell’s
extratropical zones were of the same order as the
interannual climatic signals being studied. Angell’s data
also showed systematically enhanced interseasonal and
interannual variability in the extratropics because of the
limited spattal sampling.

The OL data are derived from up to 800 individual site
records from the global radiosonde network interpolated
onto a regular latitude-longitude grid. In terms of data
density, the OL data base is therefore an improvement on
that of Angell.

Observed Climate Variability and Change C

Figures C8a-c present updated annual global series of
temperature anomalies from a 1964-1989 average for the
surface and 850-300 hPa layer (a), the 300-100 hPa layer
(b}, and the 100-50 hPa layer (c), using Figure C4 for the
surface. The data sets are, unfortunately, short but arc
impartant because they have been used in initial studies of
the greenhouse-gas detection problem (Section C4).
Although the radiosonde coverage is adequate from [958
in the Northern Hemisphere, it is only complete encugh in
the Southern Hemisphere since 1964. Global values can
therefore only be estimated since 1964, though Angell
used incomplete Southern Hemisphere data to extend his
global series back o 1958.

Correlations (1964-1989) between the OL and Angell
annuai global series are high, .97, 0.91 and (.90 at 850-
300 hPa, 300-100 hPa and 100-50 hPa respectively.
However, the absence of some extensive areas may have
allowed higher correlations than would be obtained
between either series and a globally-complete series. Note
that surface values show substantially less interannual
variability, The correlation between the annual OL 850-
300 hPa series and the surface {ocean and land} series is
0.94; Angell’s series show slightly greater interannual
variability than that of OL for the globe and (not shown)
for both hemispheres. Angell’s data also tend to show
greater cooling than those of OL in the 300-100 hPa layer,
mainly in the Northern Hemisphere but also in the
Southern Hemisphere lower stratosphere 100-50 hPa layer,
but less cooling in the 100-50 hPa layer in the Northern
Hemisphere. OL’s trends in annual mean temperature {or
the globe were (.21, -0.08 and -0.41°C/decade (1964-
1989} for the three layers in ascending height order, with
similar trends in each hemisphere. Angell’s corre-
sponding trends for the period 1964-1991 were 0.24, -0.16
and -0.52°C/decade. Combining values from the two analyses
by using the more comprehensive OL. data to 198% and the
Angell data in 1990 and 1991, our best estimate for trends
in the three layers between 1964 and 1991 are Northern
Hemisphere: 0.21, -0.05 and -0.38°C/ decade; Southern
Hemisphere: 0.23, -0.13 and -0.53°C/ decade and Globe:
0.22, -0.09 and -0.45°C/decade. The trend in the surface
data over this period was 0.16°Cl/decade.

The warming trend in the mid-tropospheric layer and the
cooling trend in the lower stratosphere are significant in
both data sets at better than the 1% level, allowing for
autocorrelation of the data. The warming trend at the
syrface is also significant at the 1% level. However, the
cooling trend in the globally-averaged 50-100 hPa layer
may be exaggerated because the data begin in 1964 which
was very warm in the tropical stratosphere following the
eruption of Agung in 1963 (Newell, 1970). Inspection of
Figure C8 suggests that after the influence of Agung has
been removed, a slow cooling trend followed until 1982
when a temporary warming occurred due to the cruption
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Figure C8: (a) Annual global temperature anomalies since 1964 for the surface and the $50-300 hPa layer relative 1o a 1964-1989
average. Surface temperatures (dotted line} are based on Figure C4. Temperatures aloft are based on the radiosonde data of Oort and
Liu (1992) to 1989 (solid line) and of Angell (1988) updated to 1991 (dashed line); (b) Annual global temperature anotalies since
1964 for the 300-100 hPa layer relative to a 1964-198% average from two analyses, Temperatures are based on the radiosonde data of
Oort and Liu (1992) to 1989 (solid line) and Angell (1988} updated to 1991 {dashed line); (c} as (b) but for the 100-50 hPa layer;

{(d) Austral spring (Sept-Nov) temperature anomalies tor the 100-50 hPa layer relative to a 1979-1991 average for the south polar cap:
(i) from Oort and Liu (1992) 16 1989 und from Angell thereatter for 60°-90°S (solid line); (ii) from MSU Channel 4 data for 62.5°-90°S
{dashed line); (e) Smoothed annual zonal mean 30 hPa temperature anomalics relative to 4 1964-1989 average for 80°N (dashed} and
20°N (solid). A low pass binomial filter with 5 terms was used to suppress variations of less than 3 years. Updated trom Naujokat

(1981).
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of El Chichon. After this there was a sharp cooling to
1985-87. Trenberth and Olson (1989) found a lower
stratospheric cooling trend in spring over the South Pole
and McMurdo Sound, extending to January at 100 hPa,
though there were no tropospheric trends. In fact,
radiosonde data for 100-50 hPa for the south polar cap
show some cooling in all seasons except autumn over the
last decade or more. However, in austral spring, when the
deepest ozone holes have been reported (SORG, 1991),
there have been very strong interannual fluctuations of
radiosonde and satellite Microwave Sounding Unit temp-
erature (see Section C3.3.1.2) since 1985 (Figure C8&d).
Although, as a result, the trend in Figure C8d is not
significant, the general level of lower stratospheric south
polar cap temperature in spring was several degrees lower
in the 1980s than the 1970s.

Low-pass filtered series of 30 hPa temperature for
latitude belts of the Northern Hemisphere show weak
downward trends (Figure C8e, updated [rom Naujokat,
1981). At many latitudes there is a suggestion of an
oscillation almost in phase with the cycle of solar activity
whose length over this period was quite close to 11 years,
seen here in the solid curve for 20°N (see also Section
C4.2.1): this should be taken into account when 30 hPa
temperature trends are determined (van Locn and
Labitzke, 1990, Labitzke and van Loon, 1991, 1992},
Warming at 30 hPa associated with the 1982 eruption of Fl
Chichon is especially noticeable at lower latitudes (e.g.,
the solid curve in Figure C8e). Data for late 1991 (not
shown in Figore C8e) show another pronounced warming
of up to several "C at 30 hPa. The warming, centred near
20°N and confined to regions south of 45°N, was almost
certainly due to the eruption of Mt. Pinatubo in June 1991.

(C3.3.1.2 Satellite microwave sounder data

S7 reported early results concerning recent tropospheric
temperature trends and interannual variations from a
valuable new data set derived from satellite measurements
of the microwave emission of radiation to space from
atmospheric oxygen (Spencer and Christy, 1990; Figure
7.17d, p221). The new technique, which uses data from the
Microwave Sounding Units (MSU) on the TIROS-N series
of satellites (Spencer er al., 1990), measures tcmperature
over layers of the atmosphere. Channel 2 data of the MSU
is weighted towards temperature over a substantial
thickness of the troposphere, but is also influenced by the
stratosphere and the character of the ground surface. By
using sets of Channel 2 data with diftferent earth viewing-
angles it is possible to create a new data set called Channel
2R that is mostly (not completely) weighted towards levels
below 350 hPa, mainly to levels between 500 and 1000
hPa, though at the cost of a slight loss in reproducibility. In
addition, Channel 4 measures lower stratospheric (mainly
30-150 hPa) temperatures. The MSU instrument is inde-
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pendently calibrated, so 1s not influenced by conventional
instruments such as radiosondes, though biases, resulting
from changes of satellites and equatorial crossing-times,
may remain. The main advantages of the MSU system are
its global coverage and a lower vulue of standard error at
most grid points compared with radiosonde data (Spencer
and Christy, 1992a,b).

A particularly important aspect ol MSU data in the
context of this assessment is their ability to detect
temperature trends with relatively high accuracy in the
layers they measure, though the MSU record is still very
short (13 vears). Figure C9 shows lightly smoothed
monthly global Channel 4 lower stratospheric lemperature
anomalies relative to the complete period 1979-91. Over
this short period very large, temporary but highly coherent
warming effects of the volcances El Chichon {1982) and
Mt Pinatubo (1991) dominate the record. This makes the
detection of a global trend in MSU lower stratospheric data
difficult.

(C3.3.1.3 Comparisons of satellite microwave, radiosonde,
and surface temperature data
The correlation between 5° latitude x 5° longitude monthly
time-series of surface-based temperature anomalies and of
tropospheric temperature anomalies from the MSU is near
zero over parts of the tropical oceans but is much higher
over major land masses and oceanic areas of high
variability (Trenberth ef al., 1992). The differences are
thought to be partly due to data sampling problems in the
non-MSU data sets, partly to real physical differences
between surface temperatures and the mid-tropospheric
temperatures, and possibly partly to uncertaintics in the
MSU data due to surface crmissivity variations. There are
also some divergences between the MSU and the
radiosonde data. Consequently, the ranking of recent very
warm years in the lower atmosphere and at the surface
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Figure C9: Smoothed monthly global MSU Chunnel 4 lower
stratospheric temperature anomalies, for 1979 1o 1991 relative 1o
a 1979-1991 average. A hinomial f{ilter with 5 terms was used.
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depends on which record is used, what level is being
rcferred to and how much uncertainty is attached to each
value.

Figure C10 compares annnal global temperature
anomaties for 1979-91 for the mid-troposphere from MSU
Channel 2R, with values for the 850-300 hPa layer [rom
radiosondes using Oort and Liu 1o 1989 and then Angell to
1991, and for the surface using the data in Figure C4dc.
Table C3 presents the intercorrclations (r) for MSU 2R
(suffix m), radiosonde (suffix sd} and surfacc data (suffix
sf), their lincar trends {t) in "C per decade, and the
standard deviations, o, of the annual values. Note,
however, that the linear trends for 1979-1991 are not fully
representative of those for the longer (erm.

At this stage we merely note that the calculated lincar
trends for 1979-1991 are differcnt, though all bul onc are
positive. The correlations between the surface and the
MSU data arc lower than those with the radiosonde data.
The correlations may be reduced by the fact that the MSU
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! 1
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Figure C10: Comparison, tor 1979-1991, of annual global
temperature anomalies from (i) MSU Channel 2R for the lower
traposphere (dashed line); (ii) radiosonde data for the 850-300
hPa layer from Qort and Lin (1992) to 1989 then from Angell
(1988, updated) (solid line); (iii) surface data from Figure C4
(dotted line). Anomalies are referred to a 1979-1991 average in
each case.
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data samples regions not sampled or poorly sampled by the
radiosonde and surface data, especially in the Southern
Hemisphere, but further investigation is needed to clarify
this. Much, though not all, of the difference in the trends
hetween the MSU and the other data comes from
disagreements in the annual anomalies for 1979, 1980 and
L981. Tt is clear that the data sets have some ditferent
characteristics. The short period ot overlap (1979-199]),
differences in the variables being measured and doubts
about the year-to-year consistency of the data sets, prevent
reliablc assessment of the differences in trends. Reliable
assessmenl of future trends in MSU data will require the
compatibility of new MSU instrumentalion with that used
at present. The continued availability of all three data sets
is very desirable to help reducc the problems noted above.

C3.3.2 Aimospheric Moisture

For previous discussions, refer to $7, p222 and S8, p251,
in the current volume Section B3.2 gives a more detailed
discussion of the likely role of water vapour during a
greenhouse gas-induced warming. Waler vapour is Lhe
greenhouse gas in greatest abundance and is responsibie
for the largest single contribution o greenhouse warming
of any of the conslituents of the atmosphere in the current
climale.

The sensitivity of the surface temperature to height-
dependent moisture changes was cxamined by Shine and
Sinha (1991) who point out the importance of changes in
water vapour content throughout the depth of the
troposphere. They show that changes in much of the mid-
troposphere are importan as they tend to be large due to
the relatively great amounts of water vapour there.
However, despite the small absolute amount of water
vapour in the upper troposphere and stratosphere, they
show that changes at this level can also have a significant
cffect on the radiation forcing of climate. Furthermore, an
increase in moisture in the stratosphere could fead to the
creation of further polar stratospheric clouds which have
an important ¢ffect on ozone depletion in the presence ol
chlorine derived from chiorofluorocarbons. Stratospheric
waler vapour is also important in the conversion of 5C; to
sulphuric acid droplets which can cool surface climate
after a sulphur-rich volcanic eruption. Furthermore,

Table C3: Annual MSU 2R, radiosonde 850-300hPa and surface temperature anomalies, 1979-1991 : intercorrelations,

trends and standard deviations

T'ed, m Tod, sf ", sf Tm Tsd Tst %m Cgd Csf
NH 0956 0.9t 0.84 0.12 0.21 (.23 018 0.18 .15
SH 0.86 0.71 .42 -(.02 0.13 .14 0.13 0.14 0.08
CGrlobe 0.93 0.90 0.74 N.06 017 0.18 015 0.16 0.10
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oxidation of methane generaies stratospheric water vapour;
so increases in methane, from whatever causes, can lead to
an increase in stratospheric moisture.

In an examination of stratcgies for detecting green-
house gas signals, Barnett e/ al. (1991) find tropospheric
moislure to be one of the most effective variables to
monitor. However, monitoring moisture presents many
difficultics and, since its variation is physically linked to
changes of temperature, it does not provide an independent
measure ol greenhouse forcing. The residence time of
water vapour in the atmosphere is short, about 10 days, so
it is not well mixed. If the water vapour in the air were all
condensed, the average depth of the condensate (the
precipitable water, PW), would be about 2.5cm. Above the
polar regions the mean PW is about 0.5¢cm, and above the
equatorial regions it averages about Scm. Halt the moisturc
in the atmosphere lies between sea level and 850 hPa and
less than 10% resides above the 500 hPa level. Therefore,
observations at many places and levels are required to
adequately study changes in water vapour likely to be
climatically important.

Measurement problems make trends of water vapour
difficult to determine. Most of the existing knowledge
about tropospheric water vapour comes from routine
radiosonde observations. Unfortunately, radiosonde data
have been affected by changes in humidity sensors and
reporting procedures, and some scnsors and retrieval
algorithms do not provide useful results in the low temp-
eraturcs and very dry conditions of the upper troposphere
and lower stratosphere. This makes it difficult w scparate
climatic chunges from changes in the measurement
programme (Elliott and Gafien, 1991). Nevertheless, with
careful attention to these problems some deductions can be
made,

Recently Elliott ef al. (1991) have documented a
moisture increase in the lower troposphere over the
equatorial Pacific from 1973-1986; additionally Gaffen et
al. (1991), using more stations and an analysis of
individual moisture patterns, have found an increase in
moisture in the tropics. At 850 hPa, this study found an
increase of specific humidity of around 10% between 1973
and 1986, though this value is very uncertain as the scatter
in the data is comparable o the trend and most of the
change occurred during the short interval 1977-1980. The
study also detected a signal of the ENSO phenomenon (87,
p226) in the humidity data.

Thus, there is limited observational evidence suggesting
an increase in lower tropospheric moisture content in
tropical regions over the last two decades. These results
support the apparent increase of evaporation from the
oceans (Section C3.2.3). A much more comprehensive
atmospheric moisture monitoring system is needed, such
as may be provided by the Global Encrgy and Water Cycle
Experiment (GEWEX) (WMOQ, 1991).
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C3.4 Variations and Changes in the Cryosphere

This section should be read in conjunction with Section
C2, where recent work on oxygen isotopes in Antarctic
land-ice is discussed, and with §7, Section 7.8. Section
9.4.3 of §9 (Warrick and Ocrlemans, 1990) and the brief
review by Haeberli (1990) should be consulted on
permafrost and other cryospheric [catures.

C3.4.1 Snow Cover
Snow extent is very variable; it is uffected by temperature
through atmospheric circulation variations which also
influence the quantities of solid and liquid precipitation.
The Northern Hemisphere snow extent anomaly time-
series shown in Figure 7.19 of S7 (p224) has recently been
revised. A change in analysis technique had resulted in
snow exlents analysed prior to 1981 being slightly too
large relative to later values (Robinson et al., 1991). A
revised series from 1973 w 1991 is given in Figure C11.
This still shows a modest decrease in snow cover since the
1970s but with a reduced magnitude: mean values over 3
years dropped by just over 2 million km? from the mid-
1970s to the end of the 1980s, about 8% of the total area.
In Figure 7.19 of §7, a decline of about 3 million km? was
indicated. The new snow extent values have good support
from a paralle] plot of extratropical Northern Hemispheric
land air temperature (Figure C11). The correlation between
the monthly (September to May only) anomalies of snow
cover and temperatore is -0.41, but between unsmoothed
annual (average of Sept-May) anomalies it is -0.76 because
presumably influences other than those of temperature
partly cancel. Snow cxlent has been especially low in
spring since 1987, most notably in spring 1990. However,
the snow extent record is still much too short to distinguish
a possible greenhouse signal from natural vaniability.

C3.4.2 Mountain Glaciers

A major result of §7 (see Executive Summary) was the
conclusive evidence for a worldwide recession of
mountain glaciers over the last century or more, This is
among the clearest and best evidence for a change in
energy balance at the Earth’s surface since the end of the
last century. It provides sufficient support to the various
independent but far (rom perfect records of global temp-
erature to show that global warming has indeed occurred
over Lhe last century (Haeberli, 1990). On a regional scale,
however, the influence of climale can be much more
complex, especially on decadal and lcsser time-scales
where precipitation fluctuations may be important or even
dominant,

Direct information on mass balance is available from a
small number of glaciers in the Enropean Alps where these
observations started during the late nineteenth century. The
average annual loss of specific mass (mass per unit area)
amounts to beltween 0.2 and 0.6 m water equivalent
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Figure C11: Northern Hemisphere snow extent anomalies relative to 1973-1991 (from NOAA, USA) (verlical bars and heavy linc}
and Jones (1988, updated) land air temperature anomalies relative to 1951-80 north of 30°N (thin line). Smooth lines generated from a
39-point binomial filter applicd to the monthly data, Note the inverted temperature scale.

(Patzelt and Acllen, 1990). Regularly monitored glaciers,
however, account for less than 1% of the total number of
glaciers worldwide. Much more numerous are measure-
menis of glacier length reductions which can be converted
into mass balance values using a combination of continuity
analyses and data on initial glacier length. They confirm
the representativeness of the small number of direct long-
term mass balance measurements (Haeberli, 1990). Aenal
and ground surveys indicate that most observed mountain
glaciers are distinctly smaller than a century ago (Haeberli
and Miiller, 1988; World Glacier Monitoring Service,
1991; Williams and Ferrigno, 1988-1991).

Some of the techniques used to estimate the overall
glacier mass decrease in the Alps since the middle of the
nineteenth century are controversial. Recently, Haeberli
(1990} hus estimated u 30% decrease in mass. Though this
is subject to marked uncertainty, a relatively large decrease
is likely. This drastic change is the consequence of an
upward shift in equilibrium line altitude by only 100m or
less. Twentieth-century melt rates of Alpine glaciers arc an
order of magnitude greater than average melt rates at the
end of the last ice age (20,000 to 10,000 years ago).

Statistical analysis of spatial and temporal vanations in
mass balance series from glaciers on various continents
(Reynaud ef al., 1984) indicates that the historical
behaviour in the Alps may be representative of glaciers in
general, confirming the great sensitivity of glacier volume
to climate varations. A global-mean reduction in volume
may be estimated from average ice volume data in 59

(Table 9.3) and the cstimated sea level rise contribution
from mountain glaciers and small ice-caps (Meier, 1984).
This gives a reduction of 1339% in volume over the last
century. Despite this, the retreat of Alpine glaciers has not
been uniformt on decadal time-scales, as mentioned in 87,
p225, with & marked net advance in the period 1965-1980,
coinciding with colder average temperaturcs over most of
the North Atlantic and over western Europe (sce §7, graph
in Fig 7.12a).

In contrast 1o the above, high and middle latitude coastal
glaciers may grow under warmer and wetter conditions.
Mayo and March (1990} report that the Wolverine glacier
in the maritime region of southern Alaska near 60°N had
generally positive mass balances after 1976 as a result of
increased winter precipitation which fell as snow, despite
warmer winters, because temperatures remained well
below freezing. This change is likely to be asscciated with
the rather striking increase in winter balf-year cyclonic
activity in the Gult of Alaska since 1976 discussed in S7,
p229. In addition, Fitzharris ¢f af. (1992) note that the
terminus of the Franz losef glacier on the west coast of
New Zcaland has advanced in the 1980s, as have other
alpine glaciers in New Zealand, despite the fact that the
1980s were locally one of the warmest decades in the
record. Atmospheric circulation changes partly associated
with ENSO appear to be involved,

An overall shrinking trend in the glaciers of the
Northern Hemisphere has continued into the late 1980s
(World Glacier Monitoring Service, 1991). Recent data
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Fipore C12: (a) Percentages of observed glacier fronts
advancing, stationary and retrealing, Daty from all availabie
countries; number of glaciers ranges from 271 in 1959/60 to 486
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1963/64 to 1980/8£-1984/85. Data {rom Haceberli and Miiller
(1988) and Wood (1988); (b) Percentages of observed glaciers
having a positive mass balance: (i) all countries (triangles); (ii)
about 10 European Alpine glaciers (rectangles). Values are S-year
moving averages from 1959/60-1963/64 (53 glaciers from alt
countries) to 1984/85-1988/1989 (71 glaciers from all countries).
Data from Hacberli and Miiller {1988), Wood (1988), World
Glacier Maonitoring Service (1991), U S, Geological Survey and
Canadian National Hydrology Research Institute.

suggest that mountain glaciers are, as a group, shifting
back to a regime dominated by shrinkage and recession,
after a period of relative growth and minor re-advance
during the 1960s and 1970s (Figures Cl2a and b).
However, this temporary re-advance has not affected the
larger glacicrs. In further support of this conclusion two
detailed regional studies are mentioned. In a study of
trends in the length of 242 glaciers in northwest China
from the 1930s to 1980s, Shi (1989) shows that 42% were
retreating, 29% showed little change and only 29% were
advancing, The overall glacier retreat is thought to result
from both a warming and a drying trend in this area. In the
Southern Hemisphere, Aniya and Naruse (1991) reported
that in the northern Patagonian icefield, 20 of the 22 major
outlet glaciers were retreating and only one was advancing.
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A genceral review of glacier and other cryospheric trends is
given in Barry (1991).

Morc cxtensive glacier monitoring and comparative
analyses of climatic data are needed to add to these results,
as glacier fluctuations are potentially important indicators
of regional and global climatic change.

C3.4.3 Polar Ice Caps

Morgan ef al. (1991) derived time-series of the net rate of
snow accumulation since 1806 from [our cores separated
by up to 700km in a limited area in East Antarctica within
300km of the coast. The four cores yiclded fairly similar
results. There has been a significant increase in accu-
mulation rate after a minimum around 1960 and the most
recent values are the highest observed in the record.
Morgan er al. (1991} attribute the recent imbalance to
increased cyclonic activity around Antarctica lcading to
higher snowfall. Increased temperatures usually accom-
pany increased snowtall, resulting in positive correlations
between temperature and accumulation in Antarctica
(Jones et wl., 1992),. However, it is unclear how widespread
this increase in accumulation has been, so it is too soon to
revise the estimates of the contribution that Antarctic ice
accumulation may make to sea level reduction that were
summarized in 89,

The Wordie ice shelf, on the western side of the
Antarctic Peninsula, has shrunk markedly from about
2000km?2 in 1966 to about 700km? in 1989 (Doake and
Vaughan, 1991). This is apparently rclated to a strong
regional warming trend. However, the larger ice shelves,
such as the Ross and Filchner-Ronne, which help to
stabilize the West Antarclic ice sheet, would only be
threatened by substantially greater warming {Zwally,
1991).

For evidence from satellites concerning a recent thick-
ening of the Greenland ice sheet, the reader is referred to
59, Section 9.4.4.

C3.4.4 Sea-fce

No simple relationships have been established between
sca-ice extent and temperature, either for the Antarctic
(Raper er al., 1984) or for ihe Northern Hemisphere (Kelly
et al., 1987).

A re-analysis of satellite passive microwave data
obtained by Nimbus 7 {Gloersen and Campbell, 1991)
shows a statistically significant 2.1£0.9% decline in the
extent of Arctic sea-ice (including enclosed open water
areas) between 1978 and 1987 and an accompanying non-
significant 3.5+2.0% reduction in the open-water areas,
i.e., polynyas and leads, within the ice field. Figure 7.20a
in S7 also indicates a decline of about 0.2x10%m? (2%) in
the extent of Arclic sca-ice between 1978 and 1987, but
there is no decline over the whole period. So the Gloersen
and Campbell result, while supported, seems not to be
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representative of the whole period and it cannot therefore
be interpreted as a trend. Over the same time interval the
above authors found no significant trends in Antarctic sea-
ice. Figures C134 and b update the hemispheric sea-ice
extent variations shown in Figures 7.20a and b of 87 to the
end of 1991. As suggested in S7, no systematic trend
toward morc or less sea-ice is apparent from the short
records compiled to date. Tn 1990 and 1991, sea-ice extent
remained less than the 18-year mean in the Arctic and near
the mean in the Antarctic,

it now seems even less likely that the postulated
thinning of Arctic sea-ice addressed in §7, based on the

submarine observations of Wadhams (1990) north of
Greenland, reflects a basin-wide phenomenon. Three
issues of concern are (1) the vuse of data from only 2
cruises in different seasons (May 1987 and October 1976);
(2) the year-to-year variability in ice motion in the
Beaufort Gyre and Transpolar Drift Stream that may affect
the ice regime north of Greenland; (3) the absence of a
reliable baseline climatology because the numerous
submarine cruises have travelled different routes in
different seasons through sectors with widely differing ice
conditions (McLaren et af., 1990).
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Variations and Changes in Atmospheric
Circulation

S7, pp225-229, identified in particular recent increases in
the intensily ol the winter atmospheric circulation over the
cxtratropical Pacific and Atlantic (Figures 7.22 and 7.23);
see Trenberth (19903 for a fuller discussion, These findings
are reflected in an analysis of the climate of the 1980s by
Halpert and Ropelewski (1991} and in analyses by Flohn e:
al. (1992). However, beyond these results, it is difficult o
identify new research on atmospheric circulation changes
that does not depend critically on how the analyses were
done and on the choice of data. It is recognized, though,
that studies of atmospheric circulation changes are a key
topic for future research as such changes are likely to be an
important component of future regional climatic change.

C3.5

C4 Detection and Attribution of Climatic Change

C4.1 The Greenhouse Effect

“Fingerprint” detection of the influence ol an enhanced
greenhouse effect, by comparing the patterns of climate
change predicted by models with historical observations, is
lully discussed in S8. Progress is very dilficult (a) because
multiple runs of coupled ocean-atmosphere models are
needed, requiring very large compuier resources; (b) these
models may still not be adequate, particularly because of
the “flux correction problem™ (sec Section B2.2); (¢)
adequate data series are very few and short; and (d) the
methodology to implemeni the technique has not fully
matured. In addition, the climate system can respond to
many forcings and it remains to be proved that the
greenhouse signal is sufficiently distingnishable from other
signais to be detected except as a gross increase in tropos-
pheric temperature that is so large that other cxplanations
are not likely (see $8). Because of these dilliculties, no
definitive paper on detection has appeared since the 1990
IPCC Scientific Assessment. The rcader is referred to
Karoly et al. (1992) for a recent discussion of some of the
problems and possible ways forward.

C4.2 Other Factors

C4.2.1 Solar Influences

Possible changes in solar irradiance and their ¢limatic
effects were discussed in 52, while Section A2.7 of this
Assessment discusses new physically-based evidence
about variations in the luminosity of stars like the Sun on
century time-scales. Reid (1991} has re-examined the case
for solar forcing of global surface temperature in phase
with an approximately 80-year (“Gleissberg”) modulation
of the amplitude of the near 11-year cycle in sunspot
numbers. He first formed a relationship berween this
amplitude and the solar constant using a limiled series of
measurements since the 1960s. He then used a simple
model to predict the global SST from the variation of solar
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forcing reconstructed in this way back to 1660, and found
that the simulated global SST and a version of the
observed global SST were well correlated since 1860, Due
to a lack of sufficiently long time-series of satellite
measurements of solar irradiance, Reid’s conclusions rely
considerably on rocket- and balloon-bore measurements
of total solar irradiance made in the late 1960s; these are of
uncertain accuracy and representativeness, His conclusions
also depend on the reliability of the shape of the observed
global temperature series, especially prior to 1900 (Reid
used an carly version of the Bottomley er al. (1990) SST
data). Strong auto-correlations in both the solar and
temperature data also mean that very few degrees of
tfreedom are being compared in each data set,

A new approach by Friis-Christensen and Lassen (1991)
(FCL) uses the length of the sunspot cycle which is known
to be statistically related to solar activity. They hypoth-
esize that shorter cycles are directly related to higher solar
magnetic activity which in turn they assume corresponds
to a higher total output of solar radiation, though no firm
physical basis has been established for this relationship.
The Iength of the solar cycle varies between 7 and 17
years. After smoothing the cycle length data, they find a
correlation of -0.95 between cycle length and Northern
Hemisphere land surface air temperature since 1860 when
averages over corresponding solar cycles of these data sets
are compared, FCL do not compare their solar results with
a global surface temperature series because they prefer to
use temperatures over land which they assume are more
likely to be accurately determined than those over the sea.
They also find that shorter cycles (supposedly higher solar
radiation) correspond with less Icelandic sea-ice since
1740.

In the past, many authors have claimed to largely
explain, in a statistical way, the hemispheric or global
temperature record in terms of a single forcing factor, but
different authors have chosen different factors. A full
discussion of such work and why different authors can
come to radically different conclusions appears in Wigley
et al. (1986) and in S2. Recent examples are: (1) After
allowing for the influence of ENSO and a (different) index
of solar variability, Wu es af. (1990) claim that the
variations of global and regional night marine air
temperature, and to a lesser extent SST, over the last
century published by Bottomley et «l. (1990) can be
mainly explained by an atmospheric turbidity index. This
index is claimed to relate mainly (o the variations in
stratospheric dust due to volcanic activity, heing based on
measurements made at 3100m altitude, but it might,
nevertheless, include some influence of tropospheric
aerosols as well (Section C4.2.4). (2) Schinwicse and
Runge (1991) and Schinwiese and Stahler (1991) explain
regional climate changes on the same time-scale in great
detail largely in terms of CO, forcing, though volcanic,
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solar and ENSO influences are also included. These and
other cxercises in curve fitting can demonstrate statistical
relationships, but cannot prove physical connections.

A full discussion of the relation belween the historical
temperature record and different forcing factors requires
that greenhouse forcing be included (Kelly and Wigley,
1990; Hansen and Lacis, 1990). Although we do not know
what the response of the recent past climate 10 greenhonse
foreing has been, we do know the approximale magnitude
(2Wm2 at the top ol the troposphere) and rate of increase
of the greenhounse-gas forcing over the last century (Figure
2.2 of 82, p55). Furthermore, empirical studies of
relationships between smoothed forcing {actors and the
statistically non-stationary historical temperature record
cannot, alone, resolve the relative contributions of the
different forcing lactors. The main problem lies in the
similarity of the trends of the forcing factors and the small
number of degrees of statistical freedom in the data, which
often show long-term persistence. In addition, rigorous
statistical tools do not exist to show whether relationships
between statisticatly non-stationary data of this kind are
truly statistically significant, even though the corrclations
found by each author between their chosen forcing factor
and the temperature record are invariably quite high
{Zwiers, personal communication). Thus a physical model
that includes both the hypothesized forcing and the
enhanced greenhouse forcing must be used to make further
progress.

C4.2.2 Bi-decadal Temperature Variations

A renewed controversy has developed about the existence
of globally significant temperature variations on typically
18-22 year time-scales. These variations are often related
to the solar 22-year magnetic cycle (Newell et al., 1989),
or sometimes to the 18-19 year lunar orbital cycles (Currie
and O’Brien, 1990) which can, in principle, have small
tidal effects on the oceans. Ghil and Vautard (1991]) have
claimed to find a bi-decadal oscillation in global surface
air temperature using a novel form of analysis (singular
spectrum analysis), mirroring similar findings by Newcll ez
al. (1989) in global night marine air temperatures bascd on
more conventional techniques. However, Elsner and
Tsonis (1991h) show that the bi-decadal variation which
appears in Ghil and Vautard's analysis depends critically
on the inclusion of less reliable late nineteenth century
data. In view of the possible influence of this variation on
our perception of recent trends, lurther research is
warranted.

C4.2.3 "Abrupt” Climatic Changes

Features of many irregular climatic time-series are
apparently sudden, usually not very large, changes in
average value: or sudden changes ol trend, such as are seen
in the global and hemispheric temperature series (Figures
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€2, C3 and C4). Siatistical tests exist to suggest whether
the mean has changed significantly (Demarée and Nicolis,
1990) or whether a significant change in trend has
occurted (Solow, 1987). Usually, investigators test one or
other of these hypotheses, but not both, so the conclusion
drawn can depend on the hypothesis that is chosen to be
tested and whether tests are chosen in advance of the
analysis of the data or subsequently (Karl, 1988). Never-
theless, some of these changes may have a real physical
cause and be of obvious importance, such as the rather
sudden change in the mean winter hall year pressure
around 1976 in the extratropical North Pacific shown in
Figure 7.23 of 87, p 229 and discussed by Trenberth
(1990).

Lin and Zhou {1990) ascribe a climatic “jump” to a
serics if the difference between the average values for two
successive periods is statistically significant according to a
t-test, and the {ength of the transition time between the
periods is “much less” than their duration. Iowever, they
appcar to have pre-selected the dates of the jumps,
violating an assumption of the t-test (see Karl, 1988). Also,
an analysis is needed of how often such behaviour would
occur in truly random series or in stationary series
cxhibiting persistence. Inevitably, some “jumps” so
defined will occur and will be statistical artefacts. The
annual Sahel rainfall series iilustrates some of the
problems {see Figure 7.16b of §7). Demarée and Nicolis
(1990) suggest that a statistically significant sudden
reduction in average value occurred in 1967-8, whereas the
studies of Folland er al. (1986) and Rowell ef al. (1992)
indicate that the change of rainfall between the 1950s and
1970s was associated with a relatively steady, if rapid,
change in interhemispheric SST patterns, a link identified
from empirical and modelling swdies. It is important for
physical understanding of the causes of the Sahel rainfall
changes that these contrasting interpretations be
reconciled. Many other examples of such “fast” changes
cxist in regional and local climate records (e.g., Karl and
Riebsame, 1984). though few have been subjected to
rigorous analysis.

Statistical tests applied to rapid climate changes have a
useful role. However. the underlying hypotheses should
accord as far as possible with the physical character of the
causative processes. Somctimes, for example, apparently
abrupt changes between two climatic mean states (e.g.,
Demarée, 1990) may result from simultaneous processes
operating on ditlerent time-scales. Climate models should
be used to help to uncover these processes.

C4.2.4 Aerosols

C4.2.4.1 Man-made aerosols

A detailed discussion of man-made acrosols, their
precursors, and their forcing effects on climate is in
Section A2.6. Here we limit discussion to the possible
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effects of aerosols on the temperature record. The atmo-
spheric concentration of aerosols, particularly thosc
derived from man-made emissions of SO, has increased
significantly this century in many parts of the Northern
Hemisphere, and sulphate concentrations in industrialized
areas of eastern Europe and eastern North America are
now 10-15 times larger than the expecled natural
concentration of suiphate (see Scction A). The bulk of the
increase of SO, emissions began in the carly 1950s. As
stated in Section A, man-made, SOs-derived acrosols arc
important becausc they may have acted to retard the
expected warming from the build-up of greenhouse gases
and to produce a slower rate of warming in the Northern
Hemisphere (i.c., a relative cooling) compared with the
Southern Hemisphere. The approximately 1Wm 2 negative
forcing conflined to the Northern Hemisphere discussed in
Section A2.6.1.2 would oflset about 50% of the enhanced
greenhouse lorcing of about 2Wm-2 over the past 100
years.

Figures C4a and b show that {rom about 1910 until the
1950s the Northern Hemisphere surface warmed with
respect to that of the Southern Hemisphere. This dif-
ferential warming, though consistent with some model
predictions of more warming in the Northern Hemisphere
compared with the Southern Hemisphere as greenhouse
gases are added to the atmosphere, is more likely to have
been of natural rather than man-made origin, in view of the
small increase of these gases over that period. From the
1950s until about 1980, however, the surface of the
Southern Hemisphere warmed relative to that of the
Northern Hemisphere by nearly 0.3°C (Table C1). The
timing of the reversal of relative warming might suggest
that sulphate acrosols have been a contributory cause, but
renewed warming of the Northern relative to the Southern
Hemisphere in the last few years (Figure C4) shows how
uncertain such conclusions can be. There 1s, however,
evidence of a reduction in sulphate aerosol emissions from
Western Burope since 1980 (Smith, 1991) which could
have contributed 10 renewed warming in the Northern
Hemisphere. These results do not prove the hypothesis of a
significant aerosol cooling clfect on the observed climate
because the likely signal is still only of a magnitude
similar to the natural variability (Wigley, 1989; Wigley e
al., 1992). Many other variables, such as cloudiness
changes and occan circulation variations involving the
North Atlantic (87, Section 7.7), may lead to natural
differences betwcen hemispheric temperature trends.

C4.2.4.2 Volcanic aerosoly

The major eruption of the Philippines volcano Mt.
Pinatubo in Junc 1991 may be sufficienily great in its
climatic effects to aliow better physical theorics of the
influence of velcanic cruptions on climate to be developed.
Section A2.6.2 discusses this further. The Augusi 1991
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eruption of the Chilean volcano Cerro Hudson was at least
1{) times smaller than that ot Pinatubo in terms of the
amount of SO, emitled into the stratosphere, but was still
about twice as large as that of Mt. St Helens in 1980
(Dotron et al., 1992). Mt. Pinatubo may have placed nearly
3 times as much material into the stratosphere as did the
strong El Chichon eruption of 1982 (Bluth et ai., 1992).
However, Stowe ef al. (1992), using a different technique,
have estimated that the Pinatubo eruption may have placed
a little less than twice as much material there. It is
provisionally estimated that this sulphur-rich eruption,
which is the type currently thought (0 have the maximum
climatic effects, will temporarily reduce global mean
surface temperature by 0.3°-0.5°C over the next year or so
(Stowe et al., 1992). The upper end of this estimate is
indicated by model simulations carried out by Hansen er
al. (1992) of the possible effect of Pinatubo stratospheric
aerosols on global land temperature, assuming that the
aerosols contain twice as much sulphur as did those of El
Chichon. If this cooling happens, the consequences of the
Pinatubo eruption, with a smail extra contribution from
Cerro Hudson, could dominate the global surface
temperature record in 1992 or a little beyond. In response
te heating of the acrosols, globally averaged lower
stratospheric temperatures measured by MSU Channel 4
rose by about 1.3°C between June and October 1991, but
then began to decline {Figure C9). MSU mid-tropospheric
temperatures fell by over 0.5°C between June 1991 and
December 1991, though sach decreases are common in the
record (Spencer and Christy, 1990).

Cd.2.5 Changes in Land Surface Characteristics

Balling (£991) has pointed out that changes in the amount
of vegetation duc 10 man’s actlivitics can change temp-
eratures regionally. Thus, removal of vegetation, perhups
leading eventually to desertification, tends Lo raise near-
surface air lemperatures, at least in warmer climates, as
more of the incoming solar radiation is used {o heat the
ground and less is used Lo provide cnergy for the
transpiration of plants and trees. Such tendencies will be
offset by any accompanying increase in surface albedo,
and the net effect may depend on the character of the
initial vegetlation as indicated by studies in Africa
(Wendler and Eaton, 1983). Balling contends that, if a
fraction of the observed global warming can be attributed
to man-made land-use changes, then less can be attributed
to the cnhanced greenhouse effect. Conversely, such
clfects need to be balanced against the local surface
cooling that is likely in areas where irrigation, new crop
growth and new lake surfaces have been developed in
recent decades,

C4.2.6. Deep Ocean Heat Storage
A possible cause of the Northern Hemisphere cooling



C Observed Clisate Variability and Change

trend between the 1940s and the 1960s relates to a change
in the oceanic circulation in the North Atlantic which
temporarily took more heat from the atmosphere into the
deep ocean (Wigley and Raper, 1987). 87, p222-223 and
Figure 7.18, noted that there is good evidence for warming
below about 600m in the North Atlantic between 1957 and
1981 and cooling above this level, especially near the
surface. Watts and Morantine (1991) note the evidence for
warming in the deeper layers of the North Atlantic and
calculate that the heat storage involved would
approximately cancel the heat input at the surface due to
the simultaneons increase in greenhouse gases, confirming
the earlier results of Wigley and Raper (1987).

Recent measurements through the full depth of the
ocean in the South-West Pacific at 28°S and 43°S {Bindoff
and Church, 1992) show a small warming over much of
the water column between 1967 and 1989 which is
significantly larger than the seasonal signal or
measurement uncertainties. However, the record is too
short and intermittent at present to distinguish a warming
trend from interdecadal variability.

C5 Concluding Remarks

The main conclusions of 87 concerning the reality,
character and magnitude of global and hemispheric
warming over the last century remain unaffecied by recent
evidence. The most challenging result of recent rescarch is
probably the increasingly widespread evidence, though not
vet conclusive in a globally-averaged sense, of a marked
decrease in the diurnal range of temperature over land
largely produced by rising minimum temperatures (Scction
C3.1.5). Is this the result, perhaps partly through increases
in cloudiness, of an important anthropogenic cilect related
to increasing tropospheric aerosels and are increases in
greenhouse gases making a contribution? Wider inves-
tigations of the response of the diurnal temperature cycle
in general circulation models to these effects, dilfer-
entiated into clear-sky and cloudy conditions, would be
very desirable.

In view of the long-standing arguments over the
possible role of solar variability in climate change, which
have emerged again here, it is desirable that more progress
be made in modelling solar dynamics so that likely
variations in solar luminosity on time-scales of the solar
cycle to millennia can be better judged.

Detecting climate change and attributing it to natural
variability, greenhouse forcing or other factors will require
a much more interactive and coordinated use of data sets
and models than has hitherto generally been the case. The
historical data base needs much improvement as it has
serious problems of heterogeneity (e.g., Parker, 1990),
inaccessibility and poor coverage (Folland er af., 1990a;
Trenberth e al., 1991). Efforts to tackle some of these
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problems are now increcasing (e.g., Frich er al., 1991).
Differences between the satellite MSU data and the
radiosonde and surlace temperature data need detailed
investigation while data describing atmospheric circu-
lation variations, known to contain serious inhomo-
geneities, needs much more scrutiny. Recent in situ and
remolely-sensed data nced o be optimally blended and
made consistent with historical records; this may allow a
nearly full global coverage of several data sets for the last
decade or more. Heterogeneities in operational analyses of
the atmosphere reveal the urgent need for their “re-
analysis” over as long a period as possible using a state-of-
the-art four-dimensional data assimilation. This will allow
the mechanisms of climate change and variability to be
much better studied and some of the recent global data sets
to be improved.

In the future, remote sensing data must be much more
extensively used in climate change studies. However, to
achieve the potential of satellite data for studying climate
change, the development of methods to cnsurc
homogeneity of processed remote sensing data with
historic data will be essential. The satellites, to be truly
useful, must provide continual coverage and cflorts must
be made to sustain their calibration over very long periods.
In this context, the proposals for a Global Climatc
Observing System (GCOS) are highly rclevant. In the
meantime, surface data from developing counirics and
from marine archives need to be rescucd, quality-
controlled and added to existing analyses. Finally,
documentation of changing instrumentation, proccssing
schemes, and observing practices must be much betier
systematized so that artificially induced trends in all
climatic data can be more adequately quantified (Karl er
al., 1992).
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For the 1990 IPCC Scientific Assessment (IPCC, 1990},
IPCC Working Group 111 developed four scenarios of
future emissions ol greenhouse gases. These were used by
Working Group 1 to produce estimates of the resulting rate
und magnitude of climate change, represented by the
global average surface temperature. In the current report,
six revised emissions scenarios (referred to as [S92a-I)
have been described (see Section A3). The purpose of this
Annex is to present calculations ol the lemperature rise
consequent on these new scenarios und to compare 1892a
with the TPCC 1990 Scenario A (SA90) using the same
assumptions as those used in IPCC (1990).

The caleulations are performed using a one-dimensional
climate model and a series of gas cycle models that relale
emissions to concentration changes (STUGE, Wigley et
al., 1991). The climate model is essentially the same as the
mode] used by TPCC (1990) and it reproduces their resulls
well. For instunce, using SA90 with a climaie scnsitivily of
2.5°C, TPCC 1990 found a warming of 3.3°C over the
period 1990-2100 (see TPCC, 1990, Figure A.9). For the
same scenario, the model gives the same figure o within
0.1°C. The gas cycle medels simulate well the 1PCC
(1990) concentration projections (which were obtained by
averaging the results from a number of different modcls)
for the full range of emission scenarios considered by
IPCC (1990).

The inputs to the model are the projected emissions of
carbon dioxide (CO,), methane (CH,), nitrous oxide (N,O)
and the halocarbons CFC-11, CFC-12 and HCFC-22. CO,
emissions are converted to concentrations using a simple
carbon cycle model, developed by parametrizing results
from an ocean circulation model including a carbon cycle.
CH, concentrations are obtained from a mass balance with
exponential decay terms representing atmospheric
destruction and the soil sink. The lifetime for the former
process is made to depend on CH, concentration and CO,
emissions. N»O and halocarbons, however, are treated as
having constanl decay times. Note that we have not
updated the atmospheric lifetimes of CFC-11 (65 years),
CFC-12 (130 years} and CH,4 to the later estimates given in
Section A3.

The time-serics ol atmospheric concentration of the
various gases are used to caleulate the resulting changes in
radiative forcing, following Table 2.2 of IPCC {1990).
Halocarbons, other than the three named above, are not
handled directly by the model, but arc accounted for by
scaling up, by a factor of 1.43, the combined clfects of
CFC-11 and CFC-12. The direct radiative effect of the
CH, concentration is also inflated, by a factor of 1.3, in
order to represent the effect of stratospheric water vapour
produced by oxidation of methane. No account is taken of
the influence of ozone or sulphate aerosols.

173

The time-series of radiative forcing is then applied 1o an
upwelling-diffusion energy-balance climate model.
Essentially, this comprises an oceanic mixed-layer coupled
lo a vertical water column in which heat is transported by
diffusion and advection. The model is one-dimensional,
but the presence of land masses is accounted lor by
having scparate, zero-heat-capacity boxes for land in cach
hemisphere. The response of the climate system o the
changes in radiative forcing is principally determined by
the climate sensitivity, normally quoted as the equilibrivm
global mean temperature change expected for a doubling
of atmospheric CO,. In the model, this parameter accounts
[or all ways in which the mixed-layer loses heat except for
the ffux into the deep ocean. Climate {eedbacks are not
explicitly modefled but their effects are accounted for by
the choice of a range of values of the climmate sensitivity.
Three different values were vsed, namely 1.5°C, 2.5°C (the
IPCC (1990) “best-estimate™} and 4.5°C. For these and the
other parameters of the model (depth of the mixed-layer,
ocecan thermal diffusivity, rate of npwelling and
temperature response of polar sinking water) the same
values were chosen as in IPCC (1990).

Two points should be noted concerning the emissions
scenarios as they are entered into the model. Firstly, the
model fixes the 1990 emissions in cach casc to accord with
the values used in IPCC (1990) . These ligures do nol
agree with those in 1S92; this causes an inevitable
discrepancy between the intended emissions and the
figures actually used for 1990-1995 (for the halocarbons)
or 1990-2000 (for the other gases). Sccondly, the current
version of the model requires scenarios Lo be specified as
figures at a certain number of fixed times, and lincar
interpolation is performed between them. Thus the points
used by the model do not all correspond 1o those used in
the scenarios, leading to small differences in some cases
because of discrepancies in the periods of linear
interpolation.

The largest radiative forcing is produced by 1S92¢ and [
(Figure Ax.1). CFCs are phased out more rapidly in 1592e,
giving slightly less forcing early in the century, but larger
increases in CO, emissions later on result in larger forcing
in IS92e. Of the middle scenarios (1892a and b), 1S92a has
slightly greater CO, emissions, while CFCs are phased out
faster in I1S92b, so the forcing is larger in 1S92a
throughout. In the low scenarios (IS92c and d), CFCs are
phased out rapidly in 1892d carly on, giving smallcr
forcing, but large reductions in CO, cmissions in 1892¢
later on reverse the order of the magniludes ol forcing in
the latter half of the century.

Using the “best-estimate” sensitivity, these scenarios
give a range of warming from 1.5 10 3.5°C by the year
2100 (Figure Ax.2). Also shown are the warmings with
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low, best-estimate and high climate sensitivities for 1S92a
which give warmings of 2 to 4°C over the next hundred
years (Figure Ax.3).

[t is also instructive to compare 1892a with SA90. The
concentrations of CO, and N,O are similar (Figures Ax.4
and Ax.5) but CH,4 concentrations are slightly higher in the
1990 Scenario. The difference in forcing due to these gases
is about 0.4Wm-2 (Figure Ax.6). However, the concen-
trations of HCFC grow much more rapidly in the SA%0
case, and the concentrations of CFCs increase whereas in
1S92a they decrease (Figure Ax.7) giving a difference of
about 0,7Wm2 in radiative forcing (Figure Ax.8). Thus the
forcing is about 15% less in IS92a (Figure Ax.9), giving a
slightly smaller warming (Figure Ax.10),

Forcing under 1592 scenarios
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Figure Ax.1: Changes (post-1990) in radiative forcing (Wm-2)
arising from scenarios [892a-f derived fromn the model of Wigley
et al, {1991). 1592a, ¢ and ¢ arc shown as solid curves; b, d and f
are shown as dashed. No allowance has been made for changes in
ozone or for the effects of increases in sulphate aerosol.
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Figure Ax.2: Simulatéd changes in global mean temperature
atter 1990 under [$92a due to doubling CO, assuming High,
“Best-gstimate” and Low ¢limate sensitivitit;s (4.5, 25and 1.5°C
respectively).
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CHs and N2O concentrations
under SAS0 and 1592a
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Figure Ax.5: As for Figure Ax.4 but for methane and nitrous
oxide. [§92a = dashed curves; SA%0 = solid curves,

Forcing for CO., CH, and N0

8
SA90
1592a
E
=3
[+:]
(=
S
S
'
SAD0
1S92a
1882a, SAS0
0 F 1 T T T T T
1990 2010 2530 2060 2070 2080
Year

Figure Ax.6: Changes (since pre-industrial times) in radiative
forcing (Wm2) due 1o increases in carbon dioxide, methane and
nitrous oxide. I892a = dashed curves; SA90 = solid curves.
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Australian Coal Association
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British Coal Corporation

The Climate Council, USA
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Greenpeace International
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Natural Resources Defence Council, USA
World Wide Fund for Nature International
World Coal Institute/British Coal Corporation
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ACRONYMS

AFEAS Alternative Fluorocarbon Environmental Acceptability Study

AGCM Atmosphere General Circulation Model

ALE/GAGE Atmospheric Lifetime Experiment/Global Atmospheric Gases Experiment
AMIP Atmospheric Model Intercomparison Project

ASF Atmospheric Stabilization Framework

AVHRR Advanced Very High Resolution Radiometer

BMRC Bureau of Meteorology Research Centre, Australia

CAS Commission for Atmospheric Sciences

CCC Canadian Climate Centre

CCN Cloud Condensation Nuclei

CEC Commission of the European Communities

CHEMRAWN  Chemical Research Applied to World Needs

CIES Climatic Impacts on the Environment and Society {Conference in Tsukuba, Japan, 1991)
CLwW Cloud Liguid Water

CNRM Centre National de Recherches Météorologiques, France

CNRS Centre National de la Recherche Scientifique, France

COADS Comprehensive Ocean Air Data Set (USA)

CONCAWE Conservation of Clean Air and Water, Europe (an o1l companies organization)
CRU Climatic Research Unit, University of East Anglia, UK

CSIRO Commonwealth Scientific & Industrial Research Organisation, Australia
CW Cloud Water

DIJF December-January-February

DSIR Department of Scientific and Industrial Research, New Zealand
ECHAM European Centre/Hamburg Model (ECMWE/MPI)

ECMWE European Centre for Medium-Range Weather Forecasts, UK

EDF Environmental Defense Fund, USA

FIS Energy and Industry Sub-Group (of IPCC WG3)

ENSO El Nifio-Southern Oscillation

EOF Empirical Orthogonal Function

EOS Earth Obscrving System

EPA Environmental Protection Agency, USA




194

ERBE
ERL

FAO
FC
FRAM

GARP
GCM
GCOS
GDP
GEF
GEMS
GEWEX
GFDL
GISS
GNP
GOSTA
GPP
GSFC
GWP

IAEA
IAHS
ICRCCM
ICSU
IEA
IGBP
INPE
10C
108
IPCC
ISCCP
1892
vIC

JJA
IMA
J8C

KNMI

LLNL
LMD
LRTAP
LwC

MCA
~ MDB
MEPA
NESDIS
MGO
MIT
MONEG

Earth Radiation Budget Experiment
Environmental Research Laboratory (NOAA), USA

Food and Agriculture Organization (of the UN)
Fixed Cloud
Fine Resolution Antarctic Model

Global Atmospheric Research Programme
General Circulation Model

Giobal Climate Observing System

Gross Domestic Product

Global Environment Facility

Global Environmental Monitoring System
Global Energy and Water Cycle Experiment
Geophysical Fluid Dynamics Laboratory, USA
Goddard Institute of Space Sciences (NASA), USA
Gross National Product

Global Ocean Surface Temperature Atlas
Gross Primary Production

Goddard Space Flight Center (NASA), USA
Global Warming Potontial

International Atomic Energy Agency

International Association of Hydrological Sciences
Intercomparison of Radiation Codes in Climate Models
International Council of Scientific Unions
Intemational Energy Agency

International Geosphere-Biosphere Programme
Instituto Nacional de Pesquisas Espaciais, Brazil
International Ozone Commission

Institute of Oceanographic Sciences, UK
Intergovernmental Panel on Climate Change
International Satellite Cloud Climatology Project
IPCC Scenarios 1992

Institulo Venezolano de Investigaciones Cientificas, Venezuela

June-July-August
Japan Meteorological Agency
Joint Scientific Committee (of WMO and ICSU)

Royal Netherlands Meteorological Institute

Lawrence Livermore National Laboratory, USA
Laboratoire de Météorologic Dynamique du CNRS
Long-Range Transboundary Air Pollution

Liquid Water Content

Moist Convective Adjustment
Marine Data Bank (UKMO)

Meteorological & Environmental Protection Administration, Saudi Arabia
National Environmental Satellite Data & Information Service (NOAA), USA

Main Geophysical Observatory, Russia
Massachusetts Institute of Technology, USA
Monsoon Numerical Experimentation Group
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MPE Max-Planck Institute, Germany

MRI Meteorological Research Institute, Japan

MSU Microwave Sounding Unit

NACD North Atlantic Climatological Dataset

NASA National Aeronautics and Space Administration, USA
NATO North Atlantic Treaty Organisation

NCAR National Center for Atmospheric Research, USA
NERC Natural Environment Research Council, UK

NGL Natural Gas Liquids

NH Northern Hemisphere

NMC National Meteorological Center, USA

NOAA National Oceanic and Atmospheric Administration, USA
NRDC Natural Resources Defense Council, USA

NSF National Science Foundation, USA

NWP Numerical Weather Prediction

1-D One Dimensional (also 2-D and 3-D)

opp Ozone Depletion Potential

OECD Organization for Economic Cooperation and Development
OGCM Ocean General Circulation Model

OLR Outgoing Longwave Radiation

PC Penetrative Convection

PCMDI Program for Climate Modcl Diagnosis and Intercomparison (at LLNL, USA)
PMIP Palacaclimatic Model Intercomparison Project

PW Precipitable Water

RCM Radiative Convective Model

RCW Rapidly Changing World

RH Relative Humnidity

RSWG Response Strategies Warking Group (IPCC WG3)
SA90 TPCC Scenario A 1990

SAGE Stratospheric Aerosol and Gas Experiment

SCW Slowly Chunging World

SCOPE Scientific Committee On Problems ol the Environment
SH Southern Hemisphere

SMA State Meteorological Administration, China

SORG Stratospheric Ozone Review Group, UK

SPCZ South Pacific Convergence Zone

SST Sea Surface Termperature

SUNY State University ol New York, USA

TIROS Television and Infrared Observation Satellite

TOGA Tropical Ocean and Global Atmosphere

TOMS Total Ozone Mapping Spectromeler

TOA Top of the Atmosphere

TPER Total Primary Energy Requirement

UARS Upper Atmosphere Research Satcllitc

UCAR University Corporation for Atmospheric Research
UKMO Meteorological Oftice, UK

UN United Nations
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UNEP
UNESCO
uv

VOC

WCI
WCRPF
WEC
WGl
WGNE
WMO
WOCE
WRI
WWE
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United Nations Environment Programme
United Nations Educational, Scientific and Cultural Organization
Ultraviolet

Volatile Qrganic Compounds

World Coal Institote

World Climate Research Programme

World Energy Council

Working Group 1 (of IPCC}

Working Group on Numerical Experimentation
world Meteorological Organization

World Ocean Circulation Experiment

World Resources Institute

World Wide Fund for Nature
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UNITS

ST (Systeme Internationale) Units:

Physical Quantity Name of Unit Symbol

length metre m

mass kilogram kg

time second s

thermodynamic temperature kelvin K

amount of substance molc mol

Fraction Prefix Symbol Multiple Prefix Symbol
107! deci d 19 deca da
102 centl ¢ 162 hecto h
10-3 milki m 103 kilo K
10°6 micro n 100 mega M
1079 nano n 109 giga G
10712 pico P 1012 fera T
10715 femto f 1019 peta P
10-18 ato 4




198

Special Names and Symbols for Certain SI-Derived Units:

Physical Quantity

Name of 81 Unit Symbeol for ST Unit Definition of Unit

force newton N kg m 52

pressure pascal Pa kg m-1s2(=Nm 2)

energy joule I kg m2 -2

power wakl w kg ms3(=Js"1y

[requency hertz. Hz s L(cycle per second)
\

Decimal Fractions and Multiples of SI Units Having Special Names:

Physical Quantity Name of Unit Symbaol for Unit Definition ol Unit
length Angstrom A 10710 1 = 10-8em
length micrometre um 100m = Him

area hectare ha 104 m2

force dyne dyn 1IN

pressure bar bar 105N m?2

pressure millibar mb 1hPa

weight tonne ! 103 kg

Non- ST Units:

°C

ppmy
ppbv
pptv

bp
kpb
mbp

degrees Celsiug (0°C = 273K approximately)
‘Temperature differences are also given in °C (=K) rather thun the
more correet form of "Celsius degrees”,

parts per million (l()(’)by volume
parts per billion (109) by volume
parts per trillion (l(}12 ) by volume

(years) before present
thousands of years belore present
millions of years before present

The units of mass adopted in this report are generally those which have come
into common usage, and have deliberately not been harmonized. e.g.,

kt
e
MIN
TgC
TeN
TgS

kilotonnes

gigatonnes of carbon (1 GtC = 3.7 Gt carbon dioxide)
megatonnes of nitragen

teragrams of carbon

teragrams of nitrogen

teragrams of sulphur
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CHEMICAL SYMBOLS

0 atomic oxygen

0, molecular oxygen
05 ozone

N atomic nitrogen
N, molecular nitrogen
N,O nitrous oxide

NO nitric oxide

NO, nitrogen dioxide
NO; nitrate radical
NOy total active nitrogen
NO, nitrogen oxide
HNO; nitric acid

NH; ammonia

H hydrogen

0,0 water

H,0, hydrogen peroxide
OH hydroxyl

EO, hydroperoxyl

C carbon

cOo carbon monoxide
CO, carbon dioxide
CS,; carbon disulphide
COs carbonyl sulphide
CCly carbon tetrachloride
s sulphur

50, sulphur dioxide
S04 sulphur exide

SF, sulphur hexafluoride
H,504 sulphuric acid
H,S hydrogen sulphide
HCI hydrochloric acid
HOC1 hypochlorous acid
Cl chlorine

Cly molecular chlorine
Clo chlorine monoxide
C10, chlorine dioxide
CIONQ, chlorine nitrate

CH, methane

C,ll,
C3Hy
C,I1,
CH;Br
CH;C1
CH;CCl;
CH,Cl,
CHCl,
Br

BrO

F

PAN: CH3CO;NO,
pCO;
CFC

HC
HCFC
HFC
NMHC
vocC
DMS

CFC-11
CFC-12
CFC-13
CFC-14
CrC-113
CFC-114
CFC-115

CFC-116

ethanc

propane

cthylene

acctylene

methyl bromide

methyl chloride

methy] chloroform
dichloromethane
chloroform, trichloromethane
bromine

bromine monoxide
fluorine
peroxyacetylnitrate

partial pressure CO,
chlorofluorocarbon
hydrocarben
hydrochlorofluorocarbon
hydrofluorocarbon
non-methane hydrocarbons
volatile organic compound
dimethylsulphide

CICl;, CCILF
(trichlorofluoromethane y
CHE,Cl,, CCl,F,
(dichlorodifluoromethang)
CF;Cl, CCIF,
(chiorotrifluoromethancy
CF,

(tetrafluoromethane)
C5F4Cls, CCLFCCIF,
(trichlorotrifluoroethane)
C,F,Cl,, CCIF,CCIF,
(dichlorotetrafluoroethane )
C,F5ClL CCIF,CFy
(chloropentafluoroethane)
CFi(CT, . G5F,
(hexafluoroethane)



200

HCFC-22

HCF(C-123
HCFC-124
HFC-125
HCFC-132b
HFC-134a
HCFC-141b
HCFC-142b
HFC-143a
HFC-152a

HALON 1211

HALON 1301

HALON 2402

CHF,C1
{chlorodifluoromethane)
C,HF,C), (CHCL,CF3)
CHFCICF,

CHF,CI%,

C;HyFCly

CH,Ey (CHLECFy)
CH,CICl,

CH,CE,CL }
CH,CF;

CH;CHF,

CF,BrCl (CBrCIF;)
(bromodichloromethane}
CF;Br (CBrF,)
(bromotrifluoromethane)
C,F,Br,
{dibromotetrafluoroethane)
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This report is a Supplement to the 1990 Report of the Scientific
Assessment Working Group of the Intergovernmental Panel on
Climate Change (IPCC). The IPCC was set up jointly by the
World Meteorological Organization and the United Nations
Environment Programme in 1988 to provide an authoritative
international consensus of scientific opinion on global warming,
This Supplement reviews the key conclusions of the 1990
Report in the light of new evidence, focussing on five main areas:

sources and sinks of greenhouse gases and the precursors of
tropospheric ozone

radiative forcing of the atmosphere, with emphasis on the
concept of Global Warming Potential

updated scenarios for emission of greenhouse gases up to the
end of the 21st century (as the basis for climate modelling
studies)

new developments in climate modelling and model validation
recent observational data on climate variability and change.

Several hundred international scientists participated in the prep-
aration and review of this assessment, thus continuing the
approach which gained such widespread acceptance and auth-
ority for the 1990 IPCC Report. It represents the continuing
effort of the international scientific community to communicate
to policymakers, at both national and international levels, the
very latest scientific knowledge and understanding of the com-
plex issues surrounding climate and climate change.

The original report, CLIMATE CHANGE TVsc IPCC Scientific Assessment,
is still available from Cambridge University Press.
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