
Technical note for Figure 1.1 
 

Externally-forced warming is calculated for the GISTEMP (Hansen et al., 2010) dataset at every 

location and for each season as in Figure 1.3. The season with the greatest externally-forced warming 

at every location (averaged over the 2006-2015 period) is selected to give the colour of the dots at that 

grid box. This field is then regridded to the 1x1 grid of the population density data, taken from 

Doxsey-Whitfield et al. (2015) for 2010. The density of scatter points in each 1x1 grid box is 

proportional to the population in the grid-box, up to a maximum of 50, associated with the greatest 

population grid box. The final version will use bi-linear interpolation of the temperature field. For 

grid-boxes below the minimum population threshold to guarantee a point is plotted (approximate 

650,000), the probability that a dot is plotted reduces with the population in the grid-box. The SDG 

Global Index Score ranks country performance across 17 sustainable development goals. The goals 

cross-cut the three dimensions of sustainable development – environmental sustainability, economic 

growth, and social inclusion. It has a maximum value of 100. Technical Annex 1.A Figure 1 shows 

the month of maximum warming in each grid-box used in Figure 1.1.  

 
Technical Annex 1.A Figure 1: Season of greatest human-induced warming over 2006-2015 relative to 1850-

1900 for the data shown in Figure 1.1.  

 

Versions of Figure 1.1 using the HadCRUT4 and NOAA temperature datasets are shown in Technical 

Annex 1.A Figure 2 and Technical Annex 1.A Figure 3 respectively.  

 



 
Technical Annex 1.A Figure 2: As for Figure 1.1 but using the HadCRUT4 temperature dataset.   

 

 
Technical Annex 1.A Figure 3: As for Figure 1.1 but using the NOAA temperature dataset.   

 

 

 

 



Technical Note for Figure 1.2 
 

Observational data is taken from the Met Office Hadley Centre 

(http://www.metoffice.gov.uk/hadobs/hadcrut4/), National Oceanic and Atmospheric Administration 

(NOAA) (https://www.ncdc.noaa.gov/data-access/marineocean-data/noaa-global-surface-temperature-

noaaglobaltemp) and NASA’s Goddard Institute for Space Studies 

(https://data.giss.nasa.gov/gistemp/). The GISTEMP and NOAA observational products (which begin 

in 1880) are expressed relative to 1850-1879 by first expressing all three timeseries relative to a 1850-

1900 reference period by constraining all datasets to have the same average over the 1880-1990 

period and then adding the offset between the 1880-1990 and 1850-1900 periods in HadCRUT4 . All 

available data is used, through to the end of 2016, in all cases. Data from the Berkley Earth 

(http://berkeleyearth.org/) combined sea-surface temperature and land air temperature dataset, which 

was not assessed in AR5, is shown in green.  

 

CMIP5 multi-model means, light blue dashed (full field surface air temperature) and solid (masked 

and blended as in Cowtan et al. (2015)) are expressed relative to a 1861-1880 base period and then 

expressed relative to the 1850-1900 reference period using the anomaly between the periods in the 

HadCRUT4 product. Only r1i1p1 ensemble members are used with only one ensemble member per 

model.  

 

The pink “Holocene” shading is derived from the “Standard5x5Grid” reconstruction of Marcott et al. 

(2013) (expressed relative to 1850-1900 using the HadCRUT4 anomaly between this reference period 

and the 1961-90 base period of the data). The vertical extent of the solid shading is determined by the 

maximum and minimum temperature anomalies in the dataset in the period before 1850. Marcott et al. 

(2013) report data with a periodicity of 20 years, so the variability shown by the solid pink shading is 

not directly comparable to the higher frequency variability seen in the observational products which 

are reported every month), but this Holocene range can be compared to the emerging signal of 

human-induced warming. Above and below the maximum and minimum temperature anomalies from 

Marcott et al. (2013) the pink shading fades out to after a magnitude of warming that is equal to the 

standard deviation of monthly temperature anomalies in the HadCRUT4 dataset. 

 

Near term predictions from IPCC-AR5 (Kirtman et al., 2013), for the period 2016-2035 were 

estimated to be likely (>66% probability) between 0.3C and 0.8C above the 1986-2006 average, 

assuming no climatically significant future volcanic eruptions.  

 

Best-estimate human-induced temperature change (thick orange line) and total externally forced 

warming (think red line) are estimated using the method of Haustein et al. (2017). Best-estimate 

historical radiative forcings, extended until the end of 2016, are taken from Myhre et al. (2013), 

incorporating the significant revision to the methane forcing proposed by Etminan et al. (2016). The 

2-box thermal impulse-response model used in Myhre et al. (2013), with modified thermal response 

time-scales to match the multi-model mean from Geoffroy et al. (2013), is used to derive the shape to 

the global mean temperature response timeseries to total anthropogenic, and combined volcanic and 

solar forcing. Both of these timeseries are expressed as anomalies relative to their simulated 1870-

1879 averages and then used as independent regressors in a multi-variate linear regression to derive 

scale factors on the two timeseries that minimise the residual between the combined forced response 

and the HadCRUT4 observations (expressed as anomalies relative to 1850-1900). The 1870-1879 

period is chosen for the anthropogenic and natural forcing response as it covers the mid-period of the 

reference period, and corresponds to a period of near-zero volcanic forcing. The error bar on the 2016 

attributed human-induced warming is derived using the same proportional uncertainty as the +/-0.1C 

(likely) uncertainty in the 0.7C best-estimate anthropogenic warming trend over 1951-2010 period 

assessed in Bindoff et al. (2013).  

 

 

 

http://www.metoffice.gov.uk/hadobs/hadcrut4/)
https://www.ncdc.noaa.gov/data-access/marineocean-data/noaa-global-surface-temperature-noaaglobaltemp)
https://www.ncdc.noaa.gov/data-access/marineocean-data/noaa-global-surface-temperature-noaaglobaltemp)
https://data.giss.nasa.gov/gistemp/)


Technical Note for Figure 1.3 

 

Regional attributable human-induced warming shown in Figure 1.3 is derived using a similar method 

to the calculation of externally-forced warming in Figure 1.2. At every grid box location in the native 

HadCRUT4 resolution, the timeseries of local temperature anomalies in the HadCRUT4 dataset 

(expressed relative to the local 1850-1900 average) are regressed onto the global externally-forced 

warming timeseries shown in Figure 1.1 (assuming a Gaussian error structure) using all available data 

points. This linear regressed relationship between these two quantities is then used to estimate the 

human-induced warming relative to 1850-1900 at this location. The maps in Figure 1.3 show the 

average of local human-induced over the 2006-2015 period. Trends are only plotted only where over 

50% of the entire observational record at this location is available. Stippling indicates the linear trend 

between local warming and global human-induced warming is significant at a 10% level using a one-

sided Student-t test. The final versions will use an AR1 residual model to be consistent with practice 

for calculating uncertainty in linear trends in IPCC-AR5.  

 

Supplementary maps are included below for the NOAA and GISTEMP observational data, which use 

infilled data to achieve a higher level of coverage than HadCRUT4. The regression of local 

temperature anomalies onto the global mean human-induced warming (recalculated using the NOAA 

and GISS global mean observations respectively), allows local human-induced warming to be 

expressed relative to 1850-1900 despite these records beginning in 1880.  

 

 
Technical Annex 1.A Figure 4: Human-induced warming for the average of 2006-2015 relative to 1850-1900 

calculated for the NOAA observational dataset as for Figure 1.2.  



 
Technical Annex 1.A Figure 5: Human-induced warming for the average of 2006-2015 relative to 1850-1900 

calculated for the GISTEMP observational dataset as for Figure 1.2.  

 

Technical note for Figure 1.5 

 

Idealised temperature pathways computed by specifying the level of human-induced warming in 

2015, 𝑇2015 = 1°C, with temperatures from 1865 to 2015 given by a single-term polynomial: 𝑇 =
𝑇2015((𝑡 − 1865) 150⁄ )𝛾, with 𝛾 set to give a rate of human-induced warming in 2015 of 

0.17°C/decade. Temperatures from 2016-2115 set by fitting a smooth 4th-order polynomial to 

prescribed temperatures in 2050 and 2115 and a prescribed gradient in 2115. Gradient is held constant 

after 2115. Colours are used to illustrate different temperatures pathways, and are consistent in all 

panels. Upward-pointing triangles indicate years in which 1.5°C is reached from below, and 

downward-pointing arrows indicate years in which 1.5°C is reached from above. 

 

Radiative forcing 𝐹 that would give the temperature profiles is computed using a 2-time-constant 

climate response function (Myhre et al., 2013), with Equilibrium Climate Sensitivity (ECS) of 2.7°C 

and Transient Climate Response (TCR) of 1.6°C and other parameters as given in Millar et al. (2017). 

Equivalent CO2 concentrations given by 𝐶 = 278 ×  exp (𝐹 5.4⁄ ) ppm. 

 

Cumulative CO2-forcing-equivalent emissions, or the CO2 emission pathways that would give the 

CO2 concentration pathways compatible with the temperature scenario is computed using a simple 

carbon cycle model (Myhre et al., 2013), modified to account for changing CO2 airborne fraction over 

the historical period (Millar et al., 2017). 

 

Indicative cumulative impact variable (sea level rise) is computed from temperature pathways shown 

in using semi-empirical model of Kopp et al. (2016).  

 

 

Technical Note for Figure 1.6 

 

All scenarios in Figure 1.6 use a 1000 member ensemble of the FAIR model (Smith et al., 2017) 

driven with emissions from the RCP historical dataset from 1765 to 2000 (Meinshausen et al., 2011), 

SSP2 from 2005 to 2020 (Fricko et al., 2017), and a linear interpolation between the two inventories 



for 2000 to 2005. Greenhouse gas forcing uses the relationships (Myhre et al., 1998) with an increase 

of 25% for methane forcing which approximates the updated relationship from (Etminan et al., 2016). 

Solar forcing for the historical period is calculated by using total solar irradiance from the SOLARIS 

HEPPA v3.2 dataset (Matthes et al., 2017) for 1850-2020 and (Myhre et al., 2013) for 1765-1850: the 

1850-1873 mean is subtracted from the time series which is then multiplied by 0.25 (annual 

illumination factor) times 0.7 (planetary co-albedo) to generate the effective radiative forcing (ERF) 

timeseries. Volcanic forcing is taken by using stratospheric aerosol optical depths from the CMIP6 

historical Easy Volcanic Aerosol dataset (Toohey et al., 2016) prepared for the HadGEM3 CMIP6 

historical integrations for 1850-2014. The integrated stratospheric aerosol optical depth at 550 nm 

(tau) is calculated and converted to ERF by the relationship ERF = -18*tau, based on time slice 

experiments in the HadGEM3 model*, which agrees well with earlier versions of the Met Office 

Hadley Centre model as well as CESM1-WACCM (Gregory et al., 2016). The 1850-2014 mean 

volcanic ERF of -0.107 is subtracted as an offset to define the mean historical volcanic ERF as zero. 

Owing to rapid adjustments to stratospheric aerosol forcing, which are included in the definition of 

ERF, this less negative value of -18*tau is adopted for volcanic ERF than the RF = -25*tau used in 

AR5. Solar forcing is set to zero in 2020 and volcanic forcing is ramped down linearly from a small 

positive value in 2014 to zero in 2019, so natural forcings do not directly affect the future temperature 

evolution. 

 

Equilibrium climate sensitivity (ECS) and transient climate response (TCR) parameters are drawn 

from a joint lognormal distribution informed by CMIP5 models. Uncertainties in non-CO2 forcing 

(non-CO2 GHGs, aerosols, etc.) are drawn from the distributions in Myhre et al. (2013) and 

uncertainties in the carbon cycle response are given a 5 to 95% range of 13% around the best estimate 

(Millar et al., 2017). All uncertainties except TCR and ECS are assumed to be uncorrelated with each 

other. The resulting ensemble is constrained by whether individual ensemble members fall within the 

observed historical temperature change over the 1880 to 2016 period using the Cowtan and Way 

(2014) in-filled dataset based on HadCRUT4. 291 of the original 1000 ensemble members were 

retained. 

 

  

 

Each scenario is driven with the following assumptions: 

 

  

 

1.       Zero CO2 emissions, constant non-CO2 forcing (blue): FAIR spun up with all emissions to 

2020. Total non-CO2 forcing in 2020 is used as the input to the 2021-2100 run with all CO2 fossil 

and land use emissions abruptly set to zero. 

 

2.       Phase out of CO2 emissions with 1.5C commitment (blue dotted): FAIR spun up with all 

emissions to 2020. Total non-CO2 forcing in 2020 is used as the input to the 2021-2100 run. Fossil 

and land-use CO2 emissions are ramped down to zero at a linear rate over 56 years from 2021 to 

2076, consistent with a 1.5C temperature rise since pre-industrial at the point of zero CO2 emissions 

in 2076. 

 

3.       Zero GHG emissions, constant aerosol forcing (purple): FAIR spun up with all emissions to 

2020. All GHG emissions set abruptly to zero in 2021, with aerosol emissions held fixed at their 2020 

levels. 

 

4.       Zero CO2 and aerosol emissions, constant non-CO2 GHG forcing (green): FAIR spun up with 

all emissions to 2020. Total non-CO2 GHG forcing, which also includes the proportion of 

tropospheric ozone forcing attributable to methane emissions, in 2020 is used as the input to the 2021-

2100 run. Fossil and land-use CO2 and aerosol emissions abruptly set to zero in 2021. 

 



5.       Zero emissions (orange): FAIR spun up with all emissions to 2020. All emissions set abruptly 

to zero in 2021. 
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